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ABSTRACT Hypertension is a global challenge to the public health which can easily lead to life-threatening
vascular diseases unless control measures are adopted. Considering the prevalence of vascular diseases and
their fatality, early detection of high-risk patients is an important problem in the present world. Heart rate
variability (HRV) analysis can be an effective prognostic tool to identify the characteristics of vulnerable
patients, considering its reliability in predicting sudden cardiac deaths. However, challenge lies in identifying
tenuous differences in HRV between the low-risk and high-risk patients at the early stage. With this
motivation, we propose a hybrid approach based on dual-tree complex wavelet packet transform (DTCWPT)
and linear time domain as well as nonlinear analysis of HRV signal to extract multitudinous features. A key
issue before the HRV analysis of such patients is the presence of marked amount of ectopic beats, which
is addressed by using time-varying auto regressive (TVAR) technique. The features extracted from TVAR
edited HRV signals are shortlisted by minimum redundancy maximum relevance algorithm for an efficient
classifier modeling. Furthermore in this study, we propose to use cost-sensitive RUSBoost (CS-RUSBoost)
algorithm for handling the class imbalance problem of the data. A comparative performance evaluation of
CS-RUSBoost with RUSBoost, SMOTEBoost, asymmetric AdaBoost algorithm shows a superior result by
CS-RUSBoost with G-mean of 0.9352 and F1 score of 0.9347.

INDEX TERMS Heart rate variability, hypertension, dual-tree complex wavelet packet transform, class
imbalance, boosting algorithm.

I. INTRODUCTION
Hypertension (elevated blood pressure) is the most common
health problem nowadays with a staggering number of around
1.1 billion people all across the world are victims of it, as per
the recent report of world health organization (WHO) [1]. Bad
dietary habits, lack of physical activity, and stressed lifestyles
are the prime reasons behind the prevalence of hypertension
in the present society. Hypertension and vascular pathology
compliments each other and thereby aggravates the health
of blood vessels. Fatal vascular events such as myocardial
infarction, ischemic stroke, hemorrhagic stroke, syncope,
etc. are the consequences of persisting vessel pathology.
Evidently, lots of research efforts are put into the detection of
such conditions, identification of their roots and recognition
of the remedial measures [2]–[18]. Heart rate variability
(HRV), an established marker of mortality and morbidity has
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been studied in many works for finding its behavioral change
in hypertensive patients and also for predicting the future
development of essential hypertension [3], [4], [10], [13].
However the volume of research on characterizing and pre-
dicting hypertensive patients who have higher risk of devel-
oping acute vascular diseases are very less. In some works
besides HRV, ultrasound and echocardiograph based find-
ings are used for predicting the patients vulnerable to acute
vascular diseases [5]–[8]. However, HRV is much cheaper,
more patient friendly as compared to the above mentioned
diagnostic procedures and it could even be assessed from
one’s home. This can make it a muchmore attractive diagnos-
tic and prognostic option for analyzing such cardiovascular
diseases, provided its reliability is not compromised. Never-
theless, for appropriate prognostic evaluation, cohort study
is required. Thanks to Melillo et al. [10] for conducting the
study on hypertensive patients to discriminate the high-risk
hypertensive (HRH) patients from low-risk hyperten-
sive (LRH) patients and providing the data in public domain.
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This database is available in PhysioNet repository as ‘‘Smart
Health for Assessing the Risk of Events via ECG (SHAREE)
database’’. Using the data, Rajput et al. [11] have computed
signal fractal dimension and log energy entropy from the
wavelet coefficients of ECG signals. For that purpose, they
decomposed the ECG signals into 6 wavelet sub-bands using
optimal orthogonal wavelet filter bank. Their classification
result shows 100% accuracy in separating the low risk and
high risk patients. In another study, Soh et al. [12] merged
both the LRH and HRH patients as hypertension group and
discriminated it from normal subjects’ group by extracting
nonlinear features from the intrinsic mode functions of ECG
signals. They achieved an accuracy of 97.70% using k-nearest
neighbor (KNN) classifier.

Besides these ECG based studies, many researchers have
used HRV signals to detect and predict hypertension, stroke,
sudden cardiac death (SCD), and different coronary artery
diseases (CADs) [10], [13]–[17], [19], [20]. In a study by
Lan et al. [13], linear time domain parameters such as stan-
dard deviation of normal to normal intervals (SDNN), mean
interbeat interval (MeanRR), and root mean squared value
of successive differences between normal to normal intervals
(RMSSD), and spectral power parameters, namely normal-
ized low frequency power (LFnu), normalized high frequency
power (HFnu), and LF/HF are computed from the photo-
plethysmogram (PPG) based HRV data. They concluded that
SDNN has the highest discriminative power to separate the
normal and hypertensive subjects. In [14], the spectral powers
are calculated by both fast Fourier transform and autoregres-
sive model fitting methods. Additionally, they obtained the
traditional time domain parameters and the nonlinear param-
eters (Poincare plot based features, approximate entropy,
sample entropy) to classify the normal, hypertension and
CADs. They achieved the best accuracy of 96.67% by using
support vector machine (SVM) classifier. In [15], scaling
property of HRV signal is used to detect the subjects vul-
nerable to SCD from a random samples of elderly subjects.
Authors found short-term scaling exponents (α1) to be more
effective than power-law slope and SDNN in distinguish-
ing the normal subjects and SCD subjects. In [16], authors
used smoothed pseudo Wigner-Ville distribution method to
undergo time-frequency analysis of HRV signals besides the
linear and nonlinear methods for extracting the discriminative
features. They found that the multilayer perceptron (MLP)
classifier edges over the KNN classifier in predicting SCD
prone subjects with accuracy of 99.73%, 96.52%, 90.37%
and 83.96% for the first, second, third and fourth one-minute
intervals before the onset of SCD event. In [17], authors
performed automated prediction of SCD using recurrence
quantification analysis and Kolmogorov complexity parame-
ters extracted from HRV signals. They obtained better perfor-
mance (Accuracy: 86.8%) from PNN and KNN as compared
to SVM classifier. In a work on the prediction of ischemic
stroke, authors [19] concluded that the subjects with famil-
ial records of premature heart attack and depressed HRV
are more prone to focal coronary atherosclerosis as well as

vascular death. Binici et al. [20] conducted an HRV based
study on middle-aged and elderly white subjects to examine
the link between reduced HRV and increased risk of stroke.
They found that SDNN value for subjects prone to stroke
is significantly lower (p = 0.004) as compared to non risky
subjects at nighttime. In [21], Kampouraki et al. have com-
puted statistical time-domain features, local linear prediction
and standard deviation of detail coefficients from wavelet
analysis to distinguish the normal subjects from subjects suf-
fering from CAD using SVM classifier. In [10], Melillo et al.
extractedmultiple linear as well as nonlinear parameters from
HRV signals of hypertensive patients and used classifiers
namely Adaboost, classification and regression tree (CART)
4.5, SVM, MLP, naive Bayes and random forest (RF) classi-
fiers to conduct a comparative analysis. They achieved best
performance from random forest classifier with sensitivity
of 71.4% and specificity of 87.8% in predicting the high-risk
patients.

From the literature study, it is apparent that some of the
key issues in HRV analysis for detecting the high-risk hyper-
tensive patients (vulnerable to CAD, stroke, SCD, etc.) are
yet to be addressed in more details to avoid misleading anal-
ysis. Firstly, such patients’ data contain substantial amount
of ectopic as well as missed beats. So, they should be han-
dled appropriately for reliable analysis. Secondly, in case of
wavelet based time-frequency analysis, level of decompo-
sition and sampling frequency should be chosen in such a
way that LF and HF components of HRV should not overlap.
Thirdly, often classification of the positive group (with dis-
eased condition) are scarce as compared to the control group.
So, the issue of class imbalance should be addressed with care
while performing the classification task. With these objec-
tives, we have first used time varying autoregressive (TVAR)
model to treat the ectopic/missed beats and then conducted
hybrid HRV analysis based on the results from dual tree
complex wavelet packet transform (DTCWPT)-, statistical
time-, as well as nonlinear analysis. Finally, we have tested
4 different boosting algorithms for addressing cost-imbalance
issue to draw out the best classification performance.

The rest of the paper is structured as follows. Section II
briefs the methodology adopted to carry out the work and
describes the theoretical background of the methods used.
In Section III, we demonstrate the simulation results and
provided their discussion. Finally, we conclude the paper by
highlighting the key findings and future research direction
in Section IV.

II. MATERIALS AND METHODS
The flowchart of the proposed methodology is portrayed
in Fig. 1. In the subsequent sub-sections, we describe the
theoretical background of the methods used to implement the
work.

A. DATA
We acquire the ‘‘Smart Health for Assessing the Risk of
Events via ECG (SHAREE) database’’ [10], [22] from the
PhysioNet website to carry out the proposed work. This data

62666 VOLUME 9, 2021



D. Deka, B. Deka: Stratification of HRH Patients Using Hybrid HRV Features and Boosting Algorithms

FIGURE 1. Flowchart of the proposed methodology.

contains 24-hr ECG Holter recordings of 139 hypertensive
patients. The ECG signals were sampled at 128 Hz with an
8-bit ADC. Out of these patients, 49 are female and 90 are
male with ages ≥ 55 years. After taking the recordings, they
were followed up for another 12 months to record any vas-
cular events. In the follow-up period, 17 patients experienced
such vascular events with 11myocardial infarctions, 3 strokes
and 3 syncopal events. These 17 patients are regarded as
HRH patients, while the others as LRH patients. It is to
underscore here that both the LRH and HRH patient’s data
used for this predictive study are of hypertensive patients
with no previous records of any vascular events. However,
later on some developed vascular events, who are labelled as
HRH patients. Furthermore, the patients were also tested by
a cardiac and carotid ultrasonograph to examine the left ven-
tricular mass and intima media thickness. Due to the presence
of large (> 40%) no. of ectopic/missed beats, 26 subjects’
data from LRH group and 2 subjects’ data from HRH group
are excluded from our study.

B. DATA PREPROCESSING
The acquired data has already surpassed basic preprocessing
steps like sampling and the conversion of ECG signals into
RR intervals form. So, we have first checked for the presence

of any ectopic and missed beats by using a proposed HRV
data (RR intervals data) correction algorithm. According to
the algorithm, any RR intervals exceeding 2 sec are consid-
ered as missed beat events. In the next step, we calculated the
median values of the RR intervals for a data length of 2 min.
We have chosen median value (Med) instead of mean, as in
case of the presence of many ectopic beats, mean value will
be highly deviated from the actual mean of the signal, while
median value is quite robust to outliers due to missed/ectopic
beats. Further, 2 min of window time is chosen, as for the
larger or whole length of the signal, RR intervals may change
drastically. So this will avoid fallacious detection of ectopic
beats. Over the 2 min window, any RR intervals exceeding
1.6 ×Medi or lesser than 0.65 ×Medi are to be replaced by
a value obtained from time varying autoregressive (TVAR)
model fitting. This step will eliminate especially any forms
of exceptionally small/large beats such as, r beats: R on T
(fiducial points of ECG) premature ventricular contraction,
S beats: supraventricular premature beat, V beats: premature
ventricular contraction, F beats: fusion of ventricular and
normal beats, and Q beats: unknown beats. Afterwards,
to remove atrial/ventricular premature/ectopic beats with
small jumps, our algorithm compares every consecutive RR
intervals. For this purpose, we set a high threshold of 1.18×
RRi−1 and a low threshold of 0.86×RRi−1, after studying the
RR intervals data variations rigorously. Here, RRi−1 indicates
the previous RR interval data point with which the present
RR interval data point is compared. The RR intervals data
crossing the low/high threshold are to be replaced. To replace
these RR intervals data points, different techniques like linear
interpolation, nonlinear interpolation (e.g. squared, cubic
spline, pchip), artificial neural network (ANN) based impu-
tation, AR based interpolation, etc. are available. However,
due to higher computational cost and dynamical complexity
of RR interval series, we have dropped the ANN based
imputation technique for this study.

To illustrate these issues properly, we have demonstrated
a few types of outliers in Figs. 2 and 3. Although outliers
of different forms can be edited using linear and nonlinear
interpolation techniques, they have some limitations. For
instance, considering a missed beat event of around 3 (or may
be more) sec due to any actual cardiac premature events or
electrode connectivity issue, if the RR interval before this
event and after this event are equal (say, 0.850 sec), a linear
interpolation technique will generate 3/0.850∼ 4 addi-
tional RR intervals in between with the same RR interval
(0.850 sec). The results of imputation for such cases are
presented in Section III. This will lead to incorrect statis-
tical measures (SDNN, RMSSD, SDANN, etc.) as well as
faulty permutation entropy, scaling exponent, to name a few.
However, under such circumstance, nonlinear interpolation
technique will perform well. But, if the outliers are located
at the beginning/end of the segment, nonlinear interpolation
technique will provide wild variations.

So we have adopted time-varying AR (TVAR) model to fit
the data with an aim to overcome the above mentioned issues
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FIGURE 2. Erroneous HRV signal due to the presence of false beats.

FIGURE 3. Erroneous HRV signal due to the presence of ectopic beats.

of parallel methods. The non-stationary behaviour of HRV
signal led us to avoid the regular AR technique. To the best of
our knowledge, TVAR model is not used for imputation pur-
pose earlier. We have utilized the idea of forgetting factor and
previous coefficients as used by Bianchi et al. [23] to predict
the replaceable data point. However, we have modified the
method by using the coefficients based on the minimization
of forward and backward prediction errors. In our method,
firstly all the discarded RR intervals are replaced by NaN
(not a number) on MATLAB environment. The forward and
backward prediction errors are computed from the errorfree
RR interval data points and their index information. The
forward prediction error (ef ,p(n)) is given by [24]

ef ,p(n) = RRki (n)− R̃Rki (n)

=

p∑
i=0

wkp−kiaki,pRRk (n− ki) (1)

where RRki (n) is the series having p nos. of errorfree data
points and the indices are given by ki, and p is the model order
obtained using AIC. In this case, the past samples RRki (n−ki)
are only the past errorfree RR intervals andw is the forgetting
factor (here, w = 0.95) whose influence decreases with the
increase in time separation from the current sample. The

backward prediction error (eb,p(n)) that takes place while
predicting the present sample from its future samples is given
by

eb,p(n) = RRki (n− kp)− R̃Rki (n− kp)

=

p∑
i=0

wkp−ki ∗ ap,p−kiRRki (n− ki) (2)

The sum of the squares of both ef ,p(n) and eb,p(n) are then
minimized according to Burg’s recursion algorithm to obtain
the AR coefficients at the indices having errorfree RR inter-
vals. The coefficients for both backward and forward pre-
diction and their sample values are used to determine the
missed RR intervals. Further details about Burg’s recursion
algorithm can be found in [25]. After getting the filled RR
interval series, they are segmented into 6 excerpts of 5 min
length for feature extractions.

C. FEATURE EXTRACTION
1) TIME DOMAIN PARAMETERS
Apart from the traditional time domain HRV parameters such
as, SDNN, standard deviation of differences of RR intervals
(SDDER), some unconventional time domain parameters,
namely, the standard deviation of second order differences of
RR intervals (SDSOD), median absolute deviation of differ-
ences of RR intervals (MADDER),median absolute deviation
(MAD), and Hjorth’s mobility are computed in this study to
find if they are able to discriminate theHRVof LRH andHRH
patients. These parameters are obtained using the 5 min RR
interval segments of all the subjects. A brief definition and the
mathematical expressions of these functions are given below:

SDNN is a measure of the standard deviation of normal to
normal interbeat intervals of 5 min segments [26].

SDNN =

√√√√ 1
N

N∑
i=1

[
RR(i)− RR

]2
(3)

where N is the total no. of samples in the 5 min seg-
ment/excerpt and RR(i) is the ith RR interval.

SDDER provides the standard deviation of the differences
in RR intervals. It indicates the extent of variability of RR
intervals at one step higher order.

SDDER =

√√√√ 1
N − 1

N−1∑
i=1

[
DRR(i)− DRR

]2
(4)

where DRR(i) is the first order derivative of RR(i) series and
DRR is the mean of DRR(i).

SDSOD is another term indicating the higher order varia-
tions in RR interval series. It provides the standard deviation
of second order differences of RR interval series. It is found to
be very effective in discriminating the HRV of meditative and
pre-meditative states [27], which led us to test its discrimina-
tive power in separating the HRV of LRH and HRH subjects.

SDSOD =

√√√√ 1
N − 2

N−2∑
i=1

[
SDDER(i)− SDDER

]2
(5)
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MAD determines the median value of the absolute devi-
ations of RR intervals from its mean value. Then obtain its
average value.

MAD = median(
∣∣RR(i)− RR∣∣) (6)

MADDER is the median value of the first order derivative
of RR interval series.

MADDER = median(
∣∣DRR(i)− DRR∣∣) (7)

Mobility is a parameter introduced by Hjorth [28] to study
the complex fluctuation in electroencephalogram. It can be
defined here as the ratio of the activity of the differences of
RR interval series to the activity of the RR interval series.

Mobility =
SDDER
SDNN

(8)

2) DUAL-TREE COMPLEX WAVELET PACKET
TRANSFORM (DTCWPT) BASED
TIME-FREQUENCY ANALYSIS
Due to several significant advantages, like shift invariance
property, highly aliasing free and non oscillatory (unlike the
positive and negative oscillations at the singular/transient
points in case of real wavelets) behaviour, complex wavelets
like DTCWT and DTCWPT could provide more accurate
time-frequency (TF) analysis. Though, continuous wavelet
transform (CWT) also possess these advantages, there is high
computational burden associated with it. On that ground, both
DTCWT and DTCWPT offers computational efficiency with
complexity order of only 2N andN log2 N respectively. Here,
even though DTCWT is efficient for simultaneous TF anal-
ysis, it has lower frequency resolution since it decomposes
only the approximate coefficients of the signal. Especially for
HRV analysis, to meet up to frequency bands (0.04-0.15 Hz,
and 0.15-0.4 Hz), higher frequency resolution is required.
Having this issue, DTCWPT is more suitable for our analysis,
with its high frequency resolution as it decomposes also the
detail coefficients progressively [29].

Delving into the basic theory, DTCWPT uses two branches
of filter banks (FBs) like DTCWT; one of them is called
real tree and the other one as imaginary tree. If the wavelet
functions corresponding to the real and imaginary trees are
given by ψRe(t) and ψ Im(t) respectively and similarly, φRe(t)
and φIm(t) are the scaling functions for real and imaginary
trees, their mathematical expressions are given by:

ψRe(t) =
√
2
∑
n

hRe1 (n)ψ(2t − n)

ψ Im(t) =
√
2
∑
n

hIm1 (n)ψ(2t − n) (9)

where hRe1 (n) and hIm1 (n) are the high pass filters of real and
imaginary trees respectively.

φRe(t) =
√
2
∑
n

hRe0 (n)φ(2t − n)

φIm(t) =
√
2
∑
n

hIm0 (n)φ(2t − n) (10)

where hRe0 (n) and hIm0 (n) are the low pass filters of real and
imaginary trees respectively. Using (9) and (10), the complex

wavelet and scaling functions can be obtained as: ψC (t) =
ψRe(t) + iψ Im(t) and φC (t) = φRe(t) + iφIm(t). The real
and imaginary wavelet functions are chosen in a way that
they nearly forms Hilbert transform pair to achieve analyt-
icity, given by ψ Im(t) ≈ H [ψRe(t)]. For real orthonormal
wavelet functions, analyticity can be achieved if the following
condition is satisfied

hIm0 (n) = hRe0 (n− 0.5) (11)

To have the decomposition of detail coefficients, FB pairs
are introduced into the high frequency branch. To pre-
serve Hilbert transform property, the same extension filters
(f0(n), f1(n), etc.) should be used to both FBs of both the
trees. The quadratic-shift filters in the imaginary tree differs
from that in the real tree by the relation: h2i (n) = h1i (n − 1),
and hImi (n) may be different from hRei (n) for i ∈ {0, 1}.
A representative analysis filter bank for 2-stage DTCWPT is
demonstrated in Fig. 4. In case of 4-stage DTCWPT, simply
twomore level of decomposition takes place which will result
into 16 real coefficients and 16 imaginary coefficients. For
this study, we have chosen sampling frequency of 1.2 Hz
(≥ 2× (peak frequency)) and 4th level of decomposition
using db6 wavelet to extract the sub-band coefficients. From
these decomposed coefficients, the signals corresponding to
the individual sub-bands can be reconstructed by treating
other sub-band coefficients as zero. This yields 16 sub-bands,
out of which some of the sub-bands (nodes: 9, 10, 11, 12)
are out our interest as they exceeds the frequency range
of HRV signal. These reconstructed sub-bands maintain the
same length as that of the signal, which adds some advantage
for the measure of some length constraint features.We extract
features namely, Shannon entropy (ShEn), L2 norm entropy
(NormEn), sample entropy (SampEn), crest factor (CF), sum
of absolute variations (SumVar), and root mean squared
value of the coefficients (RMS) from the sub-bands. Their
mathematical definitions are given below:

FIGURE 4. Analysis filter banks of 2-stage DTCWPT.

ShEn: It calculates the Shannon entropy from the
distribution of the squares of the coefficients of a sub-band.

ShEn = −
N∑
i=1

[C(i)]2 log [C(i)]2 (12)
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where C(i) are the coefficients of length N in a sub-band.
NormEn: This parameter provides L2 norm entropy of the

coefficients of a reconstructed sub-band.

NormEn =
N∑
i=1

|C(i)|2 (13)

SampEn: It provides the complexity of a time series by
evaluating the changes in the Chebyshev distance between
embedded vectors with the increase in embedding dimension.
It is given by

SampEn = − log
Nm+1
Nm

(14)

where Nm+1 and Nm are the no. of pairs of embedded vectors
with their chebyshev distance less than a specified tolerance
limit in m+ 1 and m dimensional phase space respectively.
CF: It is the ratio of peak magnitude of the coefficients to the
rms value of the coefficients in a sub-band.

CF = max(C(i))/rms(C(i)) (15)

SumVar: It measures the sum of the absolute differences
between consecutive magnitudes of the coefficients.

SumVar =
N−1∑
i=1

|C(i+ 1)− C(i)| (16)

RMS: It provides the rms magnitude of the coefficients in a
band.

RMS =

√√√√ 1
N

N∑
i=1

C(i)2 (17)

3) MULTISCALE ENTROPY ANALYSIS BASED
ON DISPERSION ENTROPY
Multiscale entropy as introduced by Costa et al. [30] is having
increased importance in analyzing complexity of a signal,
as true complexity of a process may not be ascertained from
single scale. The concept of multiscale entropy is brought
into several different information descriptors. Rostagi and
Azami [31] developed an entropy named dispersion entropy
to address mainly issue of limited sensitivity of permu-
tation entropy. Unlike permutation entropy in which only
ordinal pattern is considered instead of amplitudes, disper-
sion entropy is more sensitive to the variation in magnitude
and robust to the noise/outliers at the same. For that mat-
ter, to evaluate the heart rate generative process in case of
LRH and HRH patients, we have used multiscale dispersion
entropy (MDE).We have computed the values for scales from
1 to 5 (∈ Z). For more theoretical background, readers can
refer to [31].

D. FEATURE SELECTION
After extracting all the features, it is essential to find out the
discriminative as well as the non-redundant features out of
the whole set. This is aimed at improving both the computa-
tional efficiency and classification results.We have employed

mutual information based minimum redundancy maximum
relevance (mRMR) technique [32] for feature selection.

E. CLASSIFICATION AND CROSS-VALIDATION
Considering the skewed class distribution of our data, we pro-
pose cost-sensitive RUSBoost (CS-RUSBoost) in addition to
regular RUSBoost, SMOTEBoost, and asymmetric adaboost
to evaluate their effectiveness for the given data. RUSBoost
uses random undersampling technique to reduce the major-
ity class observation size to minority class [33], while
SMOTEBoost increases the minority class size by using
intelligent oversampling technique [34]. Literature show
that RUSBoost can produce equivalent result to that of
SMOTEBoost, besides being computationally more efficient
as compared to SMOTEBoost. On the contrary, the asym-
metric Adaboost [35] is a cost-sensitive technique which
applies different cost to false positive and false negative
outcomes depending on the class of importance. Asymmetric
Adaboost (AsymAda) can highly elevate the detection of
important class at the minor cost of few more misclassifica-
tions in less important class. In this work we have blended the
principle of RUSBoost and asymmetric costing (higher cost
on false negative) to yield higher accuracy in detecting the
high-risk hypertensive patient at lower computational burden.

The classifier performance is cross-validated using leave-
one-subject-out cross-validation (LOOCV) technique since it
provides unbiased evaluation of the classifier. This technique
also ensures that all the segments from a single subject be
either on the training or test set, thereby avoids the possibility
of overfitting.

III. RESULTS AND DISCUSSION
We have performed the simulation works on MATLAB
R2018a environment using a computer configured with
Intel (R) core (TM): i7 processor, 2.40 GHz clock speed and
4 GB of memory.

A. DATA PREPROCESSING
Wefirst demonstrate the outputs of three ectopic/missed beats
imputation techniques in Fig. 5. For this, we have arbitrarily
chosen an annotated HRV segment from a subject (16265)
belonging to the ‘‘The MIT-BIH Normal Sinus Rhythm
Database’’ of PhysioNet repository [22]. While choosing the
segment, we have just ensured that it does not contain any
ectopic beats, which is graphically shown in Fig. 5(a). The
reason behind the use of real-life signal is to conserve the
typical dynamical behaviour of HRV; while, annotated seg-
ment (by expert) eradicates the chances of false assumption
about normal/ectopic beats. Subsequently, we have synthet-
ically replaced some normal beats by premature ventricular
contraction (PVC) beats with compensatory pause at beat
positions 1, 2, 8, 9, 10 and 11; premature atrial contrac-
tion (PAC) beat along with its non-compensatory pause at
positions 12 and 13, a non-compensatory S beats at positions
24, 25 and an outlier due to missed beat at position 38
(Fig. 5(b)). It is evident from Fig. 5(c) that our algorithm has
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FIGURE 5. (a). An HRV segment without ectopic beats (Subject: 16265)
[22], (b). The same HRV segment, whose some of the beats are replaced
with PVC, PAC, S and missed beats, (c). Detection of ectopic/missed beats
by proposed method and their replacement by NaNs, (d). Imputed HRV
segment with TVAR technique, (e). Imputed HRV segment with linear
interpolation technique, (f). Imputed HRV segment with CS interpolation
technique.

efficiently detected these erroneous beats and replace them by
NaNs as discussed in Section II-B. Generally, for an HRV sig-
nal with ectopic beats anywhere in between the segment but
not on the edges (beginning/end) are almost decently imputed
by linear- and cubic spline (CS) interpolation. However, if the
ectopic beats are on the edges, cubic spline fails miserably
(Fig. 5(f)). The imputed values for these beats as highlighted
by dash-dotted ellipse are found to be way larger/smaller
than the RR intervals around it. Similarly, if the RR interval
values before the gap (beat number 7) and after the gap (beat
number 14) are same, then linear interpolation technique
returns the same value (beat numbers 8 to 13) as portrayed by
dotted ellipse in Fig. 5(e). This leads to an underestimation
of HRV and its various measures, be it time, frequency or
nonlinearmethods based. However, under this particular case,
CS interpolation technique works well, provided the ectopic
beats are not on the edges. Furthermore, it can be observed
that for the S beat, the performance of these techniques are
comparable as, these two beats are neither surrounded by
beats having same value, nor they are on the edges of the seg-
ment. Therefore, both the linear and CS interpolation meth-
ods have some desirability and pitfalls. Under all such cases,
TVAR based imputation technique is found to be closely
following the original HRV signal as compared to these tra-
ditional methods of interpolation as illustrated by Fig. 5(d).
To quantify the performance of these data imputation tech-
niques, we have determined the mean squared error (MSE)
from the original HRV segment and the imputed outcomes.
The MSE of TVAR (MSETVAR = 2.2 × 10−4) based impu-

tation technique is found to be ∼2 times lesser than MSE of
linear interpolation technique (MSELI = 4.58 × 10−4) and
∼15 times lesser than MSE of CS interpolation (MSECS =

0.0031) technique for the chosen HRV segment of length
38 with 11 erroneous data points. It indicates the efficacy of
TVAR based method for replacement of ectopic beats in HRV
signal. On a nutshell, TVAR model based method avoids the
aberrantly high variations as well as eliminates the possibility
of getting uncharacteristic zero variation as demonstrated by
dotted ellipse in Fig. 5(e).

B. FEATURE EXTRACTION AND THEIR ANALYSIS
From the TVAR imputed (wherever required) HRV signal,
a total of 78 features are extracted. Out of this whole feature
set, 66 features are extracted using DTCWPT based analysis
from its 11 sub-bands excluding the sub-bands corresponding
to the nodes 1, 9, 10, 11, 12, as the first sub-band contains
both the ultra low and very low frequency components, while
the other 4 sub-bands are out of the frequency range of HRV
signal; remaining 12 features are extracted directly from the
HRV signal using statistical and multiscale entropy based
analysis. In this study, 576 (96× 6) HRV segments are taken
from LRH patients and 90 (15 × 6) segments from HRH
patients with six segments from each subject; this forms a
feature matrix of size 666× 78. To draw the strong features,
they are ranked using mRMR technique, whose result is pre-
sented in Fig. 6. The figure shows feature importance scores
(S) of only top 30 features due to space constraints and also
due to the diminutive S scores from rank-19 onwards. From
these features, we have selected the top 12 features to train
the classifiers.

FIGURE 6. Feature importance scores based on mRMR technique.

The variations of these shortlisted features for the LRH and
HRH patients are portrayed by the box-plots in Fig. 7. The red
line in the blue boxes represent the median value of a feature,
while the whiskers indicates their lowest and highest values.
Furthermore, some outliers can be observed in the features of
these plots, indicated by red ‘+’ mark. Some of the features
are denominated with subscripts (e.g., ShEn2), where the
subscript indicates the node number of the DTCWPT decom-
position tree. On observing the box plots, it can be ascer-
tained that the selected features are able to distinguish the
LRH and HRH patients considerably well. However, minor
overlapping region exists between the LRH and HRH groups
for all the features. Interestingly, all the entropy parameters
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FIGURE 7. Box-plot of the shortlisted features extracted from the HRV signal of low-risk and high risk hypertensive patients.

except, ShEn8 are having lower magnitude in HRH patients
as compared to the LRH patients. It can be observed that these
entropy parameters (ShEn2, SampEn2, ShEn4) are extracted
from DTCWPT nodes corresponding to the LF components,
whereas ShEn8 is extracted from the corresponding HF com-
ponent. This reflects that at LF region, the HRH patients have
lesser spectral modulation as compared to LRH patients and
the reverse is the case in HF region. This reveals variation of
the activity of autonomic nervous system in LRH and HRH
patients. Further, MDE5, i.e., the dispersion entropy obtained
directly from the HRV signal at scale 5 is also lesser in HRH
patients as compared to the LRH patients. This confirms that
that dynamical complexity gets reduced in HRH patients.
On zooming into the spectral behaviour of the HRV signal
of HRH and LRH patients, we observe that under LF region
(nodes 2, 3 and 4), the degree of fluctuation is much reduced
in HRH patients as demonstrated in Fig. 8. The amplitude of
these LF components lie in between± 0.01 for HRH patients,
whereas for LRH patients, the amplitudes are around 5 times
larger. On the other hand, under HF region, the amplitudes are
within similar range for both types of patients; however, their
energies (amplitudes) are concentrated in few patches in case
of LRH patients, whereas they are more distributed in case
of HRH patients as demonstrated by nodes 6, 7, 8, 14, and 16
in Fig. 9. This leads to an increased entropy (ShEn8) and RMS
(RMS16) values at HF region in HRH patients, as demon-
strated in Fig. 8. It is to be mentioned here that HRV analysis
based on DTCWT or DWT includes components from both
LF and HF regions in some of their nodes because of their

limited frequency resolution, which makes it impossible to
provide such detailed analysis specifically at LF/HF regions
as given by DTCWPT analysis.

C. CLASSIFICATION
As the ratio of negative class (LRH) size to the positive
class (HRH) size is more than 6, regular classification tech-
nique will be unsuitable for their inclined results towards the
larger class. Obviously, the classifier with more training on
one kind of data will label anything similar to that data as
that class only. Further, as overall accuracy can not provide
the real performance of the classifier at least in terms of
the positive class, we have obtained the receiver operating
characteristic (ROC), whose result is portrayed in Fig. 10.
It shows the variation in true positive rate vs. false positive
rate for the 4 classifiers used to deal with the class imbalance
issue as discussed in Section II-E. It can be observed that
CS-RUSBoost classifier provides the highest area under the
ROC curve (AUC) as compared to the other 3 classifiers.
These results are obtained by using the decision tree
learner C4.5 as the base learner in all of these classi-
fiers. In CS-RUSBoost algorithm, we have followed the
weight updation rule and initial weights as used in ADAC2
algorithm [36]. Further, cost ratio (c = CFP

CFP+CFN
) is manually

selected after carrying out a comparative analysis by using
different ratios. Finally, we have assigned a higher cost of
factor 2 to FN and 1 to FP, while TP and TN are assigned zero
values. A comparison of the performance evaluation based
on precision, recall, geometric mean (G-mean), F1 score,

62672 VOLUME 9, 2021



D. Deka, B. Deka: Stratification of HRH Patients Using Hybrid HRV Features and Boosting Algorithms

FIGURE 8. Reconstructed nodes corresponding to LF components of the HRV signal of LRH (left) and HRH (right) patients.

FIGURE 9. Reconstructed nodes corresponding to HF components of the HRV signal of LRH (left) and HRH (right) patients.

FIGURE 10. Comparison of ROC Curves for 4 different boosting
algorithms cross-validated by LOOCV.

and AUC is demonstrated in Table 1. As initially we grew
200 trees, which provided the classification performance as
shown in table 1, afterwards we have checked the perfor-
mance by reducing the no. of trees to enhance the compu-

TABLE 1. Comparison of performance of the classifiers.

TABLE 2. Performance indices of the proposed classifier model.

tational efficiency. A comparison of G-mean and F1 scores,
false positive rate (FPR) and false negative rates (FNR)
against the no. of trees for CS-RUSBoost classifier are shown
in Fig. 11. From this, we observe that performance indices
do not change remarkably beyond ∼ 15 trees and instead
it degrades marginally beyond 250 trees. So, for this study
we finally selected 20 trees in our model, which provides
computational efficiency of approximately 2 times to that
with 200 trees. The proposed model with 20 trees has mis-
classified just three observations of negative class, while for
positive class the detection performance remains the same,
whose result is shown in Table 2.
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FIGURE 11. Variation of performance indices with the no. of trees.

D. COMPARISON WITH THE RELEVANT WORKS
Literature search shows that very few works have studied on
predicting/classifying HRH patients. In [10], Melillo et al.
have presented a prediction system based on multiple clas-
sifiers and HRV features extracted from time, frequency, and
nonlinear analysis. They achieved an accuracy of 85.7%, sen-
sitivity of 71.4% and specificity of 87.8% using RF classifier.
In [11], Rajput et al. have rather used ECG signal to discrim-
inate the LRH and HRH groups based on two parameters
namely the fractal dimension and log energy entropy. Their
result demonstrates an accuracy of 100% in distinguishing
the two groups. In another study, Soh et al. [12] have also
performed an ECG based classification work by considering
both the LRH and HRH patients as hypertension group and
normal subjects’ group as the control group. By using KNN
classifier, they obtained an accuracy of 97.70%. Although,
marginally higher accuracy is observed in [11], [12] as com-
pared to our proposed method, they employed ECG sig-
nal for their analysis; whereas we have used HRV signal,
which has certain advantages. It is worthwhile to mention
that HRV signal is much easier to acquire, suitable for
telemetry due to its very small bandwidth, very cost effec-
tive and more patient friendly, given the fact that it can be
derived from photoplethysmogram or any pulse sensors also,
whereas acquisition of ECG needs multiple electrodes and
robust filtering circuitry. While, considering the methodolo-
gies of the existing related works, the issue of multitudes
of ectopic beats present either in ECG/HRV signals are not
examined. Therefore, we have intended to provide a robust
preprocessing method before going for HRV analysis in
order to avoid misleading results. Furthermore, the issue of
skewed class distribution is also not taken into considera-
tion in these related works. Addressing these factors, our
proposed methodology provides an sensitivity of 96.67%,
specificity of 98.95%, G-mean score of 0.951, F1 score
of 0.951, and AUC of 0.998 with 200 trees. However, with
a computationally more efficient model (∼2 times faster than
that of the samemodel with 200 tress) using 20 trees, we have
obtained G-mean score of 0.9352 and F1 score of 0.9347 in
discriminating the HRH patients from the LRH patients.

IV. CONCLUSION
In this study, we have proposed an automated prediction sys-
tem to screen out the HRH patients. We have considered the

issue of enormous missed/ectopic beats in such patients’ data
which could lead to a spurious HRV analysis, and presented a
TVARmodel based imputation technique to address the prob-
lem. The inadequacies of linear and CS interpolation tech-
nique in dealingwith some kinds of outliers are demonstrated.
We have conducted DTCWPT based time-frequency analysis
of HRV signal for its robustness to shift invariance, besides its
high frequency resolution and accordingly extracted features
from it. Additionally, we study the characteristic of HRH
patients’ HRV based on statistical time domain indices and
the complexity analysis using dispersion entropy under mul-
tiple scales to derive multiple features. Recognizing the class
imbalance problem in the prediction/detection of such critical
diseases, we check the performance of four different boosting
algorithms to find the best classification model in reducing
the false negative outcome. The proposed methodology pro-
vides G-mean score of 0.9352 and F1 score of 0.9347 with
very lowFNRof 3.37% and FPR of 1.56%.As an extension of
this work, the efficacy of the system in detecting other critical
cardiac diseases has to be assessed.
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