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ABSTRACT Question-answering (QA) systems aim to provide answers for given questions. The answers
can be extracted or generated from either unstructured or structured text. Therefore, QA is considered an
important field that can be used to evaluate machine text understanding. Arabic is a challenging language
for many reasons; although it is spoken by more than 330 million native speakers, research on this language
is limited. A few QA systems created for Arabic text are available. They were created to experiment on
small datasets, some of which are unavailable. The research on QA systems can be expanded into different
components of QA systems, such as question analysis, information retrieval, and answer extraction. The
objective of this research is to analyze the QA systems created for Arabic text by reviewing, categorizing,
and analyzing the gaps by providing advice to those who would like to work in this field. Six benchmark
datasets are available for testing and evaluating Arabic QA systems, and 26 selected Arabic QA systems are
analyzed and discussed in this research.

INDEX TERMS Answer extraction, Arabic question answering, information retrieval, question analysis,
question answering dataset, question answering system.

I. INTRODUCTION
Question answering (QA) is a benchmark task with signifi-
cant applications for users. It is a challenging task that can
be used to evaluate machine text understanding. QA systems
aim to provide an answer for a given question extracted or
generated from either unstructured or structured text. Com-
munity QA systems, generating question systems, and dialog
systems are examples of QA systems. While a general QA
system aims to make the machine answer questions, other
applications focus on other purposes. For example, a commu-
nity QA system focuses more on information retrieval rather
than on answer extraction [1]. A community QA dataset can
be created by collecting questions and answers from forums
or websites. A generating question system is the opposite of a
QA system; i.e., a generating question system generates ques-
tions for given passages by exploiting knowledge bases [2].
A dialog system, on the contrary, aims to respond to any type
of text by generating a reply in accordance with the given
input [3], [4].
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Natural language understanding is a subfield of natural lan-
guage processing (NLP) that employsmachines to understand
human language. QA is one of the most useful ways to eval-
uate the ability of machines to understand natural language
by querying machines and evaluating their answers. Answers
are scored to evaluate machine performance. Scoring answers
can be considered a problem in itself. Scoring can be adopted
in educational centers, specifically in the case of scoring
exams, and can save time if it is performed automatically.
Creating scoring systems is challenging and depends on the
type of question posed. For example, designing a scoring
system for multiple-choice questions is considerably easier
than designing one for free-form answer questions [5]–[7].
The purpose of each of the abovementioned systems differs,
and their datasets also vary in terms of data shape. Each
system needs its own dataset to evaluate its performance. Any
resource can be built either manually or semiautomatically.
When a resource is constructed manually, a set of instructions
and crowd workers are needed. By contrast, constructing
a resource semiautomatically relies on existing resources
and automatic techniques. Automatic techniques can be
either rule-based or machine learning (ML)-based; in turn,
ML-based techniques can be supervised or unsupervised.
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FIGURE 1. Question answering system vs. search engine.

FIGURE 2. Components of QA system.

This research focuses on QA systems. As previously stated,
a QA system is a computer science application that aims to
provide answers to questions posed by humans. QA systems
can be regarded as an extension of search engines. The main
difference between QA systems and search engines is that
search engines provide a group of relevant documents as a
result, thereby leaving the answer extraction task to the users;
QA systems provide one answer, thereby saving users naviga-
tion time, as shown in Figure 1. QA intersects with different
fields in computer science, mainlyNLP, information retrieval,
human–computer interaction, and artificial intelligence [8].

The vast majority of QA systems share three main compo-
nents [9]: (1) question analysis, (2) document retrieval, and
(3) answer extraction. Question analysis is the first compo-
nent of QA systems. Their purpose is to analyze a question,
and question analysis usually involves one or more of the fol-
lowing tasks: question segmentation, question classification,
question formation, answer type detection, keyword extrac-
tion, and query expansion (QE). The second component, doc-
ument retrieval, receives the processed question as an input
and aims to retrieve relevant documents, which are in turn
passed to the third component. Document retrieval involves
one or more of the following tasks: sentence retrieval, short

answer retrieval, paragraph retrieval, identification of rele-
vant documents, ranking of relevant documents, and passage
retrieval. In addition to receiving the relevant documents from
the second component, the last component (namely, answer
extraction) receives the processed question from the first
component as input and extracts the most relevant answer to
the question from the relevant documents. Answer extraction
may encompass the following tasks: different NLP tech-
niques, including name entity recognition (NER), answer
validation, answer scoring and rating, answer selection, and
answer presentation [9]. Figure 2 illustrates the QA system
components.

QA systems can be classified in different ways on the basis
of different factors, such as (1) domain coverage; (2) retrieval
approach or models; (3) supported languages; (4) data source
size, heterogeneity, genre, and media; and (4) knowledge
base. These factors were discussed by Ray and Shaalan [10]
and Mishra and Jain [11]. In terms of the knowledge base,
Ray and Shalaan specified that QA systems can be classified
in accordance with whether the question is answered using
a local corpus or the Web; additionally, Mishra and Jain
noted that data structure (i.e., if the data source is structured,
semistructured, or unstructured) can be used in the classifi-
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TABLE 1. Categories of QA systems.

cation task. Ray and Shaalan added one more factor to the
previous factors; this factor is the answer source, i.e., if the
QA system is automatic or collaborative. In contrast, Mishra
and Jain added two more factors: (1) types of questions
supported, such as factoid, list, hypothetical, confirmation,
or causal; and (2) the level of analysis, such as morphological,
syntactic, semantic, pragmatic, and discourse, performed on
questions.

Table 1 illustrates themain factors, alongwith their classes,
that are considered when classifying the papers discussed
and surveyed in this research. Each system can be given
more than one class. The classes are assigned in accordance
with the following factors: (1) domain coverage, (2) question
types, (3) knowledge base, (4) linguistic analysis level, (5)
document retrieval, (6) answer extraction, and (7) supported
languages. Domain coverage, as stated earlier, can be either
open or closed. Most open-domain QA systems retrieve the
answers to the posed questions from the Web, whereas other
QA systems rely on the use of a large dataset of open-domain
documents. Closed-domain QA systems restrict the answer
to specific domain documents. Knowledge bases, as stated
previously, can be structured (such as relational databases),
semistructured (such as XML files), or unstructured (such
as natural language). The linguistic analysis level differs
from the question analysis level discussed earlier because the
former encompasses the analysis performed on the question
and retrieved documents rather than the question alone. The
classes include syntactic, morphological, semantic, and prag-
matic/discourse. Document retrieval can be accomplished
using either rule-based methods, search techniques, or search
engines. Rule-based methods include regular expressions and
a simple text-matching technique. Search techniques include
the vector space model (VSM). Search engine APIs include
Google Search. Depending on the approaches used to extract

answers, answer extraction can be classified as rule- or ML-
based. The classes in document retrieval and answer extrac-
tion differ from those discussed earlier. The need for such
classification is to demonstrate the different techniques used
in both factors for the surveyed papers. Supported languages
specify the type of languages experimented with for the QA
system itself.

A question is a natural language sentence, phrase, or even
a word used to request information or test someone’s knowl-
edge [12]. In [13], the authors classified the questions of
English teachers into four categories: (1) convergent and
divergent; (2) productive and reproductive; (3) display and
referential; and (4) form, content, and purpose. Convergent
questions have one right answer, whereas divergent questions
may have many answers. Productive questions are known as
higher-order questions and are used to ask readers for their
own opinion. The types of productive questions are analysis
questions (e.g., ‘‘Why?,’’ ‘‘How?,’’ and ‘‘What?’’), synthesis
questions (e.g., ‘‘Howmany ways can you study for a test?’’),
and evaluation questions (e.g., ‘‘Do you agree with . . . ?’’
and ‘‘What is your opinion on . . . ?’’). Reproductive questions
are known as lower-order questions, such as recall questions
(e.g., ‘‘What did the character say?’’), comprehension ques-
tions (e.g., ‘‘Why did the character make a phone call?’’), and
application questions (which ask readers to provide their own
experience on the basis of a given story, e.g., ‘‘How would
you solve . . . ?’’). The answers to display questions are known
by the questioner, and such questions are used to test the
understanding or knowledge of the respondent (e.g., ‘‘Where
does the bread come from?’’ and ‘‘Plants or animals?’’).
The answers to referential questions are unknown to the
questioner, and such questions are used to seek information
(e.g., ‘‘The word X in the passage refers to . . . ?’’). Last, form
questions are either ‘‘why’’ or ‘‘yes/no’’ questions, content
questions are either fact or opinion questions, and purpose
questions are display questions.

Questions in the Arabic language can be asked either (1)
by using interrogative words (IWs) or (2) without using them.
IWs in the Arabic language can come at the beginning or end
of a question. Arabic IWs are divided into two categories:
(a) Hamza ( ) and Hal ( ), which are called interrogative
particles (IPs) and mainly used for yes/no questions; and
(b) ‘‘who’’ ( ), ‘‘what’’ ( ), ‘‘where’’ ( ), ‘‘when’’
( ), ‘‘how’’ ( ), ‘‘how much/many’’ ( ), and
‘‘which’’ ( ) words, which can be used with different types
of questions. In this research, we use the term IWs to refer
to both IPs and IWs for simplicity. The questions that do not
use IWs usually start with verbs, such as ‘‘ ’’ (which means
‘‘list’’) and ‘‘ ’’ (which means ‘‘explain’’) [14].
In accordance with the Text Retrieval Conference

(TREC),1 which is a series of workshops designed to enhance
research in information retrieval and is cosponsored by the
National Institute of Standards and Technology, eight main
types of questions can be used in QA systems: factoid, list,

1 https://trec.nist.gov/
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hypothetical, definition, causal, relationship, confirmation,
procedural, description, and opinion. This categorization
is adopted for classifying the question-type factor. Factoid
questions demand a specific answer to an entity or an event,
such as a person’s name, organization, and location. Such
questions usually start with ‘‘who,’’ ‘‘where,’’ ‘‘when,’’ ‘‘how
much/many,’’ and ‘‘which.’’ The answer to list questions
is a list of entities, facts, or events; these questions can
be considered factoid questions that are repeated multiple
times (e.g., ‘‘What are the brand names of Japanese cars?’’
and ‘‘List the names of the cities in Jordan.’’). Hypothetical
questions are based on assumed facts and seek a general
answer for the given question. These questions usually start
with ‘‘what if’’ or ‘‘what would happen if.’’ Another type of
question whose answer is not a name entity is a definition
question. Definition questions seek a definition for an entity,
event, or term and usually start with ‘‘what is.’’ Additionally,
the answer to a causal question is not an entity. Causal
questions require answers that have considerable details and
explanations about entities. Relationship questions require
defining relationships or comparing two entities. Confirma-
tion questions require answers that are either ‘‘yes’’ or ‘‘no.’’
Procedural questions comprise a subset of questions that
usually start with ‘‘how’’ [15]. Description questions differ
from definition questions in that the former may give not only
the definition of a term but also additional information about
it (e.g., ‘‘Can you describe a typical day of yours?’’) [16].
Last, opinion questions request opinions about something.
The question-type factor in Table 1 classifies the question
types into three classes: factoid, nonfactoid, and hybrid.
Nonfactoid questions represent one or more of the types of
questions, such as list, hypothetical, definition, causal, rela-
tionship, confirmation, procedural, description, and opinion.
Hybrid questions are a combination of factoid and nonfactoid
questions.

The objective of this research is to address the topic of
QA by using Arabic text by surveying and categorizing
the available work proposed in the field. The remainder of
this paper is structured as follows. Section 2 briefly dis-
cusses the Arabic language and NLP. Section 3 presents
the related work. Section 4 provides the methodology.
Section 5 describes the Arabic resource-building attempts for
QA systems. Section 6 shows the measures used in evaluating
QA systems. Section 7 provides a comprehensive survey of
available work in Arabic QA systems. Section 8 presents an
overall discussion, and Section 9 is the conclusion.

II. ARABIC LANGUAGE AND NLP
A. ARABIC LANGUAGE
Arabic is a Semitic language that is spoken widely, mainly by
more than 330 million native speakers. Arabic is the official
language of over 22 countries, spreading from Northwest
Africa to the Arabian Gulf in the east. Arabic is the language
of Islam; thus, Arabic is considered the second language
of several Asian countries, such as Indonesia, Pakistan, and

FIGURE 3. The shape of the letters ( and ) pronounced (Ba and Gha,
respectively).

Malaysia. The Arabic language has three main forms: Clas-
sical Arabic, Modern Standard Arabic, and colloquial Ara-
bic. Classical Arabic is the oldest form of Arabic; Classical
Arabic is fully vowelized, represents the language of the
Quran and is no longer used as a spoken language. Most
Arabic speakers use Modern Standard Arabic either in televi-
sion news and the media (written and spoken) or as a written
language in educational organizations, such as schools and
universities; on street and shop signs, in books; and in formal
paperwork and documentation. Colloquial Arabic is used in
speech and differs by region. The Middle East alone has dif-
ferent forms of colloquial (Jordanian, Lebanese, Palestinian,
Syrian, etc.), but the difference between the different forms of
Middle Eastern colloquial is insignificant compared with that
of North African colloquial [17]. Although Arabic is popular,
work on the Arabic language is still limited, especially in
QA. To understand the challenges of the Arabic language,
the basics of Arabic should be understood.

Arabic differs from English in many ways. For example,
the writing direction of Arabic is from right to left, and
the Arabic alphabet contains 28 letters, of which 25 are
consonants and 3 are long vowels ( pronounced as
Alif, Ya, Waw). The form and shape of each letter change
in accordance with its position in the word. For example,
Figure 3 demonstrates the shapes of the letters and
(pronounced as Ba and Gha, respectively); the letters are
disconnected at the beginning, at the end, and in the mid-
dle of words. Three other letters, namely, Ta-Marbouta ( ),
Alif-Maqsoura ( ), and Hamza ( ), exist. Hamza ( ) can be
isolated, on the Alif ( ), under the Alif ( ), on the Waw ( ),
and on the Alif-Maqsora ( ). Diacritics, also called
short vowels, are symbols used in the Arabic language to
differentiate either the meaning or pronunciation of words
or to even change the grammatical formulation of words.
Diacritics are usually placed above and/or below the letters
of words. The Arabic diacritics are Fat-ha ( ); Damma ( );
Kasra ( ); Sokon ( ); Tanween-Fateh ( ); Tanween-Dam ( );
Tanween-Kaser ( ); Madda, which is usually placed above
Alif ( ); and gemination mark ( ), which is called Shadda
in Arabic [18]. Some punctuation marks used in the Arabic
language differ from those used in the English language; these
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FIGURE 4. Lexical binary semantics of arabic language words.

marks include the question mark (the English question mark
? and Arabic question mark ), comma (the English comma,
and Arabic comma ), and semicolon (English semicolon;
and Arabic semicolon ).

Similar to words in other languages, words in Arabic can
belong to one of three main categories: verbs, nouns, and
particles. However, these categories can be further classified.
Arabic verbs have three main forms: perfect, imperfect, and
command. Arabic nouns can be categorized in accordance
with different considerations, such as masculine or feminine;
definite or indefinite; and singular, plural, or dual. Particles in
Arabic comprise pronouns, prepositions, conjunctions, inter-
rogatives, interjections, adjectives, and adverbs. Arabic mor-
phology is rich and complex in derivational and inflectional
aspects. The main types of morphemes are concatenative and
template-based. Concatenative morphemes can be created by
combining the stem with affixes, clitics, or both; this process
is also called inflection. Most Arabic words are generated
from basic entities, namely, roots. Most Arabic roots consist
of three letters, but four- and five-letter roots can also be
found. Arabic has three types of affixes, namely, prefix, infix,
and postfix. In English, only prefix and postfix are available.
Derivation is the process of using roots accompanied by a list
of patterns to generate words [14].

The semantic level of any language concerns the mean-
ing of words and their relationships with one another.
The main lexical binary relations that may exist among
words for different languages consist of polysemy and
homonymy, each having subcategories. Polysemy includes
symmetrical and hierarchal categories, and homonymy con-
sists of homographs and homophones. The symmetrical cat-
egory can be either synonyms or antonyms, whereas the
hierarchal category can be either hyponyms/hypernyms or
holonyms/meronyms. Arabic differs from other languages in

that it has no homophones because it is a phonetic language;
additional details can be found in [19]. Figure 4 illustrates the
main categories of the lexical relationships of Arabic words.

B. ARABIC LANGUAGE CHALLENGES
Arabic is a challenging language. The main challenges
include the following:
1. Arabic has diverse forms, but the widely used forms

are the different types of colloquial. In addition to these
forms, some Web users use English letters to write
Arabic; this condition is sometimes called Arabizi [20].

2. Arabic does not have upper- or lowercase letters; thus,
proper nouns are difficult to distinguish. It differs from
English, which can distinguish proper nouns easily
because they start with a capital letter.

3. Arabic has not only prefixes and suffixes added to the
beginning and end of words but also infixes added inside
words.

4. Arabic has a richmorphology, with one root being a base
of different words with different meanings.

5. Arabized words that have no root exist. These words are
not Arabic words but are used considerably by Arabic
native speakers.

6. In Arabic, themeaning of one word can differ depending
on the context, even though the pronunciation of the
word can be different. This problem can be overcome by
using diacritical marks. The problem is that most people
do not use diacritics when writing in Arabic and depend
on their knowledge.

7. Particles in Arabic usually come attached to a word
itself; hence, a single word in Arabic may represent a
sentence.

8. Arabic resources are limited, especially those that are
freely available and used as a benchmark. In addition
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to resources, Arabic tools are also limited, and most of
them are not freely available.

C. ARABIC NLP
To overcome the challenges posed by the Arabic language,
several NLP techniques are available. For instance, text
preprocessing can encompass tokenization, noise removal,
normalization, stemming, and rooting. Another NLP step is
text augmentation, which encompasses part-of-speech (POS)
tagging, NER, and QE. This subsection presents the main
Arabic NLP techniques shared by most of the research papers
that have addressed the problem of QA and most of the
preprocessing tools of the Arabic language. However, these
techniques were implemented mainly in the text analysis
component and document retrieval component.

The main NLP step in any language is text preprocess-
ing, which converts an unstructured natural language into a
structured or standard form that can be used in later steps.
Languages differ from one another in many aspects. The
preprocessing also differs, but some general steps can be
shared by all languages having a difference in specific details.
These general steps are tokenization, noise removal, nor-
malization, stemming, and rooting. Nonetheless, some pre-
processing steps are not shared by languages. For example,
in the English language, uppercase letters are converted into
lowercase letters as a preprocessing step. No such step exists
in Arabic because Arabic does not have upper- or lowercase
letters.

Tokenization is the first preprocessing step that is shared
by all languages; it is the breaking of a sentence, a para-
graph, or an entire document into smaller pieces. These
pieces can be chunks of multiple words (i.e., phrases), words,
or smaller pieces (such as morphemes). Choosing the token
type depends on the application itself. Tokenization is usually
applied to QA systems at the word level. The second prepro-
cessing step is noise removal, which refers to the cleaning
of text. In Arabic text, noise can be HTML tags, extra white
spaces, punctuations, non-Arabic text, numbers, diacritics,
and stop words. Removing one of the abovementioned seven
things depends on the application itself. HTML tags and
extra white spaces are considered noise and should always
be removed. Punctuations are sometimes important to indi-
cate the end of a sentence, for example, and diacritics are
occasionally important to remove the ambiguity of a word.
Some non-Arabic words, such as Arabizi words, may not
be noise. One way to address this issue is to create a dic-
tionary for Arabizi words that can be replaced with Arabic
written words equivalent to Arabizi words. Numbers can be
important if the question concerns time. Stop words can also
be vital. For example, in the case of QA, IWs are consid-
ered stop words that are needed to know the question type.
Therefore, they should not be removed for QA application.
Researchers should be careful when removing such informa-
tion and should be aware of application needs.

The third preprocessing step is normalization, which is
used to standardize words. Normalization is implemented by

(1) removing elongation or TATWEEL (-) in Arabic. For
example, the word ‘‘princess’’ in Arabic with elongation
is written as ( ) after removing elongation,
the word becomes ( ). Normalization is also implemented
by (2) removing HAMZA ( ) from the two letters ( )
and ( ) to become ALIF-MAQSOORA ( ) and WAW ( ),
respectively; (3) transforming all forms of ALIF ( )

into bare ALIF ( ); and (4) removing the two dots of TA’
AL-MARBOOTA ( ) to become HA’ ( ) and, sometimes,
the two dots of YA’ ( ) to become ALIF-MAQSOORA ( ).
The fourth step is stemming and rooting. In Arabic, a great
difference exists between stemming and rooting. Stemming is
the act of removing the affixes from the beginning and the end
of a word. Rooting is the process of converting the word into
its origin. As stated earlier, Arabic has three types of affixes;
thus, removing only the prefix and postfix will not give the
origin of the word.

Another important step in NLP is text augmentation. Text
augmentation is the process of enriching the original text with
information the text did not have previously. Examples of text
augmentation are POS tagging, NER, and QE. POS tagging is
the process of assigning a grammatical tag for each word in a
sentence, paragraph, or document [21]. NER is the process of
assigning classes for some text elements, such as the names of
an organization, a person, and a location [22]. QE is the pro-
cess of enriching keywords with either synonyms or different
forms of words [23] to reformulate a query. POS tagging and
NER can be implemented after tokenization and before other
text-processing steps. QE can be implemented after removing
stop words. In the QA application, POS tagging, NER, and
QE are considered important tasks. For example, NER can
identify if the question asked is about a certain thing or a
person. If the question does not have any name entities (NEs),
then POS tagging may assist in recognizing the question tags
and determining what the question is about. QE can help
in disambiguating keywords by retrieving their synonyms or
by representing the words with their different morphological
representations. QE accordingly helps the document retrieval
component find relevant documents.

III. RELATED WORK
The literature review has shown that four journal articles and
two conference papers focusing on Arabic QA have been
published in the QA literature; to the best of the authors’
knowledge, the last survey was published in 2017. For exam-
ple, Ezzeldin and Shaheen [24] reviewed studies that focus
on the three main components of QA systems. The authors
highlighted the challenges imposed on the Arabic QA and
how these challenges can be addressed. The authors presented
the available tools that can aid in Arabic QA experiments.
Additional information, including a discussion of the main
measures needed to evaluate Arabic QA systems, was pre-
sented by the same authors in [25]. The authors flagged
several freely available datasets created for Arabic QA. The
authors organized the presentation of Arabic QA research
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TABLE 2. Summary of QA survey papers.

efforts in surveys in accordance with the three main com-
ponents of QA systems: (1) question processing, (2) docu-
ment processing, and (3) answer processing. The authors also
presented future trends in Arabic QA, such as (1) the need
for further research on restricted Arabic QA, (2) the use of
application-dependent approaches, (3) the use of semantics,
(4) the use of deep parsing/reasoning, and (5) the use of logic-
and inference-based techniques.

Ray and Shaalan [10] started their survey with a discus-
sion on Arabic QA systems and their development history,
followed by a presentation of the challenges faced by Arabic
QA systems. Next, the authors presented the factors that
determine the categorization of Arabic QA systems; these
factors were stated earlier in this paper. The authors also dis-
cussed the main components and subtasks needed to design
an Arabic QA system, in addition to providing an overview
of the main metrics that can be used to evaluate Arabic
QA systems and of the available tools that can be used in
processing Arabic text. The authors emphasized issues that
still require attention in Arabic QA; these issues include the
need for additional research on (1) restricted (closed-domain)
Arabic QA and (2) nonfactoidArabic QA. The authors further
highlighted the need to (3) develop collaborative Arabic QA
systems, (4) exploit semantic Web resources, (5) develop
testbeds and standards for evaluation, and (6) use social media
data and blogs.

Bakari et al. [8], [26] presented a comparative study
of 11 Arabic QA systems. The authors discussed these sys-
tems, marked the subtasks of the main QA components used
in each of these Arabic QA systems, and conducted a com-
parison in accordance with the following criteria: domain,
programming language, the use of WordNet, the use of
ontologies, linguistic resources, the approaches used, dataset
sources, answer shape, question type, features, and experi-
mental result. The authors also provided the contributions
and limitations of each of the 11 Arabic QA systems.
Sati et al. [27] presented a review of Arabic QA systems

and classified them into two main categories: answers gen-
erated from raw text and answers generated on the basis
of frequently asked questions. Thirteen Arabic QA systems
were surveyed and compared in terms of goal, domain cov-
erage, dataset used, experimental results, and limitations.
Bouziane et al. [28] presented a survey of QA systems that
are based mainly on ontology. The authors briefly discussed
five Arabic QA systems. Table 2 shows a summary of the
surveys discussed above.

This paper differs from the other papers in that it addresses
the history of the QA systems created for Arabic from the
first system created until 2020 and provides detailed informa-
tion about each system. The available surveys are outdated.
For example, the last two surveys published in 2016 and
2017 covered papers published before 2015. Many things
can change in 6 years in terms of available datasets, new
technologies, new trends, and research conducted in this field.
The main goal is to inform the reader where Arabic QA
systems are now, what is missing, and what can be done.
This paper also provides a gap analysis comparing Arabic and
other language QA systems.

IV. METHODOLOGY
Many research papers targeting QA systems for different
languages can be found. The first QA system for English was
created in 1961 which was a system for Baseball [29]. In the
past few decades research on English QA systems seemed to
have progressed to the point where that they are capable of
answering questions with high accuracy. Yet, work on Arabic
language is still in its infancy. In this research the authors seek
to answer the following research questions:

What is the current state of research in Arabic QA systems?
What experiments have been conducted to date and to what
degree of success? What are the gaps? And how can the
current Arabic QA systems be improved?

To answer these questions, relevant research papers were
collected, reviewed, and studied. The collected research
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FIGURE 5. Flow diagram showing the papers selection process, using the PRISMA approach.

papers were date from 1993 when the first Arabic QA system
was proposed, until the year 2020. Conducting a review of
the available research papers is vital to understand the state of
Arabic QA systems and to propose avenues of improvement.
The following section provides full details of the paper selec-
tion criteria.

A. PAPER SELECTION CRITERIA
The papers were collected mainly by searching Google
Scholar5 by using the keywords ‘‘Arabic question answer-
ing,’’ ‘‘question answering systems,’’ ‘‘answering Arabic
questions,’’ ‘‘Arabic question answering resource,’’ ‘‘Arabic
question answering dataset,’’ and ‘‘Arabic question answer-
ing corpus.’’ A total of 540 papers were collected, of which
only 32were selected in accordance with the selection criteria
detailed next.

Figure 5 demonstrates the paper selection process that
followed the PRISMA approach. In the screening process,
only papers that included the search keywords ‘‘Arabic’’
and ‘‘question answering system’’ in their title, abstract,
or keyword list were selected for inclusion in Arabic QA
systems. Papers that contain the keyword ‘‘Community Ques-
tion Answering’’ were ignored. Only papers that include the
keyword ‘‘Arabic’’ and the keywords ‘‘dataset,’’ ‘‘corpus,’’ or

5 http://scholar.google.com

‘‘resource’’ in their title, abstract, or keyword were selected
for inclusion in Arabic QA dataset papers.

In the eligibility process, while considering that the work
on Arabic is limited, the list of selected papers was narrowed
down to include only papers that proposed new systems or
datasets that were published in reputable and high-profile
conferences and journals with the exception of some research
papers. The goal of these selection criteria was to find and
review all research publications that proposed either an Ara-
bic QA system or a resource for the Arabic QA system to
provide a comprehensive review of what has been done and
what needs to be done.

The final selection of publications, which comprised
32 Arabic QA research papers, was dated between 2001 and
2020. Of the 32 papers, only 6 addressed Arabic QA datasets,
and the remaining 26 proposed QA systems. Figures 6 and 7
illustrate the statistics of selected papers in accordance with
time and question types, respectively. Most QA systems were
proposed in 2014.

The focus of Arabic QA systems was on factoid-type ques-
tions with 14 systems, followed by nonfactoid-type questions
with 7 systems and hybrid-type questions with 5 systems.
However, the number of Arabic QA datasets was distributed
equally among the three types of questions.

To categorize Arabic QA systems, we followed the clas-
sification factors and the suggested classes for each factor,
as shown in Table 1, and neglected the factor ‘‘supported
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FIGURE 6. Distribution of all selected papers in accordance with publishing date.

FIGURE 7. Distribution of all selected papers in accordance with question types.

languages’’ because all the surveyed papers are for Ara-
bic. Table 3 shows the classification of the 26 presented
papers. Figure 8 illustrates that 23 systems employ rule-based
techniques to extract answers and only 3 systems adopt
ML-based techniques for answer extraction.

V. ARABIC RESOURCE BUILDING ATTEMPTS
FOR QA SYSTEMS
The first dataset consisted of Arabic questions and was
proposed in TREC2001 [56] and TREC2002 [57]. The
dataset consisted of 75 questions with no answers, and
it addressed the problem of information retrieval rather
than QA. Although the QA track was initiated in the
Cross-Language Evaluation Forum (CLEF) in 2003, Arabic
QAwas not introduced into the forum until 2012, particularly
in CLEF2012 [58] and CLEF2013 [59]. CLEF addresses
multilingual information access research by establishing a
conference each year, starting in 2000. CLEF2012 pro-
posed a QA for a machine reading (QA4MRE) task. The
main task was to develop an approach that, depending on
given text documents, can answer multiple-choice questions.

Each multiple-choice question has five choices, and the sys-
tem chooses one answer among the five. The CLEF2012
conference provided a dataset for this purpose; the dataset
became available in Arabic in 2012 for the first time after
translation. The dataset was also available in other lan-
guages, such as Bulgarian, English, German, Italian, Roma-
nian, and Spanish. The dataset comprised four topics (namely,
Alzheimer, AIDS, music and society, and climate change),
each having 19278, 8790, 10151, and 15725 documents,
respectively. The types of questions involved were pur-
pose, method, causal, which-is-true, and factoid. The fac-
toid question types included location, number, person, list,
time, and unknown. The total number of questions was 160.
In CLEF2013, the number of questions was increased to 24.

The datasets created in the two conferences, TREC
and CLEF, concentrated mainly on text retrieval and
multiple-choice questions of different domains, respectively.
The answers to the TREC dataset were long and contained no
entities; thus, the questions could be considered nonfactoid
questions. By contrast, the questions of the CLEF conference
datasets consisted of factoid and nonfactoid questions; there-
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TABLE 3. Classification of the surveyed research papers.

fore, they could be considered hybrid datasets. Another non-
factoid dataset, namely, DAWQAS, was proposed by Ismail
and Homsi [60]; the dataset was created semiautomatically

by the following seven steps. The first step was to retrieve
from the Web all titles that consist of the word ‘‘why’’ -

. The second step was to clean and extract data; the
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FIGURE 8. Number of arabic QA systems using either ML or Rule-based techniques for
answer extraction.

collected data were cleaned of duplicated white spaces, new-
lines, JavaScript code, and cascading style sheet code. Reg-
ular expressions were applied to the cleaned data to extract
questions; answers; and other attributes, such as the author of
an article, published date, question description and category,
and the frequency of discourse maker in each text that has
the answer. The third step was to preprocess the text. The
fourth step was to recategorize the answers by either merging
the classes or replacing them. The fifth step was to compute
the probability of the existence of rhetorical relations in the
answer text for each sentence in the dataset, in which the
answer was assigned a rhetorical relation tag with the high-
est probability. The sixth step was performed manually by
Arabic native speakers to validate and determine the exact
position of the answer. In the final step, the dataset files were
generated.

Two factoid datasets were also proposed for Arabic QA.
The first one was proposed by Bakari et al. [61]. The corpus
consisted of a pair of factoid questions and their answers.
The types of factoid questions considered were ‘‘who’’ -

, ‘‘where’’ - , ‘‘what’’ - , ‘‘when’’ - , and
‘‘how’’ (‘‘much/many’’) - . Building the corpus consisted of
four main stages. In stage one, 250 questions were collected
from targeted websites covering the categories of health and
medicine, discoveries and culture, world news, history and
Islam, and sports. In stage two, each question was analyzed
by extracting the object of the question (focus), name entities
(NEs) (to determine question type), and the terms that will
be used to search for the answer (keywords). The question
was then reformulated in a declarative form. In stage three,
the corpus was built by following four substeps: (1) document
search, in which Google was used as the search engine for
the given question; (2) web page recovery, in which URLs
were retrieved for the given question; (3) text preparation,
in which each HTML page was cleaned and converted into
a text document; and (4) text classification, in which text

was classified manually in accordance with the object and
topic of the question. In the final stage, linguistic analysis was
performed, as proposed in [46].

The second factoid Arabic QA dataset, namely, TALAA-
AFAQ, was proposed by Aouichat and Guessoum [62].
Building this corpus comprised five steps. In the first step,
questions, along with their answers, were carefully col-
lected considering grammatical correctness and that each
question had only one correct answer. The sources of
these question–answer pairs were QA4MRE@CLEF, a set
of CLEF and TREC Arabic questions; the Web; and text.
The second step was to classify the questions manually into
four classes: location, name, quantity, and time. Each of
these classes was further divided into fine classes. The third
step was answer pattern extraction to provide patterns for
QA systems for training. The fourth step was to vocalize
questions by assigning them diacritical marks by using the
Mishkal: Arabic Text Vocalization tool. The fifth step was
feature extraction, in which syntactic and semantic features
were extracted from the collected questions by using the
AMIRA tool.

Tables 4-6 summarize the datasets discussed in this section;
Table 4 lists the nonfactoid Arabic QA datasets, Table 5 lists
the hybrid Arabic QA datasets, and Table 6 lists the fac-
toid Arabic QA datasets. These tables compare the listed
datasets in terms of domain coverage, size, question types,
available annotation, source, and online availability. Creating
a dataset is difficult because the dataset should be represen-
tative, balanced, and large. The largest nonfactoid Arabic
dataset consists of 3205 QA pairs, and the largest factoid
Arabic dataset consists of 2002 QA pairs. These sizes are still
small compared with the dataset sizes for other languages.
For example, WikiMovies [63] (a dataset of different classes
of questions) and SimpleQuestions [64] (a dataset of factoid
questions), which were created for the English language,
consist of 108,442 and 100,000 QA pairs, respectively.
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TABLE 4. Nonfactoid arabic QA datasets.

TABLE 5. Hybrid arabic QA datasets.

TABLE 6. Factoid arabic QA datasets.

Most of the Arabic QA datasets consist of QA pairs.
However, most datasets in other languages created for QA
systems after 2015 consist of the question, answer, and
related paragraph, evidence, document, or article; addition-
ally, these datasets have large-scale sizes. For instance,
webQA [65], which was created for the Chinese language,
consists of 42,187 QA pairs with 556k items of related evi-
dence. Related documents or paragraphs can be used to select
answers to multiple-choice questions by conducting rules or
similarity checks. The existence of the related paragraph,
evidence, document, or article in the dataset with the QA
pair can also help in creating models for answer extraction
or even answer prediction. The input of the model will be
both the question and the related document or paragraph, and
the model can be trained to output the answer exploiting the
related document or paragraph [66].

VI. QA EVALUATION MEASURES
As stated earlier, QA systems comprise three main com-
ponents: question analysis, document retrieval, and answer
extraction. Each component should be evaluated separately,
although most systems evaluate only the overall system per-
formance. The QA systems in the literature were evalu-
ated by using multiple measures, such as accuracy, recall,
precision, the F-measure, mean average precision (MAP),
the mean reciprocal rank (MRR), C@1, the confidence
weight score (CWS) to evaluate the confidence of the QA

system, the number of answered questions (AQ), and exact
match (EM).

Accuracy is the fraction of correctly retrieved documents
over the total number of documents. Thismeasure can be used
in the case of list questions because the answer of one query
may be contained in multiple files. Other measures that can
be used to evaluate list questions are recall and precision.

Recall is the fraction of relevant documents that are
retrieved over the total number of relevant documents avail-
able for a given query. Precision is the fraction of relevant
documents retrieved over the total number of documents
retrieved for a given query. Recall and precision can be com-
bined to create the weighted harmonic mean, named the F1-
measure. The F1-measure is computed for the words of each
predicted answer and each golden answer, in which both are
treated as bags of words. Thus, the F1-measure is the aver-
age overlap between the words of the predicted and golden
answers for a given question. Recall, precision, and the F1-
measure can also be used to evaluate definition questions,
given that such questions do not have a specific answer and
depend on the user’s satisfaction for the given answer [67].
Overall, accuracy, recall, precision, and the F1-measure can
be used to evaluate systems that answer all question types.
Formula 1 represents the F1-measure equation.

F1 =
2× Precision× Recall
Precisio+ Recall

, (1)
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MAP is used mainly for IR and ranking but is also used in QA
research papers that consider the QA problem as a ranking
problem. The retrieved multiple answers are ranked in accor-
dance with their relevance. To compute MAP, the average
precision (AP) is first calculated for each query, and then the
APs are summed and divided by the total number of queries.
MAP assumes that the user is concerned with finding many
documents that are relevant. In contrast, the MRR assumes
that the user’s concern is to find only one relevant docu-
ment for each query. To compute the MRR, the reciprocal
rank (RR) is first computed for each query, and then the
mean of the RR is calculated for all queries [68]. Formula
2 represents the MRR equation, where N is the total number
of questions and Qi is question i.

MRR

=
1
N

∗

∑
Qi


1

correct answer rank
, if correct answer exists

0, if no correctanswerexists,
(2)

The C@1measure was first introduced in 2009. This measure
is used for QA systems that assume one correct answer for
each query, and the measure works by evaluating QA systems
by giving them an option not to answer the question rather
than forcing them to provide an incorrect answer. Therefore,
the precision values increase, while the recall remains the
same [69]. Formula 3 represents C@1, where q is the total
number of questions, qc is the number of correctly answered
questions, and qu is the number of unanswered questions.

c@1 =
1
q
(qc + qu

qc
q
), (3)

The CWS was introduced in 2012. This measure is used to
evaluate systems in accordance with their correct answer rank
by giving a high value for those QA systems whose correct
answers are at the top of the rank. The following two formulas
are for the CWS, where q is the number of questions, i is the
position in the ranking, c(i) is the number of correct answers
until rank i, j is the answer to the question, and I (j) is either
1 if j is correct or 0 if j is incorrect [69].

cws =
1
q

∑q

i=1

c(i)
i

, (4)

c (i) =
∑i

j=1
I (j), (5)

The AQ measure is used to calculate the number of questions
that are correctly answered. The following formula represents
the AQ measure, where Ns is the number of questions, k is a
question that belongs to set s, j is the rank of a passage, and
Vk,j is a value assigned to the returned passages for question
k; Vk,j equals 1 if the answer is found in the passage or 0 if
not.

AQ =
1
Ns

∑
k∈s

max(Vk,j), (6)

EM [70] assigns 1.0 to the predicted answer that matches the
golden answer for a given question and 0 otherwise. Except
MAP and the CWS, most of the measures discussed in this
section were used by the surveyed papers. MAP can be used
to evaluate the second component (document retrieval) and
the ranking of the answers in the final component (answer
extraction).

VII. ARABIC QA SYSTEMS
Although the introduction of the first QA system can be
traced back to 1972, the first QA system for the Arabic lan-
guage was not proposed until 1993. The Arabic QA System
(AQAS) [71] was the first QA system proposed for Arabic.
This system is fully knowledge based and was developed by
Mohammad et al. AQAS comprises (1) a parser that con-
verts a question into a useful query by checking a dictionary
and using a morphological step, (2) an interpreter that helps
access the knowledge base to retrieve a suitable answer, and
(3) a generator that accesses the interpreter to display the
answer.

A. PROPOSED QA SYSTEMS FOR ARABIC FACTOID
QUESTIONS
The second QA system for the Arabic language, namely,
QARAB, was proposed in 2002 by Hammo et al. [30];
the system was tested in [72] and targets factoid questions.
QARAB analyzes questions within the last component; thus,
the system consists of only twomodules rather than three as in
typical QA systems. The two modules are (1) the information
retrieval system (QIRS) and (2) the NLP system. QARAB
concentrates on answering questions that include ‘‘who’’ -

, ‘‘when’’ - , ‘‘where’’ - , and ‘‘how’’ (specifically,
‘‘how much’’ or ‘‘how many’’) - IWs. QIRS is based on
Salton’s VSM, which aims to build an inverted index from the
dataset in use with Arabic text extracted from the newspaper
Al-Raya, published inQatar. TheNLP system aims to provide
a set of tools that can be applied to Arabic in the QA pro-
cess. Details related to these tools can be found in [73]. The
tools include tokenization, type finding or POS tagging, and
feature and proper name identification. The features used in
the authors’ research are gender, number, person, and tense;
the proper nouns are a person’s name, location, organization,
time, and date.

QARAB functions as follows. A question is processed by
applying tokenization, POS tagging, and stop-word removal.
The type and category of the answer are determined by check-
ing the IW of the question. Questions are treated as bags of
words, and the result of the processed questions is passed
to QIRS to retrieve the relevant passages by checking the
keyword in the processed questions and the inverted index.
Finally, the answer is generated by parsing 10 relevant pas-
sages retrieved in the previous step to produce an answer of
five short strings. Experiments were conducted on 113Arabic
questions by using two approaches in QIRS. Light stemming
was used in the first experiment to build the QIRSword index,
and QE, which is based on root stemmer to build the index,
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was applied in the second experiment. The evaluation was
performed manually by four native speakers by examining
the answers to the 113 questions. The results showed that
QE outperformed the light stemming approach with preci-
sion, recall, and the MRR equal to 100%, 79.6%, and 0.718,
respectively, in the QE experiment and 97.3%, 97.3%, and
0.860, respectively, in the light stemming experiment.

Kanaan et al. [74] presented an Arabic QA system that uses
the same method presented in [30] and similarly includes two
modules, namely, the IR andNLP systems, and the same steps
to process a question and produce the answer, in addition
to using the same type of questions. The differences lie in
the dataset, experiment, and evaluation. The dataset used
by the authors consists of 25 documents collected from the
Internet, and only 12 questions were provided by the authors
themselves.

Benajiba et al. [31] proposed an Arabic QA system, named
ArabiQA, to answer factoid questions. It consists of the
three QA components. The first component analyzes the
question to identify the answer type, extracts the question
keywords, and performs NER. The second component is pas-
sage retrieval and is implemented using the Java Information
Retrieval System (JIRS) after performing shallow stemming
on the dataset. JIRS uses the density–distance model (DDM)
in two steps to match n-grams between the query and passage.
The first step assigns weights to passages that contain the
query terms, and the second step gives more weight to similar
passages by computing the similarity between the query and
passage. The third component, namely, answer extraction,
first performs NER on the candidate passages; then, prese-
lection of related NEs and elimination of unrelated NEs are
conducted. Finally, the answer is selected in accordance with
a set of patterns.

Brini et al. [32] proposed the QA System for the Arabic
Language (QASAL), which aims to answer factoid questions
(‘‘who,’’ ‘‘when,’’ ‘‘where’’ and ‘‘howmuch’’). QASAL con-
sists of the three components of QA systems. In the first com-
ponent, questions are analyzed to identify the answer type,
keywords, and question focus by using NER. In the second
component, relevant passages are retrieved. In the last com-
ponent, answers are displayed. This system is implemented
using the NooJ linguistic engine. Brini et al. [33] updated
QASAL to answer definition questions about persons and
organizations (‘‘who’’ and ‘‘what’’). With this update,
QASAL is considered the first QA system proposed to answer
definition questions for the Arabic language. The update was
implemented on the three components. In the first compo-
nent, the authors added patterns to identify the question focus.
In the second component, the authors used the Google Search
engine and the Web as data sources. In the last component,
the authors used lexical patterns to extract answers.

Bekhti and Al-Harbi [40] proposed an Arabic QA sys-
tem named AQuASys (Arabic Question-Answering System),
which also targets factoid questions. This system consists of
three components. The first component, question analysis,
aims to identify the answer type by applying a set of rules

in accordance with IWs. The question is segmented, and its
words are classified into three categories: IWs, keywords
of the question, and the verbs of the question. Verbs are
given considerable weight in scoring in the last compo-
nent. The question is augmented with additional keywords
in accordance with IWs. This step is equivalent to QE, but
the expansion is attained in accordance with the type of IW.
The second component differs from the typical document
retrieval component of QA systems in that it filters relevant
sentences rather than documents or passages by using the
original and stemmed forms of the query and documents. The
retrieval is performed using a string-matching approach. If at
least one keyword or verb is found in the sentence, then the
sentence will be retrieved and sent to the next component.
For stemming, the authors used the Khoja stemmer. The last
component assigns scores to the retrieved sentences and ranks
them; the top-ranked sentence represents the accurate answer,
and the remaining relevant sentences represent the candi-
date answers. The scoring is achieved using accuracy-scoring
formulas developed by the authors, and the answers are
ranked in accordance with their scores. Experiments were
conducted using ANERcorp, ANERgazet, and 80 factoid
questions related to location, organization, person, date, and
number.

Kamal et al. [41] proposed an Arabic QA system that uses
latent semantic indexing in the last component of the QA
system to enhance the performance of answer selection of
factoid questions. The proposed system consists of three com-
ponents. The first component, question analysis, processes
the question by applying tokenization; normalization; ques-
tion classification; keyword extraction, keyword expansion,
which gives the user choices to choose from (synonyms, root
stemming, or both); and query formulation. The questions are
classified in accordance with IWs, while root stemming is
performed using the Khoja stemmer. The second component,
candidate answer retrieval, consists of two modules. The first
module retrieves the relevant passages or documents from an
existing corpus, and the second module filters these passages
or documents. The second module performs tokenization,
normalization, NER, and filtering by using cosine similarity.
The last component, answer ranking, ranks the filtered pas-
sages or documents by using latent semantic indexing and dis-
plays the top five candidate answers. Two experiments were
conducted using a different corpus each time. The first corpus
consisted of 3000 Fatwa passages collected from different
websites, and the second corpus was ANERcorp. The first
experiment was performed using 130 questions (25 ‘‘who’’
( ), 30 ‘‘when’’ ( ), 40 ‘‘what’’ ( ), and 40 ‘‘where’’ ( )),
and the second experiment comprised 120 questions.

Fareed et al. [75] proposed a design for a QA system to
answer Arabic factoid questions and experimented with the
system by using a small dataset having only 20 questions
to conclude that the system produces enhanced results when
stemming is used along with two-level QE. One-level QE is
conducted by extracting four types of relations (synonyms,
supertypes, subtypes, and a definition) from Arabic Word-
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Net (AWN) for each word. For each of these extracted
relations, another level of extraction is performed, there-
fore leading to two-level QE. The same authors conducted
other experiments on their proposed QA system in [44] by
using only one-level QE to avoid the considerable time con-
sumed when applying two-level QE. In the first component,
the question is classified in accordance with IWs, and then the
question is processed by removing stop words, performing
QE, and stemming. The second component retrieves five
snippets that may contain the answer by using the Google
Search engine, JIRS, and the Khoja stemmer. The last com-
ponent is answer extraction, which extracts the answer from
the returned snippets by searching the snippets for answer
types. Experiments were conducted on 56 questions from
CLEF and TREC, and the results showed that the proposed
system performance indicated improved results by using the
Khoja stemmer.

Abdelnasser et al. [43] proposed Al-Bayan, a Holy
Quran-based QA system, which targets factoid questions.
This system retrieves relevant verses from the Quran and then
extracts the answer from them along with their interpretation
(Tafseer). The question-processing component comprises two
main substeps: question preprocessing and classification.
Questions are preprocessed using MADA and given POS
tags, while question classification is performed using a
support vector machine (SVM). The second component of
Al-Bayan is IR, which consists of a semantic interpreter
constructed from converting text into vectors of Quranic con-
cepts, in which each concept comprises a set of verses and
their interpretation, and each entry in the vector is assigned
weight by using term frequency–inverse document frequency
(tf-idf). The dataset consists of 1217 concepts. IR retrieves
relevant verses by applying cosine similarity. The last com-
ponent is answer extraction and comprises NER and feature
extraction. NER was conducted using the LingPipe tool by
feeding annotated data. In feature extraction, several features
are used to assign each relevant Quranic verse a correctness
probability value. These features are the number of matched
words between the question and answer, question type, is-a
relationship, maximum count of NEs between the question
and answer, and minimum distance between the question
and answer. Finally, the candidate answers having the high-
est correctness probability value are returned. Experiments
were conducted on the NER module, question classification
module, and overall system performance on 59 questions
evaluated manually by five Quranic experts.

Kurdi et al. [45] proposed an Arabic QA system, named
JAWEB, which aims to answer factoid questions (‘‘who,’’
‘‘what,’’ ‘‘where,’’ and ‘‘when’’). JAWEB consists of the
three components of QA. The first component tokenizes
the question and identifies the answer type, keywords, and
additional keywords that represent synonyms generated in
accordance with IWs, i.e., QE. Then, stemming is performed
on the query. The second component aims to retrieve rele-
vant passages by using pattern matching between the query
and dataset. The last component, answer extraction, stems

the keywords of the relevant documents. It then performs a
similarity check, which determines the number of matching
keywords between the stemmed query and relevant passages.
The candidate passages are ranked accordingly. An experi-
ment was conducted using a dataset containing 39660 words.

An Arabic QA system that supports recognizing textual
entailment, named the New Arabic QA System (NArQAS),
was proposed by Bakari et al. [46]. The implementation of
this system was presented in [61], and additional informa-
tion about the logical representation of questions was pro-
vided in [76]. This system consists of five main phases:
text analysis, question analysis, logic representation, textual
entailment recognition, and answer generation. However, the
first, second, and third phases can be substeps of the first
component of the traditional QA system. In text analysis,
several substeps are applied. They include cleaning the text,
segmenting it into sentences and words (tokenization), NER
by using the ArNER tool, identification of syntactic trees
by using the Stanford Parser, and POS tagging by using
the AlKhalil parser. In question analysis, question type is
identified, and keywords are extracted to reformulate the
questions. Logic representation is performed to convert the
questions into a set of logic predicates. After searching for rel-
evant documents by using the Google Search engine, textual
entailments were recognized between the retrieved text and
the questions. Finally, the answer is generated by choosing
the text with the highest score among the retrieved answers
in which the scores are assigned to the answers that have
a textual entailment between them and the questions. Two
experiments were conducted on AQA-WebCorp, i.e., the first
one on 115 questions and the second one on 250 questions.

Neji et al. [49] proposed the inference QA system (IQAS),
which addresses answering questions about temporal infor-
mation. IQAS comprises the three main QA components.
In the question-processing phase, the question is first classi-
fied in accordance with the temporal information it contains
and then analyzed by removing stop words and extracting
NEs. The document-processing component consists of docu-
ment and passage extraction. The last component is answer
processing. However, the authors provided no information
about the techniques used for each component and the exper-
imental results for the overall system performance. Their
researchmentioned only the experimental results for question
classification by using 100 temporal questions and 2000 tem-
poral passages extracted from Wikipedia.

Ahmad et al. [51] proposed a Web-based QA system to
answer Arabic factoid questions (person, location, organiza-
tion, and numeric). The system consists of the three compo-
nents of QA. The first component analyzes the question by
removing diacritical marks, tokenization, stemming by using
the Khoja stemmer, POS tagging, question focus identifica-
tion, and question keyword extraction. Then, the question
is classified using an SVM, and a two-layer taxonomy is
followed. The first layer provides the course-grain class, and
the second layer is the fine-grain class. SVM is given two
types of features: lexical and syntactic. The lexical features
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consist of the unigram, bigram, trigram, IWs, and word
shapes of the question, and the syntactic features represent
the headword of the question. The second component refor-
mulates the query and passes it to the Google Search engine,
which searches the Web and retrieves the most relevant
documents. Then, the top 10 documents are searched using
the VSM to extract relevant passages. A similarity check is
performed between the query and retrieved passages to assign
scores for the most similar passages. In the last component,
answer extraction, NER and proper noun identification are
performed for each candidate passage, and then the features
are extracted to be passed to the SVM to rerank the candidate
answers. The features used are question keyword, POS tag,
headword, stem, question class, and question focus for the
question. The length of words, position in the document,
POS match, and focus word match are used for the candidate
passages. The final answer is the one having the highest rank.
Two experiments were conducted. The first experiment was
to evaluate the question classifier, and the second experiment
was to evaluate the answer ranker. The training set consisted
of 1000 translated TREC questions, and the test set consisted
of 434 translated TREC questions.

Nabil et al. [52] proposed AlQuAnS, an Arabic language
QA system that aims to provide a short Arabic answer from
the World Wide Web for four types of factoid questions:
number (date), location (country), location (city), and human
(individual). AlQuAnS comprises two main parts: online and
offline parts. The online part starts with preprocessing the
questions by using MADAMIRA, in which the text is nor-
malized, stemmed, and given a POS tag, and stop words are
removed. Then, the text is passed to the question analysis
module, wherein the questions are further processed by using
QE and query classification. AWN is used for QE, and the
SVM classifier is used for classifying the questions. The
query is then passed to the IR module (which consists of
two submodules), online search engine (which uses Yahoo
API), and passage retrieval (which exploits the semantic
interpreter built in the offline part of the proposed system).
The semantic interpreter aims to represent the questions and
retrieved answers as vectors and then computes the cosine
similarity between them. However, the semantic interpreter
is built by preprocessing 11,000ArabicWikipedia documents
by using MADAMIRA, and then a weighted inverted index
is built using Lucene. The final module of the online part
is answer extraction, which represents the answer-processing
component of QA. Thismodule consists of threemain phases.
The first phase is to construct a table of answer patterns
for each question type; the table is built from the output
of the IR module. The second phase aims to rank these
answer patterns by calculating their precision. The final phase
aims to first extract answer patterns and then filter them
by using MADAMIRA NER. The final top five results are
displayed.

Only two studies have experimented on neural net-
works (NNs) in answering factoid QA systems. One was
conducted by Ahmed et al. [53], and the other was conducted

by Mozannar et al. [54]. The main difference between them
lies in the searched dataset; the former searched in a struc-
tured dataset, whereas the latter searched in an unstructured
dataset. Ahmed et al. [53] proposed an Arabic QA system
that consists of three components: question analyzer, knowl-
edge retriever, and answer generator. In the first component,
the question is represented as a vector by using a bidirec-
tional gated recurrent unit (GRU). In the second component,
a search is performed to retrieve relevant facts from a knowl-
edge base. In the last component, the answer is produced
in accordance with the retrieved facts and the short-term
memory of the recurrent NN. Their system was experimented
using a knowledge base created by the authors, and the results
showed an accuracy of 53%.

Unlike typical QA systems, the Arabic QA system named
SOQAL, proposed by Mozannar et al. [54], comprises only
two components: document retrieval and a neural reading
comprehension (NRC) model that represents the answer
extraction component. The component question analysis is
not used. This system is similar to the one proposed by
Chen et al. [77] in that it also skips the question analysis com-
ponent and uses only two components: document retrieval
and a document reader that represents the answer extraction
component. The document retrieval of SOQAL is based on
n-grams in retrieving relevant documents or paragraphs. The
NRCmodel is based on bidirectional encoder representations
from transformers (BERT). The authors conducted experi-
mentation by using two datasets. One was the Arabic Reading
Comprehension Dataset, which consisted of 1395 Arabic
QA pairs posed by crowd workers on 155 Arabic Wikipedia
articles and 48,344 QA pairs posed on 231 articles translated
using Google Translate on the Arabic language. These pairs
were collected from the Stanford QA Dataset (SQuAD),
which was originally created for the English language.

Table 7 illustrates the proposed factoid QA systems in
terms of name, question-analysis component, document-
retrieval component, answer-extraction component, prepro-
cessing techniques applied to the question and answer,
domain coverage, dataset source, searched dataset size, num-
ber of questions, answer type experimented, used tools, and
results.

B. PROPOSED QA SYSTEMS FOR ARABIC HYBRID
QUESTIONS
Akour et al. [35] proposed QArabPro, a rule-based QA
system for reading Arabic comprehension tests that deals
with ‘‘why’’ ( ) and ‘‘how much/many’’ ( ) questions
along with factoid questions: ‘‘where’’ ( ), ‘‘when’’ ( ),
‘‘what/which’’ ( ), and ‘‘who’’ ( ). Their system consists of
three main components: question analysis, document/passage
retrieval, and answer extraction. In the first component, a
question is classified by IW into its type, and tokenization,
stemming, POS tagging, and NER are applied. Then, QE is
performed on the query terms in the question by checking
a small dictionary of synonyms. Subsequently, these query
terms are passed to the second component to generate the
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TABLE 7. Proposed systems for factoid arabic questions.

query and retrieve the candidate passage. The IR system in
the second component is constructed on the basis of Salton’s
VSM. Documents are processed by tokenization, stemming,
POS tagging, stop-word removal, and term weighting by
using an RDBMS. Finally, candidate passages are passed

to the answer extraction component, wherein the answer is
selected frommultiple candidate passages after applying a set
of rules on each of them. Each question type has a set of pre-
assigned rules and weighting criteria that are applied accord-
ingly. An experiment was conducted on a dataset collected
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from Wikipedia with 75 reading comprehensive tests and
335 questions.

Trigui et al. [36] participated in CLEF2012 and proposed a
QA system that aims to answer multiple-choice questions in
accordance with given documents. Their system consists of
four components. The first component is question analysis,
which removes stop words. The second component searches
for relevant passages, and the third component aligns these
passages with the choices of the question. The last component
is the answer selection, which chooses the correct choice for
an answer depending on its existence in the retrieved passage.
If the passage does not contain an answer, then inference
rules are applied to reach an answer. When no answer is
determined, the question is left unanswered.

Abouenour et al. [37] proposed a QA system as a part
of their participation in CLEF2012. The system is named
Information andData Reasoning for AnsweringArabic Ques-
tions (IDRAAQ). It aims to answer multiple-choice questions
in accordance with given documents. IDRAAQ comprises
the three QA components. The first component, question
analysis and classification, aims to extract keywords and
identify the answer type. The second component, passage
retrieval, differs from the traditional document-retrieval com-
ponent of QA systems in that it consists of a level that aims
to apply QE on the keywords extracted from the original
question. Two types of QE are applied. They are inflectional
using the AlKhalil system and resource-based using AWN
to extract synsets having relations, such as synonyms, hyper-
nyms, hyponyms, and SUMO-AWN, with the keywords. The
second level in the second component is responsible for filter-
ing and reranking relevant passages and is implemented using
JIRS. Reranking is performed using distance n-gram density.
The last component, answer validation, aims to choose the
correct answer in accordance with the retrieved candidate
answers.

Ezzeldin et al. [38] presented an Arabic QA system as
part of their participation in CLEF2013. It was named Arabic
Language QA Selection in Machines (ALQASIM), which
aims to answer multiple-choice questions in accordance with
given documents. ALQASIMdiffers from traditional QA sys-
tems because it mimics humans who start by reading text to
answer questions. ALQASIM consists of three components:
preparing the dataset, analyzing the question-and-answer
choices, and selecting the answer. The first component is
document analysis, which aims to analyze documents by
using stemming, POS tagging, and stop-word removal and
by building an inverted index from the remaining stems.
Each stem in the inverted index is expanded using AWN and
given a weight in accordance with its POS tag and frequency.
The second component aims at locating the questions and
answer choices. This component differs from the traditional
question-analysis component of QA systems in that it ana-
lyzes not only the questions but also the answer choices for
each question and then searches for three snippets for each
question in the inverted index. The analysis includes stem-
ming and stop-word removal, and the search is conducted by

calculating scores and retrieving the top three ones in accor-
dance with the number of similar keywords, their weight, and
the distance between them. The last component is answer
selection, which aims to choose the correct choice among
the given options by summing the scores for a question and
each of its answer choices, computing the distance between
the question and each of its answers, and subtracting the
distance from the summation. The highest score is chosen as
a correct answer. If two best choices exist, the question is left
unanswered.

Table 8 illustrates the proposed hybrid QA systems in
terms of name, question-analysis component, document-
retrieval component, answer-extraction component, prepro-
cessing techniques applied to the question and answer,
domain coverage, dataset source, dataset size, number of
questions, question type, tools used, and results.

C. PROPOSED QA SYSTEMS FOR ARABIC NONFACTOID
QUESTIONS
The first attempt to handle ‘‘why’’ ( ) and ‘‘how to’’
( ) questions in Arabic was in 2010 by [78] and [79].
Their research focused mainly on eight rhetorical relations:
causal, evidence, explanation, purpose, interpretation, base,
result, and antithesis. These relations were hypothesized
among small units of text by dividing the text into small
units on the basis of the existence of cue phrases and punc-
tuation marks. An experiment was conducted on selected
text of 150–350 words each, given to 15 people who were
asked to extract ‘‘why’’ and ‘‘how to’’ questions with their
answers. A total of 98 questions with their answers were
assigned by them, and these questions were tested on their
system. The results showed that 54 of the questions were
correctly answered. An updated version of this approach,
implemented using long texts, was proposed by Sadek and
Mezaiane [80]; the authors presented an Arabic text parser
employed using a QA approach to answer ‘‘why’’ ( ) and
‘‘how to’’ ( ) Arabic questions; the authors focused on
10 rhetorical relations: result, interpretation, sequence, elab-
oration, contrast, background, reason, evaluation, certainty,
and view. The text parser has twomain components: a relation
recognizer and tree builder. Therefore, the text parser accepts
sentences tagged with intrasentential relations as an input.
This input, along with the question, is tokenized, normalized,
and stemmed, and the stop words are removed. Then, the rela-
tion recognizer produces the hypothesized relation between
adjacent sentences and discovers long-distance relations to
produce relations. The VSM is used to assign the appropriate
relation as an answer by computing similarities between the
question and possible relations. The answers are ranked in
accordance with the similarity value. An experiment was
conducted on text selected from a contemporary Arabic cor-
pus with 870–2138 words each. The text was given to five
native speakers to extract ‘‘why’’ and ‘‘how to’’ questions and
their answers. A total of 90 questions and their answers were
collected. These questions were tested on their system, and
61 questions were correctly answered with a 0.62 MRR.

VOLUME 9, 2021 63893



M. M. Biltawi et al.: Arabic Question Answering Systems: Gap Analysis

TABLE 8. Proposed QA systems for arabic hybrid questions.

Another attempt to answer Arabic ‘‘why’’ questions based
on rhetorical structure theory (RST) relations was proposed
by Azmi and AlShenaifi [42]. The system has four com-
ponents: question analysis, document preprocessing, docu-
ment/passage retrieval, and answer extraction. The first two
components share the same NLP techniques for processing
the input and dataset: tokenization, normalization, stop-word
removal, root extraction by using the Khoja stemmer [81],
query formulation and generation, andQE by checkingAWN.
In the third component, the Lemur6 module is used to retrieve
a list of candidate passages from the given dataset. In the
fourth component, the given question and candidate passages
are used as a ‘‘bag of words,’’ in addition to RST rela-
tions. In this research, the authors focused on five rhetorical
relations: base - , interpretation - , explanation
- , justification - , and result - . These
relations are extracted on the basis of cue phrases that exist
in the text. Each of the relations is given different priorities to
ease the selection of the relevant answer among the retrieved
passages. The justification relation is given the highest prior-
ity, the base relation is given the lowest priority, and the rest of
the relations are given medium priority. For example, if two
candidate answers with two different relations exist, then the
passage having a relation with higher priority is selected as an
answer; if both passages have the same relation or relations
having the same priority, then the answer is selected randomly
from the two passages. An experiment was conducted on a

6The Lemur Project, available at: http://www.lemurproject.org

dataset of 700 documents selected from Open-Source Arabic
Corpora (OSAC), and 100 questions with their answers were
formulated by a native speaker. These questions were tested
on the proposed system, and 71 questions were answered
correctly, with recall and precision equal to 71% and 78%,
respectively. A comparison studywas conducted between this
system and a baseline approach, which is a general method
used to answer all types of questions, in [82]. Both tested
methods have the same four components, but the differ-
ence lies in the third component, which was tested first by
using a baseline method and then by using the RST-based
method proposed in [42]. The baseline method used three
criteria, namely, keyword frequency, expanded keyword fre-
quency, and tf-idf, to rank the candidate answer. These criteria
were normalized by dividing their values by the maximum
score and combined for each answer to compute the global
score for that answer. The answer having the highest global
score was selected as an answer for the given question. The
same baseline experiment conducted in [42] was applied to
compare the baseline and RST-based methods. The results
showed that the RST-based method outperformed the base-
line method. The same authors [83] experimented with their
RST-based method by using 110 ‘‘why’’ questions on the
same dataset. The test was to evaluate the performance of the
RST-based method when one of the NLP techniques of the
first and second components was skipped each time. The best
results were achieved when the stop words were not removed.

Table 9 demonstrates a comparison in terms of rhetorical
relations, QE, stop-word removal, answer selection criteria,
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TABLE 9. Comparison of rhetorical based papers.

dataset size, dataset source, question types, implementation
language, and results among the papers that attempt to answer
‘‘why’’ questions.

Another example of an Arabic QA system created to
answer ‘‘why’’ questions but with answers based on entail-
ment relations was proposed by AL-Khawaldeh [47]; it was
named the Entailment-based Why Arabic QA (EWAQ) sys-
tem. The system consists of the three components of QA.
The first component analyzes the question by removing stop
words, stemming, and applying QE for each word consti-
tuting the question by using AWN. The second component
retrieves relevant passages by using a search engine, and the
last component reranks them in accordance with their entail-
ment relation and by applying a cosine similarity measure.
In each of the top five candidate passages, passages consisting
of multiple sentences are split into single sentences. The same
reranking step is applied in accordance with the entailment
relation and by applying similarity measures. The sentence
having the highest score is the answer. Experiments were
conducted using 250 questions distributed equally among
computers, religion, science, politics, and history.

Ahmad and P [48] proposed an Arabic QA system
dedicated to answering ‘‘why’’ ( ) and ‘‘how’’ ( ) ques-
tions. It consists of four components, namely, question anal-
ysis, QE, passage retrieval, and answer extraction, of which
question analysis and expansion represent the steps in the

first component of traditional QA systems. The proposed
system starts in its first component to classify questions by
IW. Then, the questions are tokenized, and stop words are
removed. Subsequently, NEs and noun phrases are recog-
nized by using a chunker. Afterward, the question focus that
may represent a word or the noun phrase in the questions is
identified. In the second component, AWN is exploited to
extract synonyms for the verbs and adjectives of the ques-
tions for QE. The second component is implemented using a
tf-idf VSM to retrieve relevant documents. In the last com-
ponent, some patterns are added to the question keywords
in accordance with the question type. For the question-type
reason, the added patterns are ‘‘because’’ ( ) and ‘‘due
to’’ ( ); for the question-type manner, the added
patterns are ‘‘by’’ ( ) and ‘‘using’’ ( ).
The retrieved top documents are divided into passages, and a
check for question focus is performed, giving 1 as a weight
for each passage containing the question focus and 0 for those
that do not contain the question focus. Cosine similarity is
computed between the query and each sentence to compute
the total similarity of each passage by summing the cosine
similarities of constituting sentences and the weight for each
passage. The passage having the highest total is considered
the answer for the question. Experiments were conducted
on 500 documents from Arabic Wikipedia and 80 questions
containing 40 ‘‘how’’ questions and 40 ‘‘why’’ questions.
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The second attempt to create an Arabic QA system
for answering definition questions was accomplished by
Trigu et al. [34]; they proposed DefArabicQA, a QA system
that answers Arabic definition questions about a person or
an organization (i.e., ‘‘who is’’ ( ) and ‘‘what is’’
( )). The system consists of four components:
question analysis, passage retrieval, definition extraction,
and definition ranking. In traditional QA systems, definition
extraction and ranking can represent a component, namely,
answer extraction. The question analysis component iden-
tifies the question topic and answer type. The answer type
is identified by IW; question topic, which constitutes the
question query, is used by the Web search engine in the
passage retrieval component to retrieve relative snippets.
The definition extraction component consists of substeps.
The first substep identifies and extracts definitions from the
retrieved snippets by checking lexical patterns that surround
the question topic of the snippets. In the second substep,
candidate snippets are filtered using heuristic rules. The
definition-ranking component calculates a global score for
each candidate answer after computing three scores for each
of the pattern weights, snippet positions, and word frequen-
cies. Two experiments were conducted on DefArabicQA by
using 50 organization questions, and the results were eval-
uated manually by an Arabic native speaker. The system
yielded five answers. The first experiment was conducted
using the Google Search engine as the Web resource, and
the second experiment included the Google Search engine
and Arabic Wikipedia as the Web resources. The second
experiment outperformed the first one.

The first and only attempt to create an Arabic QA system
for answering ‘‘yes/no’’ questions was proposed by Bdour
and Gharaibeh [39]. It comprises the three components of
QA. The first component performs tokenization, stop-word
removal, POS tagging, QE, and logical representation of the
resulting query. QE is performed to augment the query with
the synonyms and antonyms of verbs for the verbal phrases
and of the predicate for the nominal phrases. The second com-
ponent aims to retrieve relevant passages by using an indexing
scheme. The last component splits relevant paragraphs into
sentences and eliminates each sentence that does not contain
the noun ( ) for the nominal query or the subject ( )
for the verbal query. For the resulting sentences, the com-
ponent determines the existence of other keywords in the
sentences, ranks them in accordance with their indexes in the
sentences, checks for the negation particles in the candidate
sentence, compares the query with the candidate sentence,
and answers the question with ‘‘yes/no’’ accordingly. Two
experiments were conducted using 20 Arabic documents and
100 ‘‘yes/no’’ questions. A document retrieval technique
was implemented in the first experiment, whereas a pas-
sage retrieval technique was used in the second experiment.
By using the document retrieval technique, five relevant doc-
uments were retrieved and split into paragraphs, and then
the top five relevant passages were retrieved. By using the
passage retrieval technique, the 20 documents were split into

paragraphs, and the top five relevant passages were retrieved.
The results showed that the passage retrieval technique out-
performed document retrieval.

Other nonfactoid Arabic QA systems have been created on
the basis of ontologies. For instance, Albarghothi et al. [50]
introduced a system that consists of three main components.
The first component is question processing, in which the
question is normalized, tokenized, and tagged with POS, and
stop words are removed. The second component is ontol-
ogy mapping, which differs from the regular component of
QA systems, i.e., document retrieval. In document retrieval,
relevant documents are retrieved; in the new component,
the system maps the ontology with the question keywords to
retrieve the answer by using SPARQL. The last component is
answer processing, which uses the SPARQL query language
to retrieve the final answer or answers. Experiments were
conducted on 100 questions, and an ontology was built by
the authors by using the Protégé tool. The ontology con-
tained 200 instances and 1260 triples of subject, predicate,
and object in the pathology domain. The QA system was
evaluated and updated 5 times until the results were the best
at the fifth experiment.

Abdi et al. [55] proposed the QA system in Al-Hadith
using linguistic knowledge (ASHLK). ASHLK comprises
three components that are different from the usual QA system
components: preprocessing of Hadith text and user input,
using a graph-based ranking model, and answer generation.
The preprocessing is performed by first applying sentence
segmentation where the boundaries of sentences are indicated
(!, ?, or .) and paragraphs consist of several sentences and end
with a newline. The next step in preprocessing was cleaning,
in which stop words, punctuations, diacritics, and Sanad were
removed. Then, stemming is performed. The final step in
preprocessing is QE by using the Dice similarity measure.
In the second component, using a graph-based raking model,
the objectives are to retrieve candidate answers among the
available sentences and to rank them. Answer retrieval is
achieved through a comprehensive similarity step. The final
component, answer generation, aims to display answers by
comparing the candidate answers and choosing those less
similar to others. The last two components are equivalent
to the final component of the usual QA systems, answer
extraction. Experimentation was conducted on a dataset taken
from Sahih al-Bukhari.

Table 10 illustrates the proposed nonfactoid QA systems
in terms of name, question-analysis component, document-
retrieval component, answer-extraction component, prepro-
cessing techniques applied to the question and answer,
domain coverage, dataset source, dataset size, number of
questions, question type, tools used, and results.

D. OVERVIEW OF APPROACHES
This section highlights the current state of research in Ara-
bic QA systems. Most of the presented Arabic QA sys-
tems experimented with open-domain factoid questions with
answers extracted from unstructured text. Only two systems
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TABLE 10. Proposed QA systems for arabic nonfactoid questions.

experimented with extracting answers from a structured
knowledge base.

Document retrieval approaches can be categorized into
three categories: rule-based approaches, search techniques,
and search engines. The main rule-based approach adapted
by the Arabic QA systemswas the string-matching algorithm.
The main search technique used by the Arabic QA systems
was the VSM. However, the search engines used by the pre-
sented systems were the Google and Yahoo search engines.

The approaches of answer extraction are categorized into
rule-based andML-based approaches, and most of the Arabic
QA systems present adapted rule-based answer extraction
methods, such as (1) applying a set of patterns or rules to
select or extract the answer; and (2) ranking paragraphs,
sentences or NEs that are considered answers. Only 3 of
the 26 Arabic QA systems adapted ML-based approaches,
such as SVM and NN, for answer extraction. Since 2015,
the focus of answer extraction in other languages has become
building models that are based on NNs, such as BIDAF [83]
and FastQA [84]. These models can be used in the answer
extraction component of QA systems.

E. SYSTEMS AND TOOLS
Different tools were used by the Arabic QA systems pre-
sented in this paper. Some of these tools, such as the JIRS,
Lucene, and Lemur modules, were used specifically in the
document retrieval component. However, these tools are lan-
guage independent and do not consider specific language
characteristics.

Other language-independent tools used in the presented
papers for text processing were the LingPipe, Protégé tool,

and NooJ linguistic engine. LingPipe is a multilingual tool
kit that is used for finding name entities, such as people
names, location, or organization. The Protégé tool [83] is
a domain-independent open-source tool used in creating
ontologies and managing terminologies [84]. The NooJ lin-
guistic engine [85] allows users to process datasets with many
texts in real time. NooJ contains dictionaries for different lan-
guages, such as Arabic, English, Armenian, French, Chinese,
Spanish, Danish, Hungarian, and Italian.

The remaining tools used in the presented papers are
Arabic language dependent, such as the Khoja stemmer,
the AlKhalil parser, the ArNER tool, MADA, MADAMIRA,
and the Stanford parser. The Khoja stemmer [86] is a freely
available tool for stemming. The AlKhalil parser [87]yy, [88]
is an open-source morphological parser that can parse dia-
critized, undiacritized, or even partially diacritized text. The
ArNER tool is Arabic NER, but no information is available
about this tool. MADAMIRA, the new version of MADA,
performs different linguistic tasks, such as tokenization,
morphological disambiguation, POS tagging, NER, phrase
chunking, and lemmatization. The Stanford parser is also
open source and can be used to parse sentences in various
languages, including English, Chinese, Bulgarian, Italian,
Portuguese, andGerman. TheArabic language is based on the
Penn Arabic Treebank. Stanford also has other open-source
packages, such as the Stanford POS tagger.

VIII. DISCUSSION AND MAIN FINDINGS
Before 2015, the research in Arabic QA was focused mainly
on factoid questions, and after 2015, the focus was still on the
factoid question. More research should be focused on nonfac-
toid questions. The second observation is that before 2015,
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the document retrieval component was focused on using rule-
based techniques, but after 2015, the focus was changed to
using either search engines (such as the Google API) or
search techniques (such as the VSM) because most of the
research papers were based on eitherWeb search or document
search to retrieve relevant documents. Another observation is
that before 2015, the answer extraction was based mainly on
rule-based techniques; however, after 2015, there were only
three attempts to useML-based answer extraction techniques.
Next is a detailed discussion on each QA dataset presented
and QA system for the Arabic language.

The number of proposed QA datasets for the Arabic
language reached six; two of these datasets were created
for nonfactoid questions, two for factoid questions, and the
remaining two for hybrid questions, which are a combina-
tion of factoid and nonfactoid questions. With reference to
Tables 4-6, the largest dataset is DAWQAS, which comprises
3205 QA pairs created for nonfactoid questions. DAWQAS
is said to be freely available online soon. To the best of
the authors’ knowledge, no published research paper has
used either the DAWQAS or the TALAA-AFAQ dataset.
The CLEF dataset consists of 240 QA pairs and is the next
smallest dataset; TREC, the smallest dataset, contains only
75 questions. Published papers have used only the TREC,
CLEF, and AQA-WebCorp datasets. The Arabic datasets
presented in the tables can be considered small compared
with the datasets created for the same purpose in other lan-
guages [84]. For example, SimpleQuestions [64] and Wiki-
Movies [63], QA datasets created for the English language,
contain 108,442 and 100,000 QA pairs, respectively, as stated
previously.

A total of 26 Arabic QA systems were proposed between
2002 and 2020; most of these systems have the three dis-
cussed components. Some QA systems did not have the first
component, others did not have the second component, and
some decomposed one of the components into two parts to
represent more than three components. The last component,
answer extraction, is the most important, given that the goal
of QA systems is to answer questions by extracting answers.
Fourteen of the 26 systems were dedicated to answering only
factoid questions. The remaining 12 systems are distributed
as follows. Five were hybrid QA systems that were dedicated
to answering factoid questions plus one of the nonfactoid
questions: (1) definition questions; (2) ‘‘why’’ questions; and
(3) purpose, method, and causal questions, which are true
questions. Seven were dedicated to answering only one type
of nonfactoid question: (1) ‘‘yes/no’’ questions, (2) definition
questions, (3) ‘‘why’’ questions, (4) ‘‘why’’ and ‘‘how’’ ques-
tions, (5) list and causal questions, and (6) Wh-questions.

As stated earlier, question analysis is the first QA system
component, which aims to analyze the question to gain an
enhanced understanding of the question and, in turn, aid
in answer extraction. The main objective of this step is to
analyze the semantic and syntactic components of the ques-
tion, in which these components can be used for information
retrieval and answer extraction. Several techniques can be

used in question analysis. They include (1) QE, (2) ques-
tion classification and/or domain classification, and (3) NLP
techniques, i.e., NER, tokenization, segmentation, POS tag-
ging, and parsing. These techniques can be used to produce
the main outputs of the question-analysis component by (1)
identifying the question type, expected answer type, question
domain, and question focus; (2) reformulating queries from
the given question; and (3) generating answer patterns. Some
of the techniques, such as parsing, can be passed to the
document retrieval component to be further used to locate
answers from the retrieved documents or passages.

For example, Watson [85], an open-domain QA system
developed by IBM, used several techniques to process the
given question [86]. To identify the focus and lexical answer
type (LAT) of the question, a set of rules was applied. The
rules for detecting LATs are unreliable and may produce false
positive results; hence, the system used a logistic regression
classifier to estimate the confidence of the rules. This classi-
fier was trained on manually annotated questions. In addition
to estimating the confidence of the rules for detecting LATs,
Watson could adjust the answer type by learning from pre-
vious questions and answers. Watson also used the English
Slot Grammar parser and a predicate–argument structure gen-
erator for linguistic analysis for the question and text [87];
the obtained results were further used by other components
within the Watson QA system. Another work [88] focused
on proposing a system based on an NN and conditional
random fields to process a question and identify the question
type, domain, answer type, and NER. The system starts with
preprocessing the question by (1) removing punctuations,
elongations, and useless spaces; (2) using tokenization; and
(3) using POS tagging. None of the 26 proposed Arabic
QA systems used domain classification, NNs or any ML
algorithm other than SVM to classify questions or identify
answer type in the question-processing component. Parsing
was used experimentally only in one paper [80]. A more
sophisticated and intelligent component should be created to
analyze questions for the Arabic language.

QE is used to improve the performance of information
retrieval; in QA systems, QE is implemented by refor-
mulating the original question and can be classified into
three categories: manual, automatic, and interactive QE [23].
QE can be implemented using various techniques, such as
(1) using external resources for QE (i.e., resource-based QE),
including using WordNet to extract synonyms for the key-
words formulating the query [23]; and (2) inflectional-based
(morphological-based) expansion, including using different
forms for the same keyword of the question [89] or imple-
menting root stemming. Tables 7, 8, and 10 demonstrate
that 15 of the 26 proposed Arabic QA systems performed
QE; most of these systems performed QE in the question
analysis component, while 2 performed QE in the docu-
ment retrieval component. Twelve of the 15 proposed sys-
tems adopted resource-based QE, only 1 adopted inflectional
QE, and 2 adopted resource-based and inflectional QE. The
advantage of having QE in the question analysis component
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is that enriching the question is less time consuming than
enriching the document itself.

Answer type and patterns can be identified by using ques-
tion classification, which in turn can be implemented using
either rule- or ML-based techniques. Rule-based techniques
can be implemented using NLP techniques and are based on
checking IWs and defining patterns to apply pattern match-
ing. The tables show that 12 of the 26 proposed Arabic QA
systems adopted question classification, only 3 of them used
ML-based classification, and the remaining 9 used rule-based
classification. Table 7 indicates the factoid systems, and the
tested question types were location, identified by 11 systems;
person, identified by 10 systems; time, identified by 8 sys-
tems; numeric, identified by 6 systems; and organization,
identified by 4 systems. Formulating a query from the given
question can be accomplished using several techniques, such
as QE, NLP, and identifying the answer type. The NLP
techniques performed to create a query can be tokeniza-
tion; identifying verb and noun phrases; POS tagging; NER;
normalization; stemming; keyword extraction; determining
question focus; and removing stop words, punctuations, and
diacritics. Keyword extraction can be conducted by remov-
ing stop words and IWs; thus, the remaining words are the
keywords. Question focus can be determined via NER or by
identifying the noun phrase. Query reformulation creating
multiple queries from the given question was adopted by only
one proposed system in 2014 [44]. The tables also show the
preprocessing techniques implemented on the question and
answer by using the proposed Arabic QA systems. Three of
the 26 systems did not specify if they used any preprocess-
ing, but most of the systems implemented it; for example,
stop-word removal was implemented by 16 systems, stem-
ming was implemented by 12 systems, POS tagging and
tokenization were implemented by 9 systems, normalization
was implemented by 4 systems, diacritic removal was imple-
mented by 3 systems, punctuation removal and root extraction
were implemented by 2 systems, and Sanad removal was
implemented by 1 system. Another important NLP technique
is NER,which is implementedmainly by factoid QA systems.
As illustrated in the tables, this technique was adopted by
only 1 QA system of the hybrid systems, 1 of the nonfactoid
systems and 7 of the 14 factoid systems.

In the document retrieval component, the proposed sys-
tems adopted document retrieval, passage retrieval, or both.
One of the proposed systems adopted sentence retrieval from
documents [40]. The aim of using document retrieval is to
retrieve relevant documents to be used in the next compo-
nent, whereas that of passage retrieval is to retrieve rele-
vant passages from different documents to be used in the
next component. Document retrieval can be implemented by
retrieving documents from the Web by using a search engine
API or by creating a local dataset from multiple documents.
Passage retrieval can also be performed by using a search
engine or by creating a local dataset from a set of passages
extracted from documents. A passage is a paragraph sepa-
rated by a new line in a document. Two proposed factoid

Arabic QA systems [44], [49] adopted document and passage
retrieval, while [44] mentioned that document retrieval was
implemented using the Google Search engine and passage
retrieval was implemented using the DDM. The IQAS [49]
did not specify the techniques adopted for document and
passage retrieval. Four factoid QA systems adopted document
retrieval, and 6 factoid QA systems adopted passage retrieval,
as illustrated in Table 7; three of the hybrid QA systems
adopted document retrieval, and 5 adopted passage retrieval,
as illustrated in Table 8; and only one nonfactoid QA system
adopted document retrieval, and 4 adopted passage retrieval,
as illustrated in Table 10. One factoid QA system [53] did
not use the document retrieval component because the answer
was extracted from a knowledge base. Two nonfactoid QA
systems [50], [55] also did not use the document retrieval
component because one system used ontology, while the
other used a knowledge base, to retrieve answers. Most of
the QA systems used search engines to implement document
retrieval and created a local dataset for passage retrieval.
Other systems used a simple matching technique to retrieve
relevant documents or passages from local datasets.

In the answer extraction component, the surveyed papers,
as illustrated in the tables, concentrated mainly on ranking,
thus displaying the top-ranked paragraphs or sentences that
contain the answer. Ten proposed Arabic QA systems dis-
played one answer, of which three chose one answer among
multiple choices [36]–[38], three displayed top-ranked para-
graphs [51], [48], [42], one used a set of patterns and
NER to give one correct answer [31], one displayed ‘‘yes’’
or ‘‘no’’ as an answer for ‘‘yes/no’’ questions [39], one
extracted answers from a knowledge base [53], and one
extracted an answer from unstructured text by using an
NN [54]. Nine proposed Arabic QA systems displayed one
or more answers in accordance with either a set of pat-
terns or the top-ranked paragraphs or sentences [32], [33],
[40], [43]–[46], [50], [55]. Five proposed systems displayed
five answers, which represented the top-ranked paragraphs
or sentences [30], [41], [52], [34], [47]. Last, two of the
proposed systems did not specify the number of answers
displayed [49], [35]. Only three proposed systems adopted
ML-based techniques to extract answers; two of them used an
NN [53], [54] to extract answers, and one used an SVM [51]
to rank answers.

The tables demonstrate that 15 proposed Arabic QA sys-
tems, including 10 factoid systems, 2 hybrid systems, and
3 nonfactoid systems, were open domain. The number of sys-
tems that experimented with closed-domain coverage was 8,
including 2 factoid systems, 3 hybrid systems, and 3 non-
factoid systems. Three proposed systems did not specify the
domain coverage. Themaximum number of experimental QA
pairs among all the systems was 49,739 [54]. The minimum
number of experimental QA pairs among all the proposed
systems was 43 [33]. The maximum number of experimental
QA pairs among the factoid QA systems was 49,739, which
was obtained by SOQAL [54], and the minimum number
was 56 [44]. The maximum number of experimental QA
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pairs among the hybrid QA systems was 335 [35], and the
minimum number was 43 [33]. The maximum number of
experimental QA pairs among the nonfactoid QA systems
was 3825 [55], and the minimum number was 50 [34].

With reference to the tables, the evaluation measures used
by the proposed Arabic QA systems were accuracy, used by
11 systems; precision, used by 10 systems; recall, used by
10 systems; the F1-measure, used by 6 systems; the MRR,
used by 5 systems; C@1, used by 5 systems; the AQ, used by
3 systems; and EM, used by 1 system.

In relation to the performance of the systems, the highest
accuracy among all the systems was 89%, which was reached
by the factoid QA system NArQAS [46]; this system exper-
imented with 250 open-domain QA pairs and did not imple-
ment any QE or question classification. Some Arabic QA
systems, such as NArQAS [46], have reported an accuracy
that surpasses the accuracy of other language QA systems;
for example, English [90] yielded an accuracy of 71.2% for
the SimpleQuestions dataset, which contains 100,000 QA
pairs. Another QA system [91] dedicated to the Chinese
language resulted in an accuracy of 60.1% on the Microsoft
open domain question answering dataset, which contains
230,324 QA pairs. Such high accuracy cannot be confirmed
without details related to the dataset structure, such as its size
and the number of unique keywords.

The highest recall measure among all the systems was
100%, which was achieved by two QA systems. The first
was the open-domain factoid QA system JAWEB [45], which
did not specify the number of QA pairs experimented on
but implemented QE and question classification. The sec-
ond was a hybrid QA system [33] that experimented with
43 open-domain QA pairs without QE and question clas-
sification. While the English QA system presented in [90]
yielded a recall of 93.7% for the SimpleQuestions dataset,
again for the same reasons, the reported high recall cannot be
confirmed.

Among all the systems, the factoid QA system QARAB
reached the highest precision (97.3%) and the highest MRR
(86%) [30]; the system experimented with 113 open-domain
QA pairs by adopting QE and question classification. The
highest F1-measure (89%) was reached by the hybrid
QA system QArabPro [35], which experimented with 335
open-domain QA pairs by adopting QE and question clas-
sification. The highest C@1 (89%) was reached by the
open-domain factoid QA systemNArQAS [46], which exper-
imented with 250 QA pairs without using QE or ques-
tion classification. The highest AQ (68.62%) was reached
by a factoid QA system [44] that experimented with
56 open-domain QA pairs by adopting QE and question
classification.

The tables show that among all the systems, the hybrid
QA system IDRAAQ [37] achieved the lowest accuracy
(13%); this system experimented with 160 closed-domain
QA pairs by adopting only QE. The lowest recall (57%) and
the lowest precision (64%) were reached by an open-domain
nonfactoid QA system [48] that experimented with 80 QA

pairs by adopting QE and question classification. The lowest
MRR (56%) was reached by a factoid QA system [44] that
experimented with 56 open-domain QA pairs by adopting QE
and question classification. The lowest F1-measure (42.5%)
was reached by the factoid QA system SOQAL [54], which
experimented with 49,739 open-domain QA pairs with no
QE and question classification. The lowest C@1 (19%) was
reached by a hybrid QA system [36] that experimented with
160 closed-domain QA pairs without using QE or question
classification. The lowest AQ (47.66%) was reached by the
factoid QA system AlQuAnS [52], which experimented with
200 open-domain QA pairs by adopting QE and question
classification.

Among the 14 factoid QA systems, NArQAS reached
the maximum accuracy and C@1 measures (89%) on [46]
while experimenting with 250 open-domain QA pairs. The
maximum precision and MRR measures (97.3% and 86%,
respectively) were reached by QARAB [30], which exper-
imented with 113 open-domain QA pairs. The maximum
recall (100%) was reached by JAWEB [45], the maxi-
mum F1-measure (78.89%) was reached by AQuASys [40],
and the maximum AQ measure (68.62%) was reached
in [44]. The minimum accuracy, AQ, and MRR measures
(22.2%, 47.66%, and 8.16%, respectively) were reached by
AlQuAnS [52], which experimented with 200 open-domain
QA pairs. The minimum precision reached 66.25% on
AQuASys [40], which experimented with 80 QA pairs. The
minimum recall (97.3%) was reached by QARAB [30];
the minimum F1-measure (42.5%) was reached by
SOQAL [54], which experimented with 49,739 open-domain
QA pairs; and the minimum C@1 (89%) was reached by
NArQAS [46].

Among the five hybrid QA systems, ALQASIM reached
the maximum accuracy and C@1 measures (31% and
36%, respectively) [38]; the system experimented with
240 closed-domain QA pairs. The maximum recall and
precision (100% and 94%, respectively) were reached
in [33], which experimented with only 43 open-domain
QA pairs. The minimum accuracy (13%) was reached by
IDRAAQ [37], which experimented with 160 open-domain
QA pairs. The minimum C@1 (19%) was reached by [36],
which experimented with 160 open-domain QA pairs. The
minimum recall and precision (86% and 93%, respectively)
were reached by QArabPro [35], which experimented with
335 open-domain QA pairs. The F1-measure was computed
by only one hybrid QA system, QArabPro, which reached an
F-1 measure of 89%. The MRR and AQ were not computed
by any of the proposed hybrid QA systems.

Among the seven nonfactoid QA systems, [39] reached
the maximum accuracy (85%); the system in this study
experimented with 100 QA pairs. The maximum recall
and F1-measure (93% and 86%, respectively) were reached
by [50], which experimented with 100 QA pairs. The max-
imum precision (83.47%) was reached by ASHLK [55],
which experimented with 3825 closed-domain QA pairs. The
minimum accuracy (68.53%) was reached by EWAQ [47],
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which experimented with 250 closed-domain QA pairs.
The minimum recall, precision, and F1-measure (57%, 64%,
and 60%, respectively) were reached by [48], which exper-
imented with 80 open-domain QA pairs. Only DefAra-
bicQA [34] computed the MRR and AQ, which reached 81%
and 64%, respectively. C@1, which was computed by only
one system [42], reached 77.4%.

The tables illustrate that the accuracy of hybrid-type QA
systems was generally lower than that of factoid and non-
factoid QA systems. When QA systems concentrate on one
type of question, the accuracy increases; i.e., an analysis
of one type of question differs from another. Therefore,
using question classification and then adapting the analysis
and answering schemes related to each type of question are
important.

Most of the proposed QA systems did not use a bench-
mark dataset. Only 5 out of 26 used available datasets, while
the remaining systems created their own dataset or used a
translated version of the TREC dataset. Most of the datasets
used have small sizes, ranging from 43 to 3825. Only one
of the QA systems experimented on a large dataset, which
had reached a size of 49,344. Nonetheless, most QA pairs
were machine translated using Google Translate, and only
1,395 QA pairs were manually created, thus making the
dataset a noisy dataset.

The answer extraction component can be enhanced by
using, for example, deep learning techniques, which are con-
sidered the most popular techniques for answer extraction
or generation. One can experimentally use available models
created for other languages on the Arabic language and then
enhance these models. The availability of word embeddings,
such as Aravec [92], fastText [93], AraBert [94], and even
ELMO, for the Arabic language is an advantage in creat-
ing and experimenting with such models. However, the lack
of large datasets for Arabic QA becomes a disadvantage;
thus, an effort should be made to create large datasets for
Arabic QA.

Another important element in the proposed Arabic QA
systems is that three of them had the option not to answer
a question. This is a great option and can be helpful
when document retrieval does not return a relevant docu-
ment or when the relevant document does not contain the
answer.

Among the three components of QA systems, the main
concentration was on the retrieval process, which encom-
passes question analysis and document retrieval. Minimal
effort was given to the answer extraction component, and
none of the QA components were given the right effort and
evaluation.

Overall, none of the proposed systems are available online,
and the 26 proposed Arabic QA systems cannot be evaluated
by comparison with one another because each systemworked
on different datasets with diverse sizes and did not use a
benchmark dataset. Nonetheless, we can summarize the gaps
that should be filled for those who would like to work in QA
in the Arabic language, as shown as follows:

• Large datasets that are either domain specific or open
domain should be created and made available for all.

• Benchmark datasets should be experimented with.
• Ontologies and domain-specific datasets should be used
with closed-domain QA systems.

• Linked open data with open-domain QA systems should
be used.

• Other tools for processing Arabic text that were not
tested in Arabic QA systems, such as Farasa [95], can be
used for text segmentation, lemmatization, POS tagging,
NER, and diacritization.

• There should be a focus on enhancing one QA com-
ponent, and the three components should be evaluated
separately and together.

• The answer extraction component should be enhanced
by using different techniques that actually extract or gen-
erate answers and not only display top-ranked sentences
and paragraphs that contain the answers.

• Different NLP techniques, such as the preprocessing
technique mentioned previously, parsing, NER, inflec-
tional QE, and resource-based QE, should be used in
question analysis.

• ML-based techniques or even a combination of ML- and
rule-based techniques should be used in question classi-
fication, domain classification, and answer extraction.

• Systems that have the option not to answer a question if
none of the retrieved documents contain the right answer
should be created.

In other languages, the concentration is mainly on the answer
extraction component by creating reading comprehension
models that are trained using a dataset that consists of not only
QA pairs but also the paragraphs wherein the questions are
asked about. Accordingly, one can create his/her own model
that is trained on extracting answers from paragraphs and
then test it within a full QA system to determine how the
model can perform with articles retrieved using the retrieval
component [77].

This does not neglect the importance of having ques-
tion analysis and document retrieval components. Improving
the performance of question analysis and creating queries
that can retrieve related documents can improve the quality
of answers extracted by the answer extraction component.
Generally, the results given by closed-domain QA systems
are more accurate than those given by open-domain QA
systems since the text becomes less ambiguous. Creating
closed-domain QA systems involves using ontologies and
domain-specific datasets. However, creating open-domain
QA systemsmay involve exploiting linked open data [96] and
using mainly Web-search or open-domain datasets.

IX. CONCLUSION
This paper reviewed the work in Arabic QA. This paper pro-
vided a brief introduction on the Arabic language, NLP, and
the challenges associated with the Arabic language. It then
presented the paper selection criteria and some statistics
about the selected papers. Subsequently, this paper presented
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the related work conducted and addressed the gaps to advise
those who would like to work in the same area. The total
number of Arabic QA datasets proposed to be used as a
benchmark was six. The total number of QA systems pro-
posed for Arabic text was 25. The authors concluded that the
available resources for QA were limited and had small sizes.
Some of the resources were developed but were not used
in experimentation. Most researchers worked on Arabic QA
systems and created their own resources that were unavailable
online. ML algorithms were insufficiently used in Arabic QA
systems. Experiments to evaluate QA systems can be focused
on three main components: question analysis, information
retrieval, and answer extraction.
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