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ABSTRACT Currently, with the increasing number of devices connected to the Internet, search for network
vulnerabilities to attackers has increased, and protection systems have become indispensable. There are
prevalent security attacks, such as the Distributed Denial of Service (DDoS), which have been causing
significant damage to companies. However, through security attacks, it is possible to extract characteristics
that identify the type of attack. Thus, it is essential to have fast and effective security identification models.
In this work, a novel Intrusion Detection System (IDS) based on the Tree-CNN hierarchical algorithm
with the Soft-Root-Sign (SRS) activation function is proposed. The model reduces the training time of
the generated model for detecting DDoS, Infiltration, Brute Force, and Web attacks. For performance
assessment, the model is implemented in a medium-sized company, analyzing the level of complexity of
the proposed solution. Experimental results demonstrate that the proposed hierarchical model achieves a
significant reduction in execution time, around 36%, and an average detection accuracy of 0.98 considering
all the analyzed attacks. Therefore, the results of performance evaluation show that the proposed classifier
based on Tree-CNN is of low complexity and requires less processing time and computational resources,
outperforming other current IDS based on machine learning algorithms.

INDEX TERMS Activation function, deep learning, intrusion detection system, Tree-CNN.

I. INTRODUCTION
The number of devices connected to the Internet has grown
steadily [1]–[3]. Forecasts show that this number will reach
50 billion by 2022 [4], [5]. Accompanying this growth, vul-
nerabilities and virtual attacks are also expected to grow in
the same proportion [6].

To prevent virtual attacks, an existing solution is the Intru-
sion Detection System (IDS). However, these systems gen-
erally work based on signatures [7]. The signatures could be
a problem because if there is an unknown attack type, it is
treated as legitimate access. To resolve this issue, several
approaches [7]–[11] have been proposed for the intrusion
detection methods used by IDS, based on traffic analysis
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and anomalies. Anomalous traffic is identified based on
recognition patterns [12]. These patterns can be set manually
or automatically by a Honeypot type system [13], [14] or
by machine learning algorithms [15], [16]. Machine learn-
ing algorithms have been widely used for intrusion detec-
tion in computer networks, as in [17], [18], which compare
the effectiveness of Support Vector Machine (SVM) [19],
Naive Bayes (NB), Decision Tree (DT), and Multilayer algo-
rithms Perceptron (MLP) in detecting distributed attacks. In
[6], [20], the authors demonstrate the effectiveness of deep
learning algorithms in detecting attacks of the Probe, Remote
to Local, User to Root, and Denial of Service (DoS) types.
However, these studies show inferior detection accuracy in
actual environments.

Studies propose different methods for the detec-
tion of web attacks, obtaining an accuracy below 98%
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[17], [21]–[23]. However, even when using techniques to
increase the classification speed in these studies, such as
the Principal Component Analysis (PCA), the time spent in
generating the model is still considerable [24]. For security
attacks in particular, it is essential to have fast and highly
accurate models.

Manimurugan et al. [23] used Deep Learning to develop
a network intrusion detection method. The method was
based on Deep Belief Networks (DBN), which achieved
an accuracy of 97.71 % for Brute Force attacks, 96.67 %
for Dos/DDoS, 96.37 % for Infiltration, and 98.37 % for
Web attacks. The intrusion detection method implemented
by Manimurugan et al. [23] obtains high accuracy values for
detecting network attacks. However, it does not reduce the
training time to generate new detection models. As security
attacks change over time, it is very useful to find a solution
that takes as little training time as possible.

To improve the accuracy of a neural network model [25],
an activation function is introduced, defining the output of
a node. Thus, activation functions are a significant step in a
deep neural network, providing a nonlinear property for the
neural network. Therefore, the activation function is crucial
for good behavior and learning performance [26]. In recent
years, many activation functions have been proposed to
replace those already known, such as Rectified Linear
Units (ReLU) [27], including Randomized Leaky Rectified
Linear Activation (RLReLU), Swish [28], Maxout [29], and
others [30].

As an alternative to the previously mentioned activation
functions, Soft-Root-Sign (SRS) [31] has shown promis-
ing results for obtaining faster training models. SRS can
adaptively adjust the output through a pair of independent
trainable parameters that present a better generalization per-
formance and a faster learning speed. Thus, this activation
function is chosen to be implemented in this work in order to
increase the learning speed of the generated model.

In this work, a model for network intrusion detection
was proposed, applying machine learning techniques with
Tree-CNN that do not present the problem of data forgetting
on the retraining phase of new models [32], in case a new
model needs to be generated. It is important to note that
there are few studies on the implementation and testing of
SRS in the Tree-CNN algorithm with application in intrusion
detection.

For the creation of the model, the accuracy results obtained
from the machine learning algorithms NB, SVM, RF, MLP,
Tree-CNN (ReLU), Tree-CNN (Softmax), and Tree-CNN
(SRS) were compared. The algorithms NB, SVM, RF, and
MLP used in this work are widely applied in related works
for detecting web attacks [4], [20], [33]–[35].

Concerning evaluation of the model proposed in this work,
the results were compared with those obtained in [23] using
the same CICIDS2017 dataset [21], which explores the
same types of security attacks. However, our work aims at
achieving results superior to the accuracy values obtained
by the DBN system [23] in the detection of the following

types of attacks: DDoS, Infiltration, Brute Force, and
Web attack.

Additionally, the model is tested by using other two net-
work intrusion scenarios; an actual scenario of a university
campus and a medium-sized company.

The experimental tests presented an average accuracy
of 0.98, demonstrating that the Tree-CNN algorithm with
the SRS activation function achieves high attack detection
results.

The main contributions presented in this paper are summa-
rized as follows:

1) Validation of the use of the Tree-CNN algorithm to
classify detection of DDoS, Infiltration, Brute Force,
and Web attacks in the CICIDS2017 dataset and in
two actual network scenarios. Currently, Tree-CNN is
applied in different approaches, such as image classifi-
cation, but to the best of our knowledge, it has not been
implemented in IDS.

2) Reduced training time for the Tree-CNN algorithm for
IDS, applying the SRS activation function. The Soft-
max and ReLU activation functions were also used to
obtain performance comparison results.

3) Performance validation of the proposed solution in real
environments. Thus, it was possible to build a new
dataset containing actual network data.

The rest of this article is structured as follows: Section II
presents the related works and the main definitions of con-
cept, and Section III introduces the proposed Tree-CNNusing
different activation functions. In Section IV, experimental
results are provided and discussed. Finally, conclusions are
drawn in Section V.

II. RELATED WORK
IDSs have been implemented in several studies [36]–[39],
as they are fundamental in protecting computer networks
against virtual attacks.

Traditional IDS are based on fixed or dynamic rules [7],
[40], [41] to identify attacks on the network. However, attack-
ers employ various techniques to camouflage their attacks
and confuse the defense systems of the target. Furthermore,
detection is performed based on pre-existing signatures or
anomalous traffic. Signature detection is a failure for zero-day
attacks [42], [43]; as attacks of this type are unknown,
atypical traffic detection can be executed by machine learn-
ing algorithms [6], comparing regular patterns with patterns
attacks, and classifying traffic.

There are several challenges for adjusting and correctly
configuring an IDS [16], as is the case with zero-day attacks,
in which IDS has no prior knowledge of the vulnerability.
As stated in [16], current and realistic datasets for train-
ing machine learning algorithms are critical for machine
learning-based IDS. Optimization of these datasets is also
necessary because with fewer attributes, the classifications
can be faster.
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In this context, a study [44] was carried out on the datasets
DARPA98 [44], [45], KDD99 [44]–[47], ISCX2012 [44], and
ADFA13 [44], [48]. In this study, the authors point out that
the main problem in research is the propagation of errors
contained in problematic datasets, as is the case with KDD99
[10], [49], which has a large number of redundant records.
According to [9], about 78% of training records and 75%
of test records repeat in the KDD99 set. The comparison
of efficiency between several traditional (shallow) machine
learning and deep learning algorithms is the subject of studies
in [6], [17], [20], [22].

In assessing the performance of Machine Learning (ML)
algorithms in the NSL-KDD dataset, in [17], the SVM, Naive
Bayes, Decision Tree, and Artificial Neural Network (ANN)
with MLP have been studied for detecting attacks of the
following types: DoS, Probe, Remote to Local, and User to
Root [47], [50]. In [17], an accuracy of 97.72% was shown
for SVM and 97.82% for ANN. According to the authors, this
was possible by adjusting the c and gamma parameters for
SVM, while for ANN, the best result was achieved with four
layers. Despite not showing a significant difference between
the results of the two algorithms that obtained a better perfor-
mance, the authors pointed out that the classification speed
was much higher after applying the PCA technique in reduc-
ing the dimensionality of the NSL-KDD dataset [9]. Thus,
the need for optimizing the dataset is confirmed according to
[16], [44], [51]–[53].

ML algorithms for network intrusion detection were also
evaluated in [18], in which the results of the Logistic Regres-
sion, K-Nearest Neighbor (KNN), Gaussian Naive Bayes,
RandomForest, Linear SVM, and Linear algorithmsDiscrim-
inant Analysis are presented for detecting DDoS attacks. The
authors used the CICIDS2017 dataset [21] as a source for
testing and training the algorithms. The algorithm with the
highest efficiency in the classification was Random Forest,
reaching 96.2% accuracy. The authors attribute the positive
result to the cross-validation technique used by the algo-
rithms. This technique eliminates the problem known as
underfitting, which refers to the creation of a model with little
data, making this model not correctly represent a real envi-
ronment [54]. The studies also reinforce the need to reduce
the dimensionality of the dataset [18]; the SelectPercentile
method is used for reducing the number of attributes from
85 to 12, in addition to replacing the Not a Number (NaN)
values with the median of the values in the same column.

In [23], the authors created a method for detecting net-
work intrusion based on DBN. The method consists of
several layers of Restricted Boltzman Machines (RBM),
using a greedy algorithm in the unsupervised training phase.
According to [23], the algorithm optimizes each train-
ing layer, applying fine adjustments of parameters of the
network layers. For training and testing of the model,
the CICIDS2017 dataset [21] was used. The study achieved
an accuracy of 97.71 % for Brute Force attacks, 96.67 %
for Dos/DDoS, 96.37 % for Infiltration, and 98.37 % for
Web attacks. The model proposed in [23] showed superior

results when compared with others, such as SVM, Recurrent
Neural Network (RNN), Spiking Neural Network (SNN), and
Feedforward Neural Network (FNN). For this reason, our
work was compared with the DBN method [23].

III. TREE-CNN AND ACTIVATION FUNCTIONS
This section presents the Tree-CNN algorithm and the Soft-
Root-Sign (SRS) activation function. Both have previously
been studied mainly in image classification [32], [55]. How-
ever, in this research, the Tree-CNN algorithm and the SRS
are applied to the classification of network traffic.

A. TREE-CNN
Traditional CNN models are designed to be sequential and
generate detection at the top [56] of the network, that is,
without branches. In hierarchical models, branches can refine
the classifications performed by the network trunk. The initial
layers of CNN learn generic resources [57], and this feature
is used to transfer learning data [58]. In a hierarchical CNN,
such as Tree-CNN, the upper nodes generally classify the
classes using simple resources [59], decreasing the complex-
ity in the training phase. The hierarchical models of CNN
demonstrate better performance than the Deep Convolutional
Neural Network (DCNNs) models [59].

A Tree-CNN starts as a single root node and, subsequently,
new hierarchies are created to accommodate new classes.
A similar topology is applied in [60], where the new classes
are added to the old class, divided into two superclasses using
an error-based model.

Tree-CNN is used in [32]. However, the topology is applied
in a different scenario, a car image testing, where the preci-
sion results are greater than 85%. In this work, the contribu-
tion is to adapt and test the Tree-CNN topology in a scenario
of computer network traffic classification for attack detection.

The steps of a Tree-CNN are usually:

• Initially, the neural network is trained to classify data
into N classes. The data belonging to a new class are
presented to the neural network, and then, the network
grows to accommodate the new class;

• The neural network grows by adding branches or leaf
nodes to the current structure;

• The objective of reducing the training effort is composed
of two components: the number of updated weights
and the number of examples, old or new, required for
training;

• Finally, the updates are located in a sector of the tree.

In a Tree-CNN, P(xt ,Tr) represents the probability that
the input data will be correctly classified in a category by
the neural network trunk net. There are two subnets, one to
encode the input function in a fixed number of classes, which
can be a leaf node or a branch, and the other to encode the
locations for the output functions, the neural network trunk
net.

The function P(Ci,Tr) represents the probability that the
input data will be correctly classified in the i-th category,
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whereas P(xt ,Br) is the probability that the input data is
correctly classified in the i-th category by a branch of the
network. In the branch, P(xt ,Br) > P(xt ,Tr), as the branch
of the network is responsible for distinguishing the i-th cate-
gory from other similar categories, where it is different from
the trunk net of the network. Assuming that P(Ci,Tr) is
close to 1, the probability of Tree-CNN P(xt ,Br)P(Ci,Tr)
correctly classifying the category in branch A is higher than
the probability of P(xt ,Tr).

B. ACTIVATION FUNCTIONS
Activation functions play a crucial role in the structure of
artificial neural networks to solve complex problems. In this
work, the activation function ‘‘Soft-Root-Sign’’ (SRS) [26],
[61]–[63] will be used. This function can be adjusted adap-
tively to the output through a pair of independent trainable
parameters, with a better generalization performance and a
faster learning speed.

The SRS activation function is defined by:

SRS(p) =
p

p
α
+ e−

p
β

(1)

where α and β variables are a pair of trainable positive
parameters. The SRS presents a nonmonotonic region in
which p < 0 provides the property with zero mean. When
p > 0, it avoids and rectifies the output distribution. The SRS
derivative is defined as follows:

SRS ′(p) =
(1+ p

β
)e−

p
β

( p
α
+ e−

p
β )2

(2)

The output of an SRS is limited by the range αβ
β−αe , α.

In our experimental tests, other activation functions were
used, such as Softmax and ReLU. These activation functions
were used for comparison purposes.

IV. METHODOLOGY
In this section, the main steps to obtain the proposed IDS
model for classifying attacks will be presented, using the
Tree-CNN (SRS).

The Tree-CNN uses a maximum depth of 4 with a max-
imum number of child nodes for a branch node of 10. The
model works with 11 layers, containing four convolutional
blocks, each block having two sets of 3 × 3 convolutional
kernels with a momentum of 0.9. A weight decay of 0.01 is
used, in which all CNNs are trained for 300 epochs.

Fig. 1 illustrates the methodology followed to analyze the
network traffic flow as well as the application of the deep
learning algorithm for detecting malicious traffic. Firstly,
the network traffic was captured from a university campus
to build a dataset. This dataset was used for the training and
initial testing phase. Later, a PCA technique was applied,
its output feeding the ML model by using the Tree-CNN
and the SRS activation function. Finally, the classification
into anomalous or not anomalous traffic was performed,
as well its validation. It is important to note that the two

datasets are used for performance evaluation of the proposed
IDS, one of them being an existing public dataset named
CICIDS2017 [21], and the second one built using the network
traffic of a medium-sized company.

The blocks introduced in Fig.1 are described below.

FIGURE 1. Methodology for the network traffic analysis using the deep
learning model.

A. CAPTURING THE NETWORK TRAFFIC
Firstly, the network traffic is captured to be analyzed for the
proposed system.

The traffic is collected by using the tcpdump tool and
converted into a readable format by theWaikato Environment
for the Knowledge Analysis (WEKA) software and the Ten-
sorFlow library [64].

The network traffic, extracted from a university campus,
is captured to form the dataset to be built. It is important
to note that the classification of the data to form the dataset
is performed by three specialists, which classify the attacks
into DDoS, Infiltration, Brute Force, and Web attack. The
specialists analyze the main characteristics, such as flow
number, source flow, and address variation. According to
these features, the labeling is performed to determine whether
it was an attack or not, and which kind of attack it was.

B. DATASET
In this work, three datasets are used, one for training and
testing the proposed model, in which data are extracted from
a university campus, and two more datasets for performance
evaluation, extracted from a medium-sized company and the
CICIDS2017 [21].

1) DATASET BUILT IN THE STUDY
In this work, a new dataset is created for the training and
perform initial tests of the algorithm. The data contain benign
traffic and attacks. The new dataset is obtained in a common
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LAN network topology of a university campus, with eight
subnets installed, divided into Dep1 to Dep8 and server room.
For all the departments, different operating systems are used,
such as Microsoft Windows 7, Windows 8.1, and Windows
10, and the Linux Ubuntu distribution. Different Microsoft
Windows servers, such as 2012 and 2016 are used for the
server room.

Table 1 shows the number of computers in each department
and server room.

TABLE 1. Distribution of machines between departments in the
university campus scenario.

A graphical representation of the network topology is pre-
sented in Fig. 2.

A Linux distribution called Kali Linux is used for exe-
cuting the attacks. This distribution focuses on auditing and
security of computers and networks. It is widely used in the
security area, as it has a set of preinstalled tools that facilitate
the audit process.

The dataset of the scenario was built with the types of
attacks studied in this study; DDoS, Infiltration, Brute Force,
and Web, as well as benign traffic, thus forming a heteroge-
neous basis.

All traffic was captured from the attack period with the tcp-
dump tool and stored, thereby creating records of benign (reg-
ular) traffic and malicious traffic produced by the attack.

After the network traffic was captured, the data were
treated and the dataset was built.

Table 2 presents a brief survey of the characteristics of the
main public datasets, where Dataset1 refers to the dataset
built of the university campus and Dataset2 refers to the
medium-sized company scenario. In the comparison with
our datasets, the evolution of datasets is observed, mainly in
the zero-day type of attack, in which there is no knowledge
of the attack, only traffic patterns that suggest an attack in
progress. Additionally, the majority of the datasets do not
have characteristics of new devices like IoTs, which is a
missing characteristic in present days. On the other hand, our
datasets have more actual characteristics with more up-to-
date common attacks.

2) EVALUATION DATASETS
The proposed system was evaluated with the CICIDS2017
dataset [21] used in [23]. The CICIDS2017 dataset [21]
presents benign and common attacks, for instance, DDoS,
Infiltration, Brute Force, and Web attack, which resembles

FIGURE 2. Diagram of the network setting used to form the dataset built
for the University campus scenario.

the true real-world data. For this dataset, abstract behavior
of 25 users based on the HTTP, HTTPS, FTP, SSH, and email
protocols was built.
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TABLE 2. Brief survey of the characteristics of the main public datasets.

The CICIDS2017 [21] data were captured from the period
starting at 9 a.m., Monday, July 8th, 2019, and ending at
5 p.m. on Friday, July 12th, 2019, for a total of five days.
Monday represents the typical day and only includes benign
traffic. The attacks were executed both in the morning and
afternoon on Tuesday, Wednesday, Thursday, and Friday.

Additionally, the proposed system applies a real scenario
of a medium-sized company. This scenario consists of eight
departments, with 1,126 interconnected devices, including
workstations, printers and copiers, telephones with Voice
over IP (VoIP) technology, mobile devices via a wireless
network, and servers. The departments are interconnected by
routers, and within the departments, the devices are inter-
connected by a network wired to the switch, in addition to
wireless network devices. All devices are connected to the
Internet.

Fig. 3 shows the model using the Tree-CNN algorithm and
the SRS activation function applied in an authentic environ-
ment in a medium-sized company. This scenario was chosen
because it is one of the main targets of attacks, as it is the
typical network environment in companies, where successful
attacks can produce financial gains to attackers.

The activities on the network are composed of access to the
Internet, namely visits to web pages, sending and receiving e-
mails, and telephone calls using VoIP.

C. APPLICATION OF THE PRINCIPAL COMPONENT
ANALYSIS FILTER
In the preliminary tests, the Principal Component Analy-
sis (PCA) technique used to choose the characteristics and the
effectiveness of selecting the main attributes in the analysis of
attacks were verified.

In this work, the PCA was used to reduce the dimensional-
ity of the data. The Java programming language was applied
to the implementation. Initially, 41 features were extracted
from the dataset, which are the traditional features. After the
PCA application, a reduction occurred for 12 features, which
are related to date, time, time period, source address, network
congestion flow, keywords, normal flow, current number of
users, old users, new users, access ports, and protocol. Initial
experimental tests were performed, and the results showed
that the feature reduction did not affect the accuracy of the
different kinds of attacks.

After collecting and classifying data, a model with such
data was generated, and this model was then used to classify
new input data.

FIGURE 3. Computer network environment diagram used in a
medium-sized company.

D. DEEP LEARNING MODEL BASED ON TREE-CNN
In this work, a hierarchical model was used, that is, with
several CNNs. This topology showed better results than the
single-layer models, in which the CNN acts as a root node
with several leaf nodes. In the Tree-CNN, a new learning task
is defined to identify attacks in this context, and a sample
containing the benign network traffic and attacks is inserted
in the root node.

Then, a dimensional matrix is obtained from the output
layer with the number of children of the root node. The SRS
probability function was used for this topology.

Fig. 4 illustrates a representation of the Tree-CNN. In the
figure, the Tree-CNN is represented by the input node
(ROOT), the branch nodes are the intermediaries having a
father and two or more children, and the leaf node represents
the last level of the tree. The samples represent the captured
traffic that is classified by the Tree-CNN model.

To obtain the model, the dataset was divided into 60% for
the training phase, 20% for validation, and 20% for testing.
Twelve attributes of the captured traffic were extracted. These
attributes were labeled by the classifier after going through
Tree-CNN, which generated an estimated value for each traf-
fic sample.

As stated before, algorithms such as NB, SVM, RF, MLP
were used for a comparison with the proposed model. These
algorithms have been studied in several papers, e.g., [17],
[18], [35], [65], [66] to detect computer network intrusion.

The WEKA software was used for the single-layer ML
algorithms, while the implementation was performed in
Python 3.5 for the Deep Learning algorithms, with the Ten-
sorFlow, Numpy, Pandas, and Jupyter libraries.
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FIGURE 4. Tree-CNN topology developed in this work for classifying network traffic.

The Tree-CNNalgorithm used a batch size of 10, amomen-
tum of 0.8, a learning rate of 0.01, training 50 epochs, and a
dropout rate of 0.5 was used. The values were chosen based
on experimental tests.

E. EVALUATION OF THE PROPOSED MODEL
Two scenarios were used for the evaluation of the proposed
algorithm; the dataset of a medium-sized company and the
CICIDS2017 [21] dataset.

Additionally, the DBN system [23] was chosen as the
model for the comparative assessment of the proposed attack
detection system. It is important to note that the DBN system
[23] was selected for comparison because it detects the same
kinds of attacks as the ones studied in our work. Further,
for comparison, the DBN system [23] was also tested in the
same dataset that was used in our work, viz. themedium-sized
company.

Furthermore, and for comparison purposes, our detection
system based on the Tree-CNN was also implemented with
the Softmax and ReLu activation functions. Thus, the use of
the SRS activation function can be properly justified.

F. PERFORMANCE MEASURES
The evaluation of the effectiveness of each classifier in ML is
measured based on the results of accuracy, recall, precision,
and F-measure.

Measurement calculations are expressed by the following
equations:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(3)

Recall =
TP

TP+ FN
(4)

Precision =
TP

TP+ FP
(5)

F-measure =
2× (precision× recall)

precision+ recall
(6)

The values for the variables True Positive (TP), True Neg-
ative (TN), False Positive (FP), and False Negative (FN) are
determined from the confusion matrix.

V. RESULTS AND DISCUSSION
This section describes the results of experiments related to the
performance evaluation of the Tree-CNN algorithm with the
SRS activation function.

A. PERFORMANCE OF THE TREE-CNN ALGORITHM AND
THE SRS ACTIVATION FUNCTION IN THE DATASET
BUILT IN THIS STUDY
According to Tables 3, 4, 5, and 6 the Tree-CNN
and the SRS activation function achieved the high-
est average accuracy (0.99/0.98/0.99/0.98), sensitivity
(0.98/0.98/0.98/0.99 ), precision (0.97/0.99/0.96/0.99), and
F-measure (0.98/0.98/0.98/0.98) for classifying the DDoS,
Infiltration, Web, and Brute force attack in the university
campus scenario.

It is worth noting that the Tree-CNN in conjunction with
other activation functions, such as Softmax and ReLU, pre-
sented better results than the other algorithms.

The results of the machine learning algorithms in the
training phase are presented in Table 3 for the DDoS attack,
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TABLE 3. Results of the machine learning algorithms for classifying the
DDoS attack in the training phase for the dataset built.

TABLE 4. Results of the machine learning algorithms to classify the
Infiltration attack in the training phase for the dataset built.

TABLE 5. Results of the machine learning algorithms to classify the Web
attack in the training phase for the dataset built.

TABLE 6. Results of the machine learning algorithms to classify the Brute
Force attack in the training phase for the dataset built.

TABLE 7. Results of accuracy and F-measure of the attacks classified
through the Tree-CNN (SRS) in the testing phase for the dataset built.

in Table 4 for the infiltration attack, in Table 5 for the web
attack, and in Table 6 for the brute force attack.
The Tree-CNNwith SRS obtained the highest performance

compared with the other models in the training phase, and
thus, this configuration is used in the following steps. Table 7
shows the values of accuracy, recall, precision, and F-measure
of the proposed algorithm for the attacks studied in the testing
phase using our dataset built for the study.

TABLE 8. Results of accuracy and F-measure of the attacks classified
through the Tree-CNN (SRS) in the testing phase in the medium-sized
company.

B. EVALUATION OF THE TREE-CNN ALGORITHM AND THE
SRS ACTIVATION FUNCTION
The model proposed in this work was evaluated according
to real-time network traffic in a medium-sized company,
the scenario of which was shown in Fig. 3.
Table 8 shows the accuracy results obtained by the pro-

posed Tree-CNN (SRS) model in the testing phase in the
medium-sized company.

C. EVALUATION OF THE PROPOSED SYSTEM WITH THE
DBN MODEL
The performance of the proposed system was compared with
the solution presented in [23] based on Deep Belief Network
(DBN) in terms of their capability of detecting intrusions.
To make the comparison with the proposed system, the DBN
system [23] was tested in the dataset used.

The results of accuracy, recall, precision, and F-measure
are shown in Fig. 5. Scen 1 refers to the dataset built of the
university campus and Scen 2 refers to the medium-sized
company scenario.

According to the results shown in Fig. 5, the model pro-
posed in this work, the Tree-CNN with the SRS activation
function, achieved an accuracy value of 0.98 in the detection
of Infiltration attacks in the two evaluation scenarios, while
the DBN system [23] achieved a value of 0.93 when using our
dataset and 0.92 in the medium-sized company scenario.

FIGURE 5. Comparison of the accuracy of the proposed detection system
with the DBN model in the different attacks evaluated.
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TABLE 9. Results of the accuracy of the attacks classified by the DBN
system [23] in the testing phase, using the CICIDS2017 [21] dataset.

TABLE 10. Results of the execution time for the classification of attacks
by the DBN system [23] and the proposed algorithm in the testing phase,
using the CICIDS2017 [21] dataset.

In addition to the accuracy values, ourmodel presented bet-
ter results in terms of the F-Measure. The best result achieved
by the DBN system was 0.95 for detecting Brute Force and
Web attacks, whereas our model achieved an F-Measure
of 0.98 in the other attacks.

In addition, the proposed attack detection system was also
compared with the CICIDS2017 dataset [21] for performance
analysis. The results are shown in Table 9.

There is a slight difference in the results; however, the pro-
posed system achieved a faster detection, decreasing the
detection speed of the attacks by 36% on average, as can be
seen in Table 10.

Table 10 also shows the computational complexity of the
proposed method in relation to the execution time. Addition-
ally, in relation to the use of the Random Access Memory,
the proposed algorithm had a decrease of 10% in the execu-
tion time compared to the DBN method.

VI. CONCLUSION
The activation function plays a critical role in deep neural
networks; therefore, the use of a more effective activation
function was investigated. In this work, SRS presented good
results for accuracy, sensitivity, precision, and F-measure.
Based on the results obtained in the tests in different envi-
ronments, the model proposed in this work was better for the
DBN system, and the detection speed of the attacks decreased
by 36% on average for testing the model compared with the
DBN system. This result is very significant, especially in
a critical environment, where the early detection of attacks
is essential to prevent damage. The time complexity when
using the SRS activation function was low compared with the
other algorithms because the SRS has a better generalization
performance as well as a faster learning speed for generating
the model through batch normalization, thereby accelerating
the deep network training. Furthermore, the SRS presents the
fastest convergence rate, thus decreasing the time complexity
in the Tree-CNN. This work validated the use of the SRS acti-
vation function in the Tree-CNN algorithm. The experiments
showed significantly higher learning rates and proved the
properties of the SRS, that is, smoothness, nonmonotonicity,
and delimitation. Moreover, the bounded property of the SRS
activation function differs from the other activation functions.

The assertiveness rate of Tree-CNN and SRS presented
higher values concerning other metrics, validating the pro-
posal to use this algorithm solution.

In a future work, the target is to test other activation func-
tions and the combination of ReLU and Softmax functions.
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