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ABSTRACT Bone age assessment (BAA) based on hand X-ray imaging is a common clinical practice for
investigating disorders and predicting the adult height of a child. However, the traditional manual method is
time consuming and prone to obverse variability. There is an urgent need for a fully automatic framework
based on deep learning with high performance and efficiency. We propose an end-to-end BAA model based
on lossless image compression and a squeeze-and-excitation deep residual network (SE-ResNet). First,
we apply the compression module to compress the raw image without losing important features. Second,
the SE-ResNet-based model extracts features of the compressed images. Furthermore, the regression model
with improved loss function predicts bone age. The experiments on a public dataset reveal that our method
outperforms the baseline models. In conclusion, the presented method is a fully automatic and effective

solution to process hand X-ray images for BAAs.

INDEX TERMS Bone age assessment, deep learning, convolutional neural network, residual network,

regression.

I. INTRODUCTION

Bone age assessment (BAA) through radiographs of the left
hand is widely used in the diagnosis, treatment and monitor-
ing of endocrine, genetic and growth disorders in children [1].
Moreover, this work is often applied to the prediction of adult
height in a child [2], which is potentially beneficial for sports
medicine. Figure 1 shows some typical hand radiographs
of different ages for BAA. The bone joint and cartilage of
children’s hands of different ages are obviously different.
Male and female children of the same age have different hand
bone structures.

Based on the subtle bone/cartilage development pattern in
X-ray images, physicians can manually assess hand bones in
accordance with the Greulich and Pyle (GP) method [3] or the
Tanner-Whitehouse (TW) method [4]. The GP method com-
pares a hand radiograph with a reference atlas, while the TW
method is based on a scoring system. However, both methods
are time consuming and rely on domain knowledge and the
experience of radiologists. Thus, in this task, automated BAA
methods by computers are necessary.
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FIGURE 1. Left-hand X-ray images of male and female children at
different ages. The red box indicates some areas that need to be
focused on.

Automatic computer methods have played important roles
in medical image processing, as well as in BAA [5]-[9].
Moreover, deep learning methods play an important role in
BAA [10]-[17].

In this work, we proposed an automatic BAA model based
on a convolutional neural network (CNN) and regression
processing. We introduce a compression module to reduce
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the size of raw images, solve the time-consuming problem
in model training, and preserve image features. We first
apply the squeeze-and-excitation deep residual network
(SE-ResNet) for BAA. The experimental results prove
that the SE-ResNet significantly outperforms other CNN
based models on features extraction of hand bone images.
We improve loss function with adding a Gaussian weight,
which can make the model pay more attention on the small
samples and mitigate the impact of data imbalance on results.

Il. RELATED WORK

Conventional approaches of BAA rely on professional experi-
ence and manual work. All the procedures consume too much
time and observer variability. However, they provide some
design ideas for the automatic computer method. For exam-
ple, when analyzing an X-ray image, radiologists first ignore
the background and focus on the regions of interest (ROIs)
in the image. Many researchers draw on this process for
automatic BAA methods. Pietka et al. developed semantic
features for BAA and suggested a multiple-step processing
method: direction determination and background elimination,
phalanx location and length measurement, ROIs extraction,
global size and distance length determination [5]. According
to the TW method, Bocchi et al. applied a preprocessing
method to obtain features from important regions, and used
neural networks to make the hone complex to a maturation
stage [6].

As one of the image processing tasks, the BAA of hand
X-ray images is generally defined as a classification or regres-
sion problem. In the last two decades, numerous machine
learning methods have been used for BAA, such as the
decision tree method [7], k nearest neighbor (kNN) classi-
fication [8], and support vector machine (SVM) [9]. How-
ever, the aforementioned works need to use prior knowledge
to extract features manually, and these methods have low
accuracy.

Recently, the success of CNNs for medical image pro-
cessing has been reported [18]-[20]. Deep learning meth-
ods based on CNNs have been suggested for image
preprocessing and feature extraction in BAA tasks, such as
fine-tuned CNNs [10], methods based on visual geometry
groups (VGGs) [11], UNets for segmentation [12], [13], deep
residual network (ResNet)-based models [14], and CNNs
with attention mechanisms [15]. Moreover, scholars have
proposed new ideas for solving the problem of BAA. Liu et al.
proposed a multiscale data fusion framework for BAA with
X-rays based on a transform and CNNs [16]. Liu pioneered
the application of ranking learning to BAA and presented
a ranking CNN to predict bone age [17]. These works are
successful in the task of BAA. However, a number of works
have applied two- or three-stage methods to solve this prob-
lem of BAA. They segment the images as data preprocessing.
The processed data are input into feature extraction and the
BAA model for training. Furthermore, image segmentation
or other preprocessing requires labeled data to evaluate the
processing performance, which increases the complexity of
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training. Thus, a fully automatic end-to-end model for BAAs
is necessary. Above all, we can learn from the success of these
applications and optimize the network architecture for BAA.

ill. MODEL

For hand X-ray images, we presented a fully automatic BAA
model based on CNN. Figure 2 shows the architecture of the
proposed model in this work. First, the raw images are input
to the compression module for data preprocessing. In this
process, the image is compressed to a specific size without
losing important features, and the model initially extracts the
image features. Moreover, the SE-ResNet module learns the
features of the compressed images and the gender. Finally,
the regression module obtains the bone age through feature
images. Furthermore, we improve the loss function to train
the model.

i
. i
Regression |

FIGURE 2. Overall view of the proposed method. The architecture
contains raw image compression, SE-ResNet, and a regression module.

A. COMPRESSION

In the BAA task of hand X-ray image, there are several
effective preprocessing methods, for example, bone segmen-
tation [11], [12], convex-hull based method [21], and so on.

The proposed compression module is applied to compres-
sion and feature extraction of raw X-ray images. Due to the
large size of the X-ray image, there are many blank areas in
the image beside the hand area. These areas have no practical
significance, and focusing on these areas will also cause a
waste of computing resources. Moreover, using 23wrX-ray
images to predict bone age usually focuses on a few specific
areas. Compared with the size of the whole image, the size
of these key areas is very small. If the image size is reduced
blindly, it will lead to the loss of bone age features, thus
reducing the accuracy rate.

To compare the effects of different input sizes on the
model, we used images of different sizes to train the
VGG-16 model [22] as Table 1.

In Table 1, the larger the size of the input images is,
the better the result. The size of the input images can affect
the final recognition accuracy. However, the large size of the
input makes the training time too long, and the calculation of
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TABLE 1. Results of different size training images in terms of the mean
absolute error (MAE).

Image size Time/s MAE/m
128*128 281 12.9
256*256 373 11.2
512*512 764 10.2

1024*1024 2344 9.6

the model too large to train. Thus, the size of the data input to
the feature extraction network must be within a certain range.
If the raw features of the image can be retained more, the bone
age prediction can be better completed. Thus, we apply the
compression module based on CNN to compress the image
size without losing important features. This module can pre-
serve the image features and shorten the training time. The
structure of the compression module is shown in Figure 3.
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FIGURE 3. The structure of the compression module. Different colored
arrows indicate different operations.

The compression module scales the length and width of
the image by convolution and pooling and completes the
preliminary feature screening by upsampling and shallow
feature fusion. In Figure 3, through two convolutional layers
with a kernel of 3 x 3, the size of the input data is transferred
from H x W x 3to H x W x C;, where Cj is the number of
channels. Then, through max-pooling, the size is compressed
to % X % x C>. When compressed to a specific size (for exam-
ple, 2y %), feature fusion and extraction are performed. The
final size of the feature map is % X % xC.

This module retains as many key features as possible and
removes the features of the blank area to reduce the size of
the raw image.

B. SE-ResNet

CNNs have shown its superiority in computer visual tasks.
The squeeze-and-excitation (SE) block can associate and
learn the features between channels to improve the quality
of feature representations using a feature recalibration strat-
egy [23]. The SE method automatically obtains the weight
of each channel by learning, and enhances the important
features. Figure 4 shows the architecture of the SE method.
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FIGURE 4. The architecture of two SE blocks, and one block contains two
operators: squeeze and excitation. Different colored arrows indicate
different operations.

The squeeze operator compresses the input information
to generate a statistical channel by applying global aver-
age pooling. The excitation processing contains two fully
connected layers around the nonlinearity and a ReLU. The
excitation operator weights the input data to generate a weight
channel. The size of the feature channel is maintained through
the squeeze-and-excitation operators.

The residual block of ResNet can make good use of shallow
features to obtain more key feature values, and it has often
been applied as the main feature extraction structure in
the task of image classification and recognition [24]. Thus,
this paper used ResNet as the main structure of the feature
extraction part. The SE-ResNet module can be obtained by
combining the SE block with the ResNet model, and the cal-
culation process the SE-ResNet module is shown in Figure 5.
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FIGURE 5. The structure of the SE-ResNet module.

As shown in Figure 5, squeeze and excitation work before
the summation operation. The residual block of ResNet inte-
grates the SE structure, which can not only make full use of
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the shallow features but also further reweight each channel
of the shallow features to enhance the key feature extraction.
We gain the output of SE-ResNet as (1).

y=F (fie @), (@) +x ey

where x and y are the input and output of the SE-ResNet,
fse(+) is the function of the SE block, and w; is the weight
of the network of the i-th input. However, in the process of
the squeeze operation, we need to define the scale of the
feature image, which greatly affects the value of reweight.
Since the size of each input feature image is not the same, this
paper proposes an adjustable scale according to the size of the
feature channel. We define the output of the j-th SE-ResNet
block as in (2).

Vi = F(fse(x)), (i) + x; ()

where y; is the output of the j-th SE-ResNet structure.

C. REGRESSION AND IMPROVED LOSS FUNCTION

The linear regression module is composed of multiple fully
connected layers, and takes the output feature vector of the
upper layer as the input. One of the most common loss
functions for regression task is the mean squared error (MSE)
as in (3).

1 )
Luse = — Zi:l lyi — &il 3)

where y; and g; are the i-th output of the proposed method and
ground truth, respectively.

Considering the problem of data imbalance, we improved
the MSE loss by adding Gaussian parameter. This parameter
can increase the weights of small classes. The improved loss
function is obtained as in (4) and (5).

1 n
L==%"  (+a)ly—gl )
p— ‘i ®)
i = ex ey
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where «; is the Gaussian weight, ¢; is the count of samples
per age, and B is the parameter to control the weight of every
age and make sure «; € [0, 1].

IV. EXPERIMENTS
A. DATASET
For the task of BAA, public datasets are limited. Fortu-
nately, the Pediatric Bone Age Challenge, organized by the
Radiological Society of North America (RSNA), provided
12,611 left-hand X-ray images with corresponding bone ages
under 19 years old of male and female. We randomly picked
2,323 images for validation and 200 for testing. The remain-
ing images were used for training. Some examples from the
randomly selected RSNA dataset are shown in Figure 6.

In Figure 6, the hand X-ray images vary considerably in
intensity, contrast, and brightness. Moreover, the size and
position of the hands in different images also vary greatly.
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FIGURE 6. Examples of RSNA dataset.

This variance increases the difficulty of training an end-to-
end model for BAA. Thus, it is necessary to preprocess the
raw images of the RSNA dataset.

B. BASELINES

We applied the following models as the baselines for BAA
task.

o kNN [9]: Harmsen ef al. implemented a kNN model for
the BAA task based on grouped data. The best experi-
mental result for KNN was obtained by k = 5.

o SVM [9]: Harmsen et al. proposed an SVM model based
on content-based image retrieval. They applied the radial
basis function as a kernel for the multiclassification task.

o VGG [11]: Iglovikov et al. applied a U-Net as the
segmentation model and a VGG-style network as BAA
feature extraction.

o Mask R-CNN [25]: The proposed framework is com-
posed of a Mask R-CNN subnet of segmentation and a
residual attention network for BAA.

o U-Net 4+ CNNs [12]: Pan et al. proposed an active learn-
ing segmentation model based on U-Net and applied
deep CNNs with pretrained weights on ImageNet for
BAA.

C. OBJECTIVE EVALUATION
The mean absolute error (MAE) between the output and
the label annotated by expert is the most commonly used
evaluation metric in BAA. In this paper, we also calculate the
MAE as in (6).
N
MAE = Ilv >, i =il ©)

where x; and y; are the label and estimated bone age in
months.

D. EXPERIMENT SETTING
We set the hyperparameters of model training as Table 2.

As shown in Table 2, we trained our model by using Adam
with gradient clipping [26]. A dropout rate of 0.5 was chosen
before the output layer, and the batch size was set to 32. The
initialized learning rate is set to 0.001. o and g in (5) control
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TABLE 2. Hyperparameters setting of our model.

Hyperparameter value
Activation function of CNNs ReLU
Optimizer Adam

Dropout 0.5

Batch size 32
Learning rate 0.001

Epoch 100

oin(5) 400

B in (5) 100

the sample weight of each age. The largest class in training
set has 1,113 samples. Thus, we set ¢ = 400 and 8 = 100 to
make the model work best.

We used Keras from https://keras.io as our deep learning
framework, and all the models were trained on four NVIDIA
Titan X GPUs.

V. RESULTS AND DISCUSSION

A. OVERALL PERFORMANCE

Table 3 shows the results achieved on the RSNA
dataset. The proposed model offered relative improvements
of 5.96 months compared with kNN and 3.92 and 2.02 lower
than SVM and VGG based methods in terms of the MAE. Our
method also outperformed the Mask R-CNN and the U-Net +
CNN s even if they have similar feature extraction structures.

TABLE 3. Results of experiments in terms of MAE.

model MAE/m
kNN [9] 12.00
SVM [9] 9.96
VGG [11] 8.08
Mask R-CNN [21] 7.38
U-Net + CNNs [12] 735
Ours 6.04

SVM and kNN are based on the artificial features for
prediction, while CNN is based on the machine automatic
acquisition of features to make better use of the influence
features. Therefore, the effect of the VGG model is better
than SVM and kNN in the experiment, and the VGG model
will make the shallow features disappear gradually after mul-
tiple convolutions. ResNet can retain the shallow features by
superimposing the residual structure in the training process,
retain the global features, and improve the recognition accu-
racy. On the basis of ResNet, the SE structure was added,
which can fuse two channel features on the basis of shallow
features. For high-resolution images, directly reducing the
size of images will lose the key features of the target. Thus,
the proposed compression module can fully retain the image
size features, which can better retain the image features and
further improve the recognition accuracy.
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In order to reflect the improvement of gender information
on the results, we conducted a comparative experiment with
and without gender information in the training of our model.
We divided the test results into male, female and the whole
set, and the results are shown in Figure 7.

@ With gender Without gender

w

Male Female Whole

FIGURE 7. The result on male, female and the whole test set with and
without gender information in training.

As shown in Figure 7, when considering gender informa-
tion in model training, the experimental results are better than
ignoring gender information.

B. FURTHER IDENTIFICATION

The attention mechanism is applied to add the weight of
important areas in images. Figure 8 reports the focus areas
of the SE-ResNet module on the RSNA. The key areas are
concentrated in the joints of the hand, which is consistent with
the analysis of experts. Moreover, the model can avoid the
interference of noise, for example, other people’s hand in the
image.

FIGURE 8. The focus areas of SE-ResNet module. The highlighted colors
in the figure indicate the area that the model focuses on.

The ablation studies can ensure all the components of
the proposed model are efficient. The main components
of our model include compression module, SE-ResNet,
and improved loss function. The proposed model can be
expressed as C 4+ S + I. The models depicted in Table 4 are
as follows: S + I (SE-ResNet with improved loss function,
and the size of input image is 256*256), C + I (the same
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structure as our method but it applies the ResNet instead
of SE-ResNet module), C + S (applying the mean squared
error instead of the improved loss function), CH 4+ S 4 1
(using the convex hull instead of the compression module,
and the size of input image is 1024*1024), U + S + I (using
the U-Net instead of the compression module, and the size
of input image is 1024*1024), and ours (the size of input
images is 1024*1024, and the size of compressed images is
256*256). All the models applied the same hyperparameters
as the proposed model.

In Table 4, we report the MAE and time consuming of
different models, and the results show that every part of our
model is necessary for the entire architecture. The role of the
compression module is raw image compression without los-
ing important features. Compared with convex hull and U-Net
pre-processing method, the proposed compression module
showed its improvement of results. The convex hull and other
methods can cut the hand region and remove some useless
image information. However, these methods lack the process
of feature selection. The compression module can not only
automatically adjust the extraction of the target region in the
training process, but also make use of the feature information
of the target area, and send more useful feature information
into SE-ResNet structure. Moreover, the improvement of the
SE structure to the result shows that the SE-ResNet module
plays a role in feature extraction of bone age. Furthermore,
the improved loss function is better than the mean squared
error loss for BAA.

TABLE 4. Experimental results of ablation studies in terms of the MAE.

model Time/s MAE/m
S+1 781 8.63
C+1 945 8.39
C+S 1067 6.32
CH+ S+ 1084 6.17
U+S+1 1683 6.07
Ours (C+S+1) 1080 6.04

The computing time of U + S + I and our model show
that our model pays less time than U-Net based model.
It proves that the proposed compression module can signif-
icantly reduce the amount of computing.

The goal of medical imaging is to fully display the char-
acteristics of the lesions as much as possible, so it is easy
to observe their state. Therefore, the size of medical images
(whether X-ray or CT) is often large. However, in most
cases, the aim area is smaller than the image size, such as
nodules and tumors. Because of the difficulty of convolution
image feature selection, it cannot make full use of convolution
image features to identify the target. However, when pro-
cessing large-scale images, to ensure the training efficiency,
the image is scaled to a small size, which leads to the loss of
target features and a reduction in recognition accuracy. For
the actual needs of lesion analysis, the target features need to
be retained as much as possible. Thus, the original size of the
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image needs to be retained as much as possible. The model
proposed in this paper can make full use of image features
to obtain more lesion features to improve the recognition
of lesions. It can provide a new idea for medical image
processing models based on convolutional neural networks.

VI. CONCLUSION
We propose a fully automatic deep neural network solution to
process X-ray images of hands for BAA based on CNN. Our
work presents a lossless compression module to compress
large train data and integrates SE and ResNet to extract the
features. The proposed method is proven to be effective in
reading bone age. The experimental results show that our
method is comparable to the state-of-the-art models with sim-
ilar strategy in the RSNA dataset. The compression module
and SE-ResNet can be applied in other fields of medical
image decision problems.

In future work, we will focus on applying the structure of
the compression module and SE-ResNet on the classification
or recognition tasks of high-resolution training images.
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