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ABSTRACT Semantic similarity between texts can be defined based on their meaning. Assessing the textual
similarity is a prerequisite in almost all applications in the field of language processing and information
retrieval. However, the diversity in the sentence structure makes it formidable to estimate the similarity.
Some sentences pairs are lexicographically similar but semantically dissimilar. That is why the trivial lexical
overlapping is not enough for measuring the similarity. To attain the semanticity of sentences, the context of
the words and the structure of the sentence should be considered. In this paper, we propose a new method
for capturing the semantic similarity between sentences based on their grammatical roles through word
semantics. First, the sentences are divided grammatically into different parts where each part is considered
as a grammatical role. Then multiple new measures are introduced to estimate the role-based similarity
exploiting word semantics considering the sentence structure. The proposed similarity measures focus
on inter-role and intra-role similarity between the sentence-pair. The word-level semantic information is
extracted from a pre-trained word-embedding model. The performance of the proposed method was verified
by conducting a wide range of experiments on the SemEval STS dataset. The experimental results indicated
the effectiveness of the proposed method in terms of different standard evaluation metrics and outperformed
some known related works.

INDEX TERMS Semantic similarity, sentence structure, word-embedding, word semantics.

I. INTRODUCTION
Semantic Textual Similarity (STS) between sentences is
indispensable and beneficial for Information Retrieval (IR)
and Natural Language Processing (NLP) tasks. It is being
used in many fields of NLP such as text summarization
[1], [2], machine translation [3], paraphrase detection [4], [5],
question-answering [6], dialog and conversational systems,
sentiment analysis, and clinical information extraction [7].
There are some other applications such as relevance feed-
back, text classification [8], word sense disambiguation [9],
subtopic mining, web search [10] and so on [11]–[13]. STS
can be defined as a process that takes two sentences as input
and returns a similarity score in the range [0,1] based on their
meaning. When the sentence-pair is completely semantically
similar, the score will be 1. On the other hand, the score
will be 0 when the sentence-pair is dissimilar. The basis
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of similarity scoring for each sentence-pair is summarized
in Table 1.

Traditionally, the similarity between texts is measured
using the string matching technique. String matching is not
good enough to capture the semantic similarity between
sentence-pair. Because string matching cannot deal with the
semanticity (meaning) of the text. However, some sentences
are lexically similar but not semantically such as ‘‘He appre-
ciates your teacher’’ and ‘‘He is your teacher’’. Short sen-
tences might carry very few contextual information of the
words. Moreover, idiomatic phrases are often used in sen-
tences that might change the meaning of the sentences in
a different direction. For example, lets consider two sen-
tences Sentence−A : ‘‘The new car is not very expensive.’’
and Sentence−B : ‘‘The new car costs an arm and a leg.’’
where Sentence−B contains an idiomatic phrase that leads the
meaning of Sentence−A towards a different direction.

However, generally, sentence structures are very diverse.
The semantic similarity measures without considering the
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TABLE 1. The basis of similarity score for sentence-pair.

sentence structure may not be able to capture the original
similarity beyond a trivial level. Because different parts of
the sentence have different roles that reflect the meaning
of the sentence. Therefore, the similarity between two parts
from a particular sentence-pair that plays the same role
should be measured. This paper investigates the grammatical
role-based similarity measures to compute the semantic sim-
ilarity between two sentences. Let’s consider a sentence-pair,
‘‘He is our English teacher’’ and ‘‘This is themanwho teaches
us English’’. The structure of these two sentences is different.
But both sentences are semantically similar. These diversities
make measuring semantic similarity a formidable task.

To tackle the sentences’ structures diversity challenge, this
paper proposes a new method that estimates the similar-
ity considering grammatical structure through the semantic
information of words. The hypothesis behind our method is
that if two sentences are built up with similar grammatical
roles and the parts from two sentences playing the same
role are semantically similar then those two sentences might
have the same meaning. To measure the similarity between
intra-roles and inter-roles similarity, multiple new similar-
ity functions are introduced with the help of word-level
semantic information extracted exploiting word-embedding
and WordNet. However, there are a considerable amount of
sentences, especially on the web and social sites that are
not written following the exact grammatical rules. Consid-
ering this, we also propose different new measures that are
capable to compute the similarity using word-level semantic
information without splitting the sentences into grammatical
roles. The performance of our proposed measures has been
validated by a wide range of experiments on the SemEval
STS dataset. The experimental results demonstrated that the
proposedmethod achieved effectiveness inmeasuring seman-
tic textual similarity and outperformed some known related
works. The results also concluded that the combination of the
proposed similarity measures can boost up the performance
of measuring similarity. The contributions of this research are
listed below:

1) We proposed a novel sentence structure-based method
to estimate the semantic similarity between texts.
In this regard, we introduce a novel algorithm and three
new similarity measures considering the grammatical
structure of sentences.

2) Our proposed method achieved new state-of-the-art
result and outperformed some relatedworks.Moreover,
our proposed measures can also be applied to estimate
the similarity between texts in some other applications.

In the remainder of this paper, we discuss some related
works on semantic textual similarity in section II. Then we
present the proposed method in section III. The experiments
and evaluation of the proposed method are presented and
discussed in section IV. Finally, section V concluded our
proposed method with some future directions.

II. RELATED WORKS
This section presents some prominent research works on
semantic textual similarity. SemEval has organized differ-
ent tasks for measuring the semantic textual similarity of
monolingual and cross-lingual texts in recent years [14]–[19].
One of the best performing methods in SemEval STS2017,
ECNU [20] leveraged kernel-based traditional features used
in natural language processing tasks and feed them into neural
networks for building a universal model for multilingual and
cross-lingual sentences. Zhuang and Chang [21] proposed a
method using an attention-based recurrent neural network to
predict the degree of equivalence between texts. Duma and
Menzel [22] suggested a knowledge-free approach that made
use of paragraph vector to attain semantic similarity between
sentence-pair. They applied three widely used classical fea-
tures with different dimensions for estimating the similarity.
Lee et al. [23] exploited the paraphrase and event-embedding
with regression model to compute the textual similarity.

Word-embedding is widely being used for estimating
semantic textual similarity. Kenter and Rijke [24] used
word-embedding for measuring the semantic similarity of
short texts. They extracted average high dimensional vector
for each text and estimated the similarity employing cosine
similarity. Shajalal and Aono [25] measured the seman-
tic similarity by using word-embedding and WordNet. For
word-embedding based measures, they considered the aver-
age vector and parts-of-speech (POS) tags of the words.
They also combined word-embedding, WordNet, TF, etc.
and ranked different measures according to the importance.
Shajalal and Aono [26] also applied word-embedding for
measuring the similarity of Bengali texts. They utilized the
cosine similarity between the average vectors as the textual
similarity. Tian and Lan [27] employed the sentence embed-
ding and word-embedding to measure the semantic textual
similarity. Some other works also used word-embedding for
semantic similarity measurement such as [28], [29]. The
mentioned related works did not consider the grammatical
structure of the sentences to estimate the semantic similarity,
but the grammatical structure holds different properties of the
sentences that might be useful to compute the similarity.
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Recently, Gazpio et al. [30] proposed an attention model
using the word n-grams to measure the similarity between
texts. Wang [31] demonstrated that a particular linguistic
measure might have a different effect on different corpus due
to the great difference in sentence structure and vocabulary.
Adouane et al. [32] introduced an LSTM-based neural model
to detect the binary similarity label. Brychcín [33] intro-
duced a new transformation technique to project monolingual
semantic spaces using a bilingual dictionary. Lenz et al. [34]
proposed new supervised and unsupervised measures in
the context of a graph-based similarity for argument
graphs. BERT encoder is applied in a fully unsupervised
cross-lingual semantic similarity measures for identifying
parallel data [35]. Tien et al. [36] modeled the sentence lever-
aging multiple pre-trained word-embeddings and multi-level
comparison. Hay et al. [37] automatically selected the com-
plementary vector representation of the word. An unsuper-
vised semantic textual similarity method is suggested by
Hassan et al. [38]. They first used a synset-oriented word
aligner that relied on a huge multilingual semantic network.
They also proposed three unsupervised STS approaches,
including string kernel-based (SK), alignment-based (AL),
and weighted alignment-based (WAL) similarity. The sen-
tence meta-embedding based technique is also employed to
model the sentence similarity [39]. Nowadays, semantic con-
sistency and cross-model attention is being used for image
STS [40].

Various WordNet-based similarity measurements have
been proposed by researchers. Mihalcea et al. [41] measured
the semantic textual similarity considering the term-level
similarity of corresponding texts. They employed differ-
ent types of knowledge-based and corpus-based measures.
Ferreira et al. [42] measured the semantic similarity consider-
ing the lexical, syntactical, and semantic features. WordNet is
also being used for computing textual similarity from earlier
in [43]–[46]. Some works considered the POS tags of each
word in measuring the semantic similarity [25], [41]. They
computed the similarity by employing the similarity of words
having identical POS tags. They did not consider the contex-
tual information of the words.

But in this paper, we used a word-embedding model to
consider the contextual information of a word that reflects the
meaning. This paper also employs role-based measures that
might contain more semantic information of a sentence than
word-level similarity. Many researchers also used WordNet
to measure the similarity of similar kind of phrases [47]–[49].
Li et al. [47] proposed a method using a shallow parsing to
divide each sentences into noun phrases, verb phrases and
preposition phrases. Then they assessed the sentence simi-
larity computing the phrase-level similarity. Oliva et al. [48]
proposed a syntax-basedmeasure that estimates the similarity
between subject to subject, verb to verb, and object to object.
The similarity between two sentences is then calculated as
a sum of the similarities between the heads of these three
phrases. Lee [49] introduced a two-phase algorithm where
they computed similarity after categorizing the words into

the noun and verb sets. The proposed method of this paper is
different from them for the following reasons. Firstly, the pro-
posed method used contextual information of the words using
word-embedding to hold the meaning of the words, but they
did not consider the contextual information to capture the
meaning of the words. Secondly, the proposed inter-role
and intra-role based similarity measures are employed to
capture similarity considering grammatical roles but they
only consider the intra-roles to measure the STS. More-
over, their method cannot be applicable to the grammatically
unstructured sentences, but the proposed method is applica-
ble to grammatically unstructured texts as some proposed
measures do not consider the grammatical roles to estimate
the STS.

III. PROPOSED METHOD
A sentence-pair might be semantically similar but they may
be different in grammatical structure. Due to huge diversity
in sentences structure, the task of measuring semantic simi-
larity is much more challenging. We hypothesize that if two
sentences have the same types of grammatical roles and they
are semantically similar, then the similarity between those
corresponding sentences is higher. The high-level overview of
our proposed grammatical role-based measures is illustrated
in Fig. 1. Given a pair of sentences, first, their grammatical
structure is studied by splitting into different grammatical
parts. Each part represents a grammar role of the sentence.
Then, each role is preprocessed to filter unnecessary items
and the lemmatizer is applied to find the root word. After
that, the proposed inter-role and intra-role similarity mea-
sures are applied to find out the semantic similarity. In both
cases, the word-level semantic information is exploited in the
proposed similarity measures. Finally, all the variants of the
proposed measures are combined to compute the semantic
similarity between the sentence-pair.

FIGURE 1. Overview diagram of our proposed role-based method.

A. SPLITTING SENTENCE INTO GRAMMATICAL ROLES
Let S1 and S2 be two sentences. Considering the grammatical
structure of the sentences, the roles of the sentences are
extracted. A sentence consists of different grammatical parts
including subject, noun phrase (NP), verb phrase (VP), and
object. A sentence can have more than one NP and VP.
Generally, NP plays the role of the subject and object of
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FIGURE 2. Strategy for inter-role and intra-role similarity.

a sentence. Consider a sentence for clarification, ‘‘A poor
fisherman is catching fishes’’. Here, ‘‘A poor fisherman’’ is
subject and ‘‘fishes’’ is object of this sentence. After splitting
the sentence, the phrases are NPs: [NP1: ‘‘A poor fisherman’’,
NP2:‘‘fishes’’] and VP: [‘‘is catching’’]. The sentences are
split into NPs and VPs for similarity estimation. As noted
earlier, this paper investigates the influence of grammatical
roles to calculate the sentence similarity. According to our
hypothesis, if the corresponding sentences share the same
types of grammatical roles and the semantic similarity among
the same roles is higher, then those two sentences might
have higher similarity. Therefore, the sentences are split into
different grammatical parts and preprocessed each part. In the
preprocessing step, the punctuation marks and stopwords are
removed. Here, stopwords mean the words which have very
little impact on the meaning of a sentence. Then, the words
are lemmatized using WordNet Lemmatizer to convert them
into their base form.

Let R1 = {r1,1, r1,2, r1,3, . . . , r1,n} and R2 =

{r2,1, r2,2, r2,3, . . . , r2,m} be the sets of grammatical roles
extracted from the two corresponding sentences S1 and S2.
The proposed inter-role and intra-role similarity measures are
applied according to a specific strategy depicted in Fig. 2.
When two grammatical parts from two different sentences
play the same role then intra-role similarity measures are
applied. Suppose two sentences contain NPs and VPs. Then
our intra-role similarity is applied to similar phrases such as
NP-NP and VP-VP. The sentence-pair might have multiple

roles that are both similar and dissimilar. Then the inter-roles
similarity measures are employed. For the inter-role similar-
ity measure, each role of a sentence is compared with all the
roles of the other sentence. Because NP of a sentence can play
the role as NP or VP in another sentence. Therefore, NP-NP,
NP-VP, and VP-VP similarity scores are estimated using the
proposed inter-role based similarity measures.

B. SIMILARITY MEASURES
This paper proposed several similarity measures to com-
pute the similarity semantically. Considering the grammatical
structure of the sentences, multiple measures are introduced
based on the particular roles in the sentence-pair.

1) ROLE-BASED MAXIMUM SIMILARITY (RM_Sim)
As we noted earlier, one particular role of a sentence might
play a different role in another sentence. Let’s consider an
example: S1: ‘‘Walking is good for people’s health.’’ and S2:
‘‘People are walking for good health.’’ in this sentence-pair
‘‘walking’’ plays the role of NP and VP in S1 and S2,
respectively. For this kind of scenarios, a system might need
approaches that can assess the inter-role and intra-role sim-
ilarity. In this measure, an inter-role based similarity esti-
mation algorithm is introduced. The maximum role-based
similarity algorithm is summarized in Algo. 1.

Considering the sentences structure, the grammatical
roles are extracted and stored in lists. The list which has
maximum number of roles is considered as main list for
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Algorithm 1: Maximum Role-Based Similarity MRole_Sim(R1,R2)
Input: Sets of roles R1 and R2 for two sentences S1 and S2
Output: Semantic Similarity Score

Initialisation :
1: n1← |R1| ; // Number of roles in Sentence 1
2: n2← |R2| ; // Number of roles in Sentence 2
3: Rmin,Rmax ← max(n1, n2) ; // finding maximum roles
4: lrmax_sim ← [] ; // empty list
LOOP Process

5: for each ri ∈ Rmax do
6: lrsim ← [] ; // empty list

LOOP Process
7: for each ri ∈ Rmax do
8: Esv1← resource(get_phrase(ri)) ; // semantic vector for role
9: Esv2← resource(get_phrase(rj)) ; // semantic vector for role
10: rsim← compute_sim(Esv1, Esv2)
11: lrsim ← Append(lrsim , rsim)
12: end for
13: rmax_sim← max(lrsim )
14: lrmax_sim ← Append(lrmax_sim , rmax_sim)
15: end for
16: s_score← 0
17: tc← 0

LOOP Process
18: for each sim ∈ lrmax_sim do
19: if sim > max(lrmax_sim )/2 then
20: s_score← s_score+ sim
21: tc← tc+ 1
22: end if
23: end for
24: similarity_score← s_score

tc
25: return similarity_score

similarity measurement. The inter-role similarity is then
estimated by exploiting the semantic information from the
pre-trainedword-embeddingmodel. If any role containsmore
than one word, all the corresponding vectors of the words
are summed up. The similarity between the two roles is
then computed by applying cosine distance. The similarities
of one role of a sentence with all roles of other sentence
are computed. In every iteration, the maximum similarity of
one role of a sentence to all other roles in another sentence
is stored (statement 14). Statements [5-15] summarize the
above processes. There might some roles that are not similar
anymore between sentence-pair and as a result their similarity
score can be smaller. These smaller scores may influence the
final similarity score. Therefore, only those scores having
higher than half of their maximum are considered. Finally,
the average of the selected scores is used as the role-based
maximum similarity (statement 18 to 24).

2) MAXIMUM WORD-LEVEL ROLE-BASED SIMILARITY
(MWLR_Sim)
This is an intra-role similarity measure. The similarity
between roles having the same action in both sentences

is estimated. In other words, when two phrases from two
corresponding sentences are similar in type (both are noun
phrase or verb phrase), they will be considered as roles having
the same action. The intuition behind this measure is that if
the words from two roles share the similar semantic informa-
tion, they might be similar semantically. Therefore, the word
level semantic contextual information is exploited for mea-
suring the similarity. To capture the contextual information
of words belong to each role, the word-level semantic infor-
mation is extracted from word-embedding model. If there are
more than one roles having same type in a sentence, they are
combined into one role. The contribution of NP and VP in
the meaning of a sentence might be different. That is why a
weight α is employed to emphasize the particular intra-role
similarity.

simmaxR(S1, S2) = α simmaxRNP (RNPS1 ,RNPS2 )

+(1− α) simmaxRVP (RVPS1 ,RVPS2 ) (1)

where α indicates the weighting threshold ranges in [0,1].
The threshold gives priority to one grammatical role and also
demoting the other. The value of α is selected empirically by
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conducting experiments. simmaxRNP (RNPS1 ,RNPS2 ) indicates
the intra-role similarity for NP is defined as the following:

simmaxRNP (RNPS1 ,RNPS2 )

=
1
2

[∑
maxSim
w∈RNPS1

(w,RNPS2 )+ maxSimw∈RNPS2

(w,RNPS1 )

]
The definition of simmaxRVP (RVPS1 ,RVPS2 ) is analogous as

above equation. The function maxSim(w,RNPS2 ) returns the
maximum similarity of a word of S1 from role RNPS1 with
respect to all the words of same type of role RNPS2 from S2
(analogous for maxSim(w,RNPS1 )).

3) AVERAGE VECTOR-BASED GRAMMATICAL ROLES
SIMILARITY (AVR_Sim)
This measure attempts to capture the similarity of gram-
matical roles using feature vector. To do this, the com-
mon grammatical roles of sentences S1 and S2 are utilized.
The average vector of words employing pre-trained
word-embedding model is estimated for same kind of roles
separately. Then the similarity of the same kinds of roles of
the sentences is estimated as the following equation.

simavgR(S1, S2) = α Cosine(EvRNPS1
· EvRNPS2

)

+(1− α) Cosine(EvRVPS1
· EvRVPS2

) (2)

where EvR denotes the average vector of a particular role of a
sentence. The dot product returns the cosine similarity of two
roles.

4) PATH BASED ROLE-SIMILARITY (PR_Sim)
Path similarity in WordNet is calculated based on shortest
path between two words’ in the ontology tree. The smaller
the path length between nodes (words) in the ontology tree,
the larger the similarity. If multiple roles belong to the same
type of a sentence, they are combined into one role. The path
similarity is exploited to find out the role-based similarity as
follows:

simpathR(S1, S2) = α simRNP (RNPS1 ,RNPS2 )

+(1− α) simRVP (RVPS1 ,RVPS2 ) (3)

where,

simRNP (RNPS1 ,RNPS2 )

=
1
|w|

∑
wεRNPS1

max(path−simvεRNPS2
(w, v))

where max(path−simvεRNPS2
(w, v)) returns maximum score

denoting how similar two word senses are based on the short-
est path that connects the senses in the (hypernym / hypnoym)
taxonomy of two words from same kind of grammatical roles
in both sentences. The definition of simRVP (RVPS1 ,RVPS2 ) is
analogous as the above Eq. 3.

However, there are some sentences on the web that do
not have specific grammatical structures. That is why it is
quite difficult to identify the grammatical roles accurately

of the unstructured sentences. To overcome this drawback,
we propose sentence similarity estimation approaches that do
not consider the grammatical structure of the sentence. The
semantics of a sentence depend on the words. The word-level
similarity between two sentences has an impact on the simi-
larity measurement. When two words have the same context,
their meaning might be similar. Some proposed measures
can be applied without considering the grammatical roles.
The maximum word-level similarity as like as maximum
role-level similarity is applied to estimate the sentences simi-
larity. The similarity of the sentences using their average fea-
ture vectors is calculated as like as our average vector-based
role-level similarity. In that case, the weighting threshold α
and the role-specific similarity are not applied. But the word-
to-word similarity is utilized. The efficiency of similar kinds
of measures of without considering role-level similarity has
been validated elsewhere in [25], [41].

IV. EXPERIMENTS AND EVALUATION
Multiple experiments are carried out on the STS-2017 dataset
to evaluate the performance of our proposed method in terms
of Pearson’s correlation coefficient (r) and Spearman’s rank
correlation coefficient (ρ). The next subsections present the
dataset, evaluation metrics, experimental setup, experimental
results, and performance comparison and discussion.

A. DATASET
The experiments are carried out on a benchmark dataset
to evaluate the performance of the proposed method. The
dataset is collected from the SemEval 2017 Task 1. SemEval
2017 task 1 dataset was collected from Stanford Natural Lan-
guage Inference (SNLI) corpus. There are 250 sentence pairs
in the dataset. In the dataset, some sentences are too long and
some sentences are very short. There is a long sentence along
with a short sentence in some sentence-pairs. Each sentence
of this dataset consists of an average of 8.7 words. This
dataset has an average similarity score of 2.3 for the sentence-
pair [19]. The organizers provided a similarity score for each
sentences pairs, which was estimated by the human assessors’
judgment. The human assessors have given the similarity
score considering semantic labels depicted in Table 2 in the
range of 0 to 5. The details of similarity labels are depicted
in Table 2 and explained elsewhere in [19], [25]. Word2vec1

is used as a pre-trained word-embedding model. Word2vec is
able to capture contextual information of words and this con-
textual information is essential to measure the STS of a text.
Because the contextual information reflects the meaning of
the word. The effectiveness of word2vec as word-embedding
model to capture the contextual information is shown by some
works [24], [25], [50]. The used word2vec was pre-trained
on Google News Corpus [50]. The word2vec has 300 dimen-
sional vector and was trained on 3,000,000 English vocabu-
laries. Sentences are split into grammatical roles using the
python spaCy library. Using the spaCy Chunking process,

1Word2Vec: https://code.google.com/p/word2vec/
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TABLE 2. Labels of similarity score.

the grammatical roles mainly NPs and VPs of the sentences
are extracted. NLTK tokenizer is applied to tokenize the sen-
tences into words. To remove the valueless words (stopwords)
from the word list, NLTK stopwords are used.

B. EVALUATION METRICS
The performance of the proposed method has been tested
in terms of different evaluation metrics including Pearson
Correlation Coefficient2 (r) and Spearman Rank Correlation
Coefficient3 (ρ). Pearson correlation coefficient is the official
metric to test the performance of the methods in SemEval
STS2017 [19]. Given that X = {x1, x2, x3 . . . xn} and Y =
{y1, y2, y3 . . . yn} be the two sets of scores for n sentence-pairs
estimated by the system and gold-standard, respectively. Each
xi (or yi) in X (or in Y ) indicates the semantic similarity of i-th
sentence-pair. The higher the value of correlation coefficients
(both Pearson’s (r) and Spearman’s (ρ)) between X and Y is,
the better the system is.

C. EXPERIMENTAL SETUP
The experiments are carried out in multiple experimental
settings to validate the performance of the proposed method.
The experiments are divided into two types based on the sim-
ilarity measures. First, the measures considering the gram-
matical structure are applied. Then the introduced measures
also applied without splitting the sentence into grammatical
roles. Finally, all the variants of the proposed measures are
combined to obtain the similarity score. The experimental
setup is summarized below.

1) SENTENCE STRUCTURE-BASED SIMILARITY
The proposed inter-role and intra-role based similarity mea-
sures are applied to calculate the similarity.

• RM_sim: The proposed algorithm 1 that estimates the
role-based maximum similarity is applied in this setting.

• MWLR_Sim: In this setting, the maximum word-level
role-based similarity measure is employed (Eq. 1).

• AVR_Sim: The average feature vector based grammati-
cal roles similarity (Eq. 2) is applied in this experimental
setting.

• PR_sim: Utilizing the WordNet path similarity, this set-
ting utilized the path-based role-similarity (Eq. 3).

2https://en.wikipedia.org/wiki/Pearson_correlation_coefficient
3https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation

_coefficient

2) SIMILARITY WITHOUT GRAMMATICAL STRUCTURE
The proposed measures are applied here without splitting the
sentence into grammatical roles.

• MWL_Sim: The maximum word-level similarity
(Eq. 1) except considering the grammatical roles is
applied in this setting.

• AV_Sim: Similarly, the average feature vector-based
similarity is applied in this setting ignoring the gram-
matical structure (Eq. 2).

3) COMBINATION
The combination of different settings are applied in this part.

• Com_GS: This setting applied the arithmetic average
of the above four grammatical structure-based similarity
measuresMWLR_Sim, RM_sim, AVR_Sim and PR_sim.

• Com_WGS: This is the arithmetic average of mea-
sures ignoring the grammatical structureMWL_Sim and
AV_Sim.

• Com_ALL: In this setting, the arithmetic average of
Com_WGS and Com_GS is employed.

4) BASELINE
The performance of different experimental settings are com-
pared with two baselines. The first baseline Cos_Sim is the
cosine of binary vectors of the sentences, where each dimen-
sion represent whether an individual word appears in that
sentence or not. In other words, it is the lexical matching
based on terms overlap [19]. The second baseline WE_GN
employed a word-embedding (word2vec) based approach to
measure STS and the word2vec was pre-trained on Google
News Corpus [25]. They also used parts-of-speech (POS)
tags to estimate word-level similarity and average feature
vectors corresponding to each sentence. The first one is used
as a baseline by SemEval 2017 task 1 organizers [19] and
the second one is a word-embedding-based method intro-
duced by [25].

5) PARAMETER SETTING
The value of the weighting threshold, α in the proposed
measures (Eq. 1, 2, 3) is selected empirically. Experiments
are conducted using the different values of α ranging from
0 to 1 by an interval of 0.05. The best experimental results are
selected when the value of α is 0.75. This selected empirical
value of the threshold weighting parameter α also concluded
that the importance of a noun phrase in estimating sentence
similarity is more than the importance of the verb phrase.

D. EXPERIMENTAL RESULTS
The performance of all the proposed approaches is pre-
sented in Table 3. This table indicates that the proposed
grammatical role-based measures can capture the semantics
similarity of the sentence-pair. Among all proposed gram-
matical role-based similarity measures, MWLR_Sim (Eq. 1)
achieved better performance. It considered the maximum
word-level similarity of all intra-roles of the sentence-pair.
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TABLE 3. Performance of our proposed measures in terms of Pearson’s r ∗ 100 and Spearman’s ρ ∗ 100 on STS-2017 dataset. Best result is in bold.

Role-based maximum similarity RM_sim calculated by the
proposed algorithm (Algo. 1) did a promising performance.
For RM_sim, every type of grammatical role of the sentence
pairs is considered. This measure considered each roles’ con-
tribution to the semantic similarity of the sentences. Hence,
it is capable to extract the semantic information in role-level
similarity. When the sentences are written according to the
grammatical structure, RM_sim can capture better similarity
between texts. Similarly, the other two role-based similarities
AVR_Sim and PR_Sim which utilized the average feature
vector extracted from word-embedding (Eq. 2) and Word-
Net path similarity (Eq. 3), respectively showed promising
performance. Arithmetic average of all proposed role-based
measures, Com_WGS performed better than any individual
role-based measures.

Table 3 also demonstrates that, the proposed similar-
ity measures without considering the grammatical structure
achieved better results in terms of both evaluation metrics
than the earlier ones. Considering the contextual information
of words, the average vectors of the sentence-pair stay closed
in the vector space if they are semantically similar. That is
why AV_Sim is able to hold the sentence meaning of short
sentences more accurately. For MWL_Sim, both sentences
are considered as the main sentence to calculate the max-
imum word-to-word level similarity. For this reason, every
word’s influence is received on the semantic similarity of the
sentence-pairs. That is whyMWL_Sim shows satisfactory and
better performance. Com_WGS which is the combination of
proposed two measures without considering the grammatical
roles also achieved the satisfactory performance. Some sen-
tences are too short and they may not be properly structured
with grammatical roles. For these kinds of sentence-pairs,
the proposed measures without considering the grammatical
roles performed better. However, the combination of all the
measures Com_ALL showed the best performance, because
it considered all types of sentences and the impact of gram-
matical roles and words.

To visualize the strength and weakness of the pro-
posed method, some example sentence-pairs are presented
in Table 4 with their estimated similarity score as well as
the gold-standard (GS) similarity. The table reflects that the
proposed method successfully returned the nearest similarity
score as compared to the GS similarity score. The table also

FIGURE 3. The performance our method except particular feature in
terms of Spearman’s ρ ∗ 100.

indicates that the grammatical structures varied widely across
the sentences. When the sentence-pairs consists of many stop
words, the proposed method shows weakness to estimate
the similarity score. When the short sentence-pair consists
of different words that are very closed in semantic space,
the proposed method failed to measure the similarity score;
such as for example 14. But the shortness of sentences-pairs
is tackled when the sentences consist of similar words: such
as for example 15. Hence, the similarity measures ignoring
the grammatical structure might lose some semantic infor-
mation. But extracting the grammatical roles by splitting the
sentences and estimating the similarity through the proposed
intra-role and inter-roles measures can boost up the model at
predicting the semantic similarity.

E. CONTRIBUTION OF INDIVIDUAL PROPOSED
MEASURES
To visualize the individual contribution of the proposed sim-
ilarity measures considering the structure of grammatical
roles, we conduct experiments combining all measures except
the proposed ones. First, we drop our proposed RM_Sim from
the combination and denote this setting as Except_RM . Sim-
ilarly, we drop each role-based similarity measure from the
combination and conduct the experiments. The performance
based on the experimental results is illustrated in Fig. 3. The
figure reflects that the contribution and performance of the
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TABLE 4. Comparative performance of our proposed method with gold-standard (GS) score on example sentence-pairs.

FIGURE 4. The performance comparason (in term of Pearson’s correlation coefficient r ) of the
proposed method with some known related works [21]–[23], [25], [38].

proposed measures are varied widely. We can see that after
dropping the proposed measure MWL_Sim, the performance
of Except_MWL is lower than any other setting. Hence,
the proposed MWL_Sim measure contributed more as com-
pared to any other measures. Similarly, the proposed measure
RM_Sim that considered the grammatical roles of sentences
contributed effectively in estimating the similarity. More pre-
cisely, the performance of the Except_RM decreased almost
5% after dropping role-based maximum similarity RM_Sim
(Algo. 1).

F. PERFORMANCE COMPARISON AND DISCUSSION
The performance of the proposed method is compared
with some known related methods that conducted exper-
iments on the same dataset and used the same evalua-
tion metrics. The comparison is presented in Fig. 4. This
figure depicts that the grammatical role-based similarity
method outperformed some other known methods except
ECNU [20]. ECNU applied cross-lingual textual similar-
ity measures that employed a deep learning framework to
utilize a wide range of features. This can be a plausible
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reason for the superiority of that method. However, the gram-
matical role-based method still performed almost equally
though it relied only on some classical resources. Neobil-
ity [21] proposed an attention-based recurrent neural network
model for learning the semantic similarity. But our proposed
method outperformed neobility. The proposed method also
does better performance than a word alignment-based unsu-
pervised method (UESTS) with different variants includ-
ing string kernel-based (SK), alignment-based (AL), and
weighted alignment-based (WAL) similarity [38]. In terms
of the pearson’s correlation coefficient, the proposed method
achieved better accuracy than a regression-based model (Pur-
dueNLP) [23]. The computational cost of PurdueNLP is also
higher than the proposed method. This paper used average
feature vector based method [25] as one of the baselines
(WE_GN of Table 3). The proposed method outperformed
the baseline because it employed role-level similarity with
the word-level semantics that might capture better seman-
tic information than the word-level similarity. The combi-
nation of grammatical role-based and without grammatical
role-based measures can capture better similarity semanti-
cally than SEF@UHH [22] which applied different classi-
cal similarity measures. The performance comparison and
the consistency in achieving better performance conclude
the superiority of the proposed method. However, the pro-
posed method considered the grammatical roles of each sen-
tence and leveraged inter-role and intra-role similarity in the
new proposed measures. Therefore, the proposed method
achieved new state-of-the-art results in measuring the seman-
tic textual similarity.

V. CONCLUSION AND FUTURE DIRECTIONS
This paper proposed a new method to estimate the degree of
equivalence in terms of meaning between a pair of sentences
considering the sentence structure. The sentences are divided
into different grammatical parts that indicate the particu-
lar roles in the sentence. The role-wise semantic similarity
score is investigated to estimate the overall sentence simi-
larity. In this regard, the intra-role similarity measures are
proposed that applied in the grammatical parts from corre-
sponding sentences which share the common grammatical
roles namely noun phrase and verb phrase. The inter-role
similarity measures are also introduced with the help of
word’s semantics extracted from different resources includ-
ing word-embedding and WordNet. The proposed similarity
measures can also be applied without splitting the sentence
grammatically. In total, this paper introduce four new simi-
larity measures considering the sentence structure.

The experimental results indicated the effectiveness
of the proposed method and outperformed some known
related works. The proposed similarity measures individually
performed effectively. But combining all the introduced mea-
sures, the best performance is obtained in terms of two dif-
ferent official evaluation metrics. The most plausible reason
behind this is, it considered both grammatical roles level sim-
ilarity and word-level measures for assessing the similarity.

The experiments on the weighting threshold α indicated that
the contribution of noun-phrase based similarity is more
than the importance of the verb-phrase at estimating sentence
similarity. However, the contribution of the intra-role and
inter-role similarity measures is validated in this study, and
the difference are significant in percentage. The proposed
method shows some limitations when sentence pairs con-
tain many stopwords. Moreover, the findings from the com-
parative performance analysis indicated that this proposed
method can capture better semantic similarity compared to
some prominent research works. The proposed role-based
similarity measures and algorithm helped to improve the
effectiveness in measuring semantic textual similarity.

In the future, the proposed method will be applied to
predict semantic textual similarity of cross-lingual texts. The
multi-lingual word-embedding can be an interesting resource
to be applied in the same purpose. The proposed method
will also be applied in some other applications of NLP and
IR including query suggestion generation, query disambigua-
tion, document summarization, paraphrase, and plagiarism
detection.
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