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ABSTRACT Aiming at the large error of traditional reliability prediction method, and the defects of BP
neural network prediction method, a new method of optimized cascade feedforward neural network was
proposed based on Adam algorithm to predict the reliability of CNC machine tool spindles. A three-layer
optimized cascade feedforward neural network model for reliability prediction was established based on the
first nth reliability value and the mean time between failure corresponding to the (n+1)th reliability value as
the input variables of the neural network. Besides, error comparison analysis was performed on the test set
data using the existing relevant reliability data for simulation training. As per the research results, the absolute
value of themaximum relative error of the reliability prediction value obtained by thismethod is 2.53%which
is less than 3%, and the prediction method shows high accuracy. Compared with BP neural network, it has
the advantages of faster learning speed and better nonlinear fitting ability. Therefore, this method is feasible
to be utilized for the prediction of the reliability of CNC machine tool spindles, and provides a reference for
improving the accuracy of CNC machine tool reliability prediction.

INDEX TERMS Optimized cascade feedforward neural network, CNC machine tool spindle, predict,
reliability.

I. INTRODUCTION
As a key component of CNC machine tools, the failure rate
of machine tool spindle presents an important factor affecting
the reliability of machine tools [1], [2], and accounts for about
20% of the overall failure rate of machine tools. Reliability
prediction research on the spindles of CNC machine tools
can help managers take necessary measures in time before the
occurrence of failure, thereby ensuring the maintenance and
avoiding the failure [3]. This is conducive to the improve-
ment of the reliability of the CNC machine tool spindle,
and the reliability of the entire CNC machine tool eventu-
ally. However, the traditional reliability prediction methods
are not accurate enough when dealing with some reliability
data with time-ordered characteristics and high nonlinear-
ity [4]. Based on the statistics, the relative error between the
predicted value and the true value ranges from tens of percent
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to several thousand percent [5]. At present, there are few
studies on the reliability prediction of machine tool spindles
at home and abroad. Liu et al. [6] proposed to use Monte
Carlo method for the reliability prediction of machine tool
spindle. Although the correctness of the resulted data was
verified, this method is complicated and not accurate enough.
Artificial neural network can approximate arbitrary nonlin-
ear mapping through training and learning, thereby making
the breakthrough based on the above-mentioned traditional
reliability prediction methods [4], [7]. Moreover, the neural
network has its unique advantages thanks to their ability to
process reliability data with time-ordered characteristics [4].
Specifically, when facing the thorny problems, such as lack of
physical understanding, statistical changes in observed data,
and generation of data by nonlinear mechanism, the neural
networks are often available for relatively effective solu-
tions [8]. Therefore, the artificial neural network is highly val-
ued by the academic community, and widely used in the field
of reliability prediction at present. Pratik et al. [9] applied the
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optimized new neural network to software reliability predic-
tion. Its neural networkmodel shows better fitting and predic-
tion ability, and can release software faster; Wang et al. [10]
followed BP neural network method to achieve the reliability
prediction of power distribution system with higher predic-
tion accuracy; Tian et al. [11] applied BP neural network
method to the reliability prediction of coal shearer, thereby
achieving relatively high precision prediction, and satisfying
the requirements of accuracy; Wang et al. [12] predicted the
optimal power allocation using the artificial neural network
method to enhance the security-reliability tradeoff, and ver-
ified the feasibility of the method. At present, BP neural
network method in neural network is increasingly used for
reliability research [13]. However, it still shows certain lim-
itations, for example, its learning speed is slow, and it is
easy to fall into the local minimum point of the objective
function [14], whichmakes it difficult to calculate. Therefore,
an optimized cascade feedforward neural network model
based on the Adam algorithm is established to study the
reliability prediction of CNC machine tool spindle by taking
the advantages of the cascade feedforward neural network
method compared with the traditional method and the BP
network, and combining the timing characteristics of the data.
The after-sale failure data of the spindle of a certain type of
CNC machine tool is planned to be used for training neural
network modeling, completing the scientific prediction, and
testing the effectiveness and feasibility of the model for reli-
ability value prediction.

II. OPTIMIZED CASCADE FEEDFORWARD NEURAL
NETWORK
A. CHARACTERISTICS OF CASCADE FEEDFORWARD
NEURAL NETWORKS
The cascade feedforward neural network has a multi-hidden
layer structure, which starts from a small network, automati-
cally trains and adds hidden units, and finally forms a multi-
layer structure. The level in the network is cascaded with
each other [15], and the information is propagated from
the input layer to the final output step by step [16]. This
neural network uses the back propagation method to solve
and keep updating the weights and biases. Compared with
the non-cascaded standard BP neural network, the cascade
feedforward neural network features a faster learning speed,
and each layer of its neural network is connected to the input
layer, which enables the cascade feedforward neural network
to show a better nonlinear fitting ability in the test [17].

B. STRUCTURE OF CASCADE FEEDFORWARD NEURAL
NETWORK
The structure of the cascade feedforward neural network is
shown in Fig. 1, which includes one input layer, one hidden
layer and one output layer. Its general mathematical expres-
sion is as follows:

∂n = f n(W n
1 ∂

n−1
+W n

2 p+ b
n) (1)

FIGURE 1. Basic structure of cascade feedforward neural network.

where n refers to the number of layers of neural network;
and W represents the weight matrix of the hidden layer. The
number of rows is equal to that of neurons in each layer, and
the number of columns is equal to that of input individuals;
b denotes the hidden layer bias column vector with the same
number of rows as W ; ∂ refers to the output vector of each
layer; p is the input vector of each layer; and f represents the
activation function.

C. OPTIMIZATION OF CASCADE FEEDFORWARD NEURAL
NETWORK
The most direct purpose of cascade feedforward neural net-
work optimization is to make the updating of the parameters
more accurate. The optimization algorithm can minimize the
value of the loss function, make the model closer to the real
situation, and the prediction more accurate.

The Adam algorithm, namely Adaptive Moment Estima-
tion, is used to optimize the cascade feedforward neural net-
work, which combines RMSProp’s heuristic algorithm with
momentum optimization ideas. For each parameter, it not
only has its own learning rate, but also its own Momen-
tum. Compared with other adaptive learning rate algorithms,
the Adam algorithm features a faster convergence speed and a
more effective learning effect, which can improve the model
training speed and training stability. The algorithm formula
is as follows: 

vt = β1vt−1 − (1− β1)gt
st = β2st−1 − (1− β2)g2t
1ω

j
t = −η

vt
√
st + ε

gt

ω
j
t+1 = ωt +1ωt

(2)

where η refers to the initial learning rate; gt represents the
gradient at time t alongωj; vt denotes the exponential average
of gradients along ωj; st is the exponential average of squares
of gradients alongωj; and β1, β2 refer to the hyperparameters.
Among them, β1 is 0.9, β2 is 0.999, and ε is defined as e−10.

III. NEURAL NETWORK RELIABILITY PREDICTION
A. THEORETICAL BASIS OF NEURAL NETWORK
PREDICTION MODEL
The optimized cascade feedforward neural network reliability
prediction method combines the Adam optimization algo-
rithm with the neural network prediction method. Based on a
data-driven fault prediction technology, the cascade feedfor-
ward neural network reliability prediction method can realize
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data adaptation, learn from samples and try to capture the
intrinsic functional relationship among sample data. It uses
the feedback principle to correct the prediction model and
prediction results through the feedback of prediction infor-
mation, thereby improving the reliability of prediction. The
training process first obtains the prediction error through the
forward propagation of information, then obtains the gradient
of each parameter through the error back propagation chain
derivation, and finally updates each parameter. Repeat the
above steps until the termination condition is reached before
completing the training. The main formula is as follows:
From input layer to hidden layer : Oj=

∑
i

wijxi+θj

From hidden layer to output layer : Ok=
∑
j

wjkOj+θk

(3)

Formula (3) is summarized as

Ij =
∑
i

wijOi + θj (4)

where Ij refers to the unit value of the current layer; Oi rep-
resent the unit value of the previous layer; wij denotes the
weight value connecting the two unit values between the two
layers; and θj is the bias value of each layer.

Perform nonlinear conversion on the output of each layer,
and f is the nonlinear conversion function, also known as the
activation function, which is defined as

f (x) =
1

1+ e−x
(5)

then, the output of each layer is

Oj =
1

1+ e−Ij
(6)

in this way, the output value of each layer can be obtained in
the positive direction of the input value.

According to the reverse transmission of the error, the for-
mula is expressed as: For the output layer : Errk = Ok (1− Ok )(Tk − Ok )

For the hidden layer : Errj = Oj(1− Oj)
∑
k

Errkwjk (7)

where Tk refers to the true value; and Ok represents the
predicted value. The weight update formula is:{

1wij = (l)ErrjOi
wij = wij +1wij

(8)

where l represents the learning rate. The bias update formula
is as follows: {

1θi = (l)Errj
θj = θj +1θj

(9)

The training stops when any one of the following condi-
tions is satisfied: The update of the eccentric weight is below
a certain threshold, the predicted error rate is lower than a
certain threshold, and the preset number of cycles is reached.

B. BASIC METHODS AND PROCEDURES OF NEURAL
NETWORK PREDICTION
The basic process of the utilization of optimized cascade
feedforward neural network to predict the reliability of CNC
machine tool spindle is shown in Fig. 2. And the basic steps
of reliability prediction are as follows:

FIGURE 2. Flow chart of reliability prediction of CNC machine tool spindle
based on optimized neural network.

(1) Determine the input and output variables of the neu-
ral network. The n reliability values Ri−1,Ri−2, . . . . . . ,Ri−n
before the ith reliability value Ri, and theMTBF correspond-
ing to Ri are taken as the input variables of the cascade
feedforward neural network, and the ith reliability value Ri
is taken as the output variable of the neural network. Input
and output variables are used for neural network modeling
and training. Based on the practical engineering experience,
when n is 5, the predicted effect is relatively good. To make
the neural network training convergent, and save the training
time, the input data was normalized, and placed in the interval
[0,1] [4], [18]. The formula of data normalization processing
is expressed as follows:

inputdatai =
MTBFi −MTBFmin

MTBFmax −MTBFmin
(10)

where inputdatai refers to the ith input data;MTBFi represents
the MTBF value corresponding to the ith input data; besides,
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MTBFmin and MTBFmax are the minimum and maximum of
all known MTBF values, respectively.
(2) Group the data. The data samples with small sample

size can be grouped based on the leave-one-out method [19].
n known reliability data were divided into (n−m) groups, and
each group contains (m + 1) values. Among them, the first
m values were used as the input samples for neural network
training and learning, while the (m+ 1)th value was taken as
the expected mapping value [20]. The value of m should be
neither too large nor too small. In the case that the value of
m is too large, the calculation will be complicated due to the
excessive unnecessary information; in contrast, if the value is
too small, the prediction accuracy of the neural network may
be reduced. Therefore, to make the prediction more accurate,
the value range of m is generally set from 6 to 12 [4].
(3) Determine the activation function. In the cascade feed-

forward neural network, the activation function connected
among different layers is the sigmoid function, and the activa-
tion function connected to the output is linear function [17].

(4) Determine the number of hidden layer nodes. The selec-
tion of the number of nodes in the hidden layer has a great
influence on the performance of the neural network [21].
In another word, too less nodes will lead to poor fitting of net-
work, and the decrease of the accuracy of prediction results;
in contrast, too many nodes will increase the training time,
result in the phenomenon of ‘‘over fitting’’, consequently,
the generalization ability of neural network will decrease,
affecting the accuracy of neural network prediction [22], [23].
Formula (11) is utilized to calculate the optimal number of
hidden layer nodes [24].

l =
√
n+ m+ a (11)

where l refers to the number of hidden layer nodes; n repre-
sents the number of input layer nodes; m denotes the number
of output layer nodes; and a is the constant between 1 and 10.

(5) Use MATLAB software to program the optimized
cascade feedforward neural network, and train the neural
network.

(6) Input the validation set data into the trained neural net-
work to adjust themodel parameters, and initially evaluate the
model. Then, input the test set data into this neural network
for reliability value error comparison, and evaluation of its
predictive ability. In the case that the neural network meets
the requirements of accuracy or cycle times, the prediction
results will be output to complete the reliability prediction;
otherwise, the structure of the neural network will be read-
justed to continue the training [25].

IV. RELIABILITY PREDICTION OF CNC MACHINE TOOL
SPINDLE BASED ON NEURAL NETWORK
The reliability of CNC machine tools refers to the ability
of the machine tool to achieve the functions in the entire
operating life cycle under the product use environment and
working conditions defined in the design determined during
the design. In general, it is related to failures. The index to
measure reliability includes the mean time between failure

(MTBF) which refers to the average time between two fail-
ures of a CNC machine tool in operation.

The failure mechanism refers to the internal causes for
physical, chemical, and biological, etc. changes that result in
the malfunction of product, which is the essential cause of
failure. The stress acting on the components causes damage to
the components, and ultimately leads to system failure. In the
case that the mechanical parts lose the ability to achieve the
specified functions due to various reasons, such as design,
material, process, and assembly, they are out of function,
in another word, they fail. The failure of the key components
of mechanical equipment means that the equipment is in a
faulty state. The failure mechanism of mechanical parts is
generally indicated by wear, deformation, fracture, corrosion
and material aging, etc. Accordingly, preventive measures
and design improvement methods can be developed based on
the failure mechanism analysis.

Totally 221 spindle reliability-related data were selected
from more than 5000 production practice data of a certain
model of CNC lathe in a machine tool factory, among which
27 groups of data were analyzed and collated. The mean time
between failure MTBF corresponding to the ith reliability
value Ri in the data, and the preceding n reliability values are
taken as the inputs of the neural network. In the meantime,
Ri corresponding toMTBF is taken as the output of the neural
network. And the input and output data are normalized. Due
to the fact that the reliability data are within the range from
0 to 1, normalization processing is not required. The specific
data are shown in I.

The 27 sets of data listed in I are converted into sample
values and grouped. According to the data in I and the cor-
responding grouping method, m is 6, which can be converted
into 21 groups of sample data, as shown in II, with 7 input
values and 1 output value for each group. The first 13 sets of
sample data shown in II were taken as the training set samples
of the neural network. The next 4 sets of data were taken as
validation set samples. And the last 4 sets of data were taken
as test set samples for error analysis of prediction results.

Based on the sample data of each group listed in II,
MATLAB software was used for optimized cascade feedfor-
ward neural network programming. Among them, the neural
network input layer contains 7 nodes, and the output layer
contains 1 node. According to Formula (11), the number
of nodes in the hidden layer is chosen as 6. The activation
function of the hidden layer is the log−sigmoid function,
and that of the output layer is the linear function. In addition,
the maximum training number of the neural network is set
at 1000. The structure diagram of the neural network after
training is shown in Fig. 3.

Input the training sample data listed in II into the neu-
ral network for training. After 7 iterations, the training is
completed, as shown in Fig. 4, it refers to the data-point
comparison between the reliability prediction results of the
training set data after optimized neural network operation and
the actual results in the training set data. As shown in the
figure, the optimized cascade feedforward neural network’s
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FIGURE 3. Structure diagram of the trained neural network.

FIGURE 4. Comparison of prediction results of training set data.

prediction of the training set data is very close to the real
value. As per the training result graph of the neural network
after operation in MATLAB, the mean square error of the
training reaches 1.96 × 10−19. The neural network perfor-
mance curves of the three sample sets are shown in Fig. 5.
And the best verification performance is 5.7891×10−6 when
the number of training times is 2.

FIGURE 5. Neural network performance curves of three sample sets.

For the neural network that has been trained and verified,
the test set data is employed for error comparative analysis.
The input data of the test set samples are input into the trained

FIGURE 6. Predicted value of neural network.

TABLE 1. Input and output data of neural network.

neural network, and the reliability prediction value of the
CNC machine tool spindle corresponding to differentMTBF
values based on the optimized cascade feedforward neural
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TABLE 2. Sample values of neural network.

network method can be obtained. As shown in Fig. 6, the
predicted values are 0.1107, 0.0871, 0.0606, 0.0462, respec-
tively. Comparison with the actual value of the corresponding
reliability was made, and the prediction error value of the
neural network was shown in III. The absolute value of the
absolute error of the prediction results is 0.0017, 0.0018,
0.0010, and 0.0012, respectively. Compared with the tradi-
tional mathematical model prediction method, the error is
rather small, and the prediction accuracy is improved largely.
Besides, the absolute value of relative error is 1.56%, 2.11%,
1.62%, and 2.53%, respectively. All these values are less
than 3%, indicating that the optimized cascade feedforward
neural network prediction method shows a high prediction
accuracy, and is acceptable in engineering [26]. It is feasible
to use this neural network for the prediction of the reliability
of CNC machine tool spindle, which can make the predic-
tion result more accurate, and provide certain effective refer-
ences for the improvement of the reliability of CNC machine
tool.

TABLE 3. Comparison error between predicted value and actual value.

V. CONCLUSION
(1) The cascade feedforward neural network avoids the dis-
advantages of BP network, such as slow convergence speed
and strong tendency to fall into local minimum. Meanwhile,
compared with other machine learning prediction methods,
it shows low computational complexity and strong fitting
ability. Adam optimization algorithm is widely used, which
has better effect in practical application than other adaptive
technologies, and can realize the fast and efficient optimiza-
tion of neural network.

(2) The absolute value of the relative error of the reliability
prediction value obtained based on the optimized cascade
feedforward neural network method is less than 3%, indi-
cating that the prediction accuracy of this method is high.
And this method is practical in engineering due to its obvious
advantages compared with other reliability prediction meth-
ods. Moreover, it can better solve the problem of reliability
prediction of CNC machine tool spindle, and provide a new
method for reliability prediction of CNC machine tool.

(3) For reliability prediction, optimized cascade feedfor-
ward neural network method also shows some limitations.
For example, it has a low ability to solve reliability data with
mutation. To prevent mutation data from affecting the accu-
racy of neural network prediction, it is necessary to analyze
the key factors affecting reliability before the implementation
of prediction to determine whether there are inherent charac-
teristics affecting product reliability.
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