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ABSTRACT Tracking a maneuvering target with a quadcopter is a challenging problem, that involves a
variety of fields such as visual tracking, state estimation, and control algorithms. Most existing unmanned
aerial vehicle (UAV) systems fail to track targets accurately in the long term and cannot relocate targets after
target loss. This paper aims to design and implement a vision-based target tracking system for quadcopters
that can steadily and accurately track the ground target as well as the air target without any prior information.
We employ a vision detection algorithm to select the target quickly and precisely. To fit complex practical
conditions, a target tracking algorithm is developed based on correlation filters, which is capable of tracking
targets with large-scale variation and fast motion. In addition, an efficient redetection algorithm based
on the support vector machine (SVM) is designed to handle target occlusions and loss. The target states
are estimated from the visual information by an improved Lucas-Kanade (LK) optical flow method and
an extended Kalman filter (EKF). Moreover, a double closed-loop Proportion Integral Differential (PID)
controller using the estimated states is designed to follow the target. By implementing the main algorithms
on an onboard NUC computer, an extensive outdoor flight is evaluated for a quadcopter platform equipped
with a stereo camera. The experimental results validate the feasibility and practicability of the developed
system.

INDEX TERMS Target tracking, unmanned aerial vehicles, state estimation, stereo vision.

I. INTRODUCTION
In the past two decades, multirotor unmanned aerial vehicles,
especially quadcopters, have attracted increasing attention
due to their vertical take-off and landing abilities, hoving
capabilities and exceptional agility. With the development
of UAVs, a diverse range of tasks have been appeared, such
as search and rescue [1]–[3], surveying [4], surveillance [5],
traffic monitoring [6], exploration and mapping [7], [8],
delivering goods [9] and autonomous navigation [10]. In par-
ticular, visual tracking has become a key task for quadcopters
in vision-based applications.

Visual tracking is an important branch of computer vision
that aims to automatically determine an object’s bounding
box in the subsequent frame [11]. Although some works
have been made significant progress in tracking, there are
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still many challenges for practical applications, especially
for UAVs. On the one hand, a tracking system frequently
tracks targets in the long term, where targets may undergo fast
motions, scale variations, heavy occlusion and even moving
out-of-view. On the other hand, a real-time tracking algorithm
should be considered for airborne computer operations.

Currently, deep learning methods have achieved good
tracking performance, but considering their real-time capabil-
ities, they are rarely used in actual engineering applications.
Due to their impressive robustness and real-time capabil-
ities, discriminative correlation filter (DCF-)based trackers
[13], [14] have gained sustained attention. To address target
large-scale variations, the discriminative scale space tracker
(DSST) [12] learns separate translation and scale models.
A fast version of the DSST (FDSST) has been proposed,
which reduces the computational complexity to simultane-
ously increase a larger target search space and maintain
real-time performance [35]. The main methods of tolerating
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fast motion utilize larger regions of interest (ROIs) and sup-
pressing spatial attention maps [15], [16]. However, these
methodsmay increase the drifting risk of the correlation filter,
which may lead to tracking failure after the accumulation
of several frames. For occlusion and out-of-view problems
in long-term tracking, LCT [17] and PTAV [18] utilize the
random forest and the Siamese network [19] as their rede-
tection schemes respectively, where all intermediate tracking
results are considered to identify the tracking state of the
target. Recently,Wang et al. [20] made full use of the baseline
tracker for redetection and did not need to incorporate extra
features into trackers for redetection purposes.

In addition to researches of tracking algorithms, many
works have focused on the application of visual tracking
algorithms. In earlier researches, [21] performed road traffic
surveillance and autonomous tracking of a moving target
by a fixed-wing UAV, where the tracking algorithm was
formulated as a normalized cuts problem. Reference [22]
developed a system of estimating target GPS coordinates, and
the impact of target loss events on the control and estima-
tion algorithms was analyzed. Relying on the color target
detection and tracking algorithm, [23] designed a tracking
system that enabled the quadcopter to track and hover above
the target. To address continuous unrestricted pose variation
and low-frequency vibrations of vehicles, [24] developed an
approach to create an artificial optical flow by estimating the
camera motion. In [25], a vision system for quadcopters was
designed to track a moving target on ground, where switching
controllers were proposed for stabilizing quadcopters during
flight.

In recent years, new functions and improvements have
been made for target tracking systems. [26] focused on the
trajectory planning and tracking problem, where the relative
position of the target in 3D space is obtained by using artifi-
cial markers. In [27], Justin et al. addressed an autonomous
flight system of a small quadcopter that enabled to track
a moving object, where the dynamics of the underactuated
robot, the actuator limitations, and the field of view con-
straints were considered. Reference [28], [29], [30] achieved
object tracking for quadcopters by combining an object detec-
tion algorithm with an improved PID algorithm. A novel
technique based on artificial neural networks was proposed
in [31] for the identification and tracking of targets. In [32],
a detection and multi-object tracking algorithm was proposed
based on color and depth data for rescuing victims in disaster
environments. Simultaneous target tracking and path plan-
ning by a quadcopter were accomplished with a novel system
framework proposed in [38], where the target size was set as
prior information for target state estimation.

However, limitations still exist in the research on quad-
copter visual tracking systems. First, the tracking accuracy
is insufficient. On the one hand, limited by the com-
putational capacities of airborne computers, most track-
ing algorithms with high performance are not suitable for
real-time UAV tracking due to complicated computations.
On the other hand, the translation drift will accumulate

during long-term tracking [15], [16], and the aforementioned
DCF-based tracking methods [17], [18], [20] search targets
only in a local region or perform redetection at regular inter-
vals, so these tracking methods do not perform well in fast
motion or out-of-view scenarios. Second, the application
scenarios of these tracking systems are limited. For example,
some tracking systems are only able to track the ground target
[28], [29], [33] or the target with other prior information
[26], [27]. This occurs because of the lack of accurate state
estimation on the target. Therefore, some preconditions, such
as the height information of the quadcopter and artificial
markers, are used for auxiliary estimation on target states,
which will affect the versatility and practicability of target
tracking systems.

We have concluded that a practicable and stable target
tracking system for UAVs should have the following char-
acteristics in common:

1) The overall algorithm of the UAV tracking system
should be computationally efficient and demonstrate
good real-time performance because the algorithm
should run on an airborne computer and deal with many
circumstances in real tracking tasks.

2) The target tracking algorithm should provide tracking
failure detection, drift correction and target relocation
to ensure safe and long-term tracking.

3) It is necessary to obtain as many target states as possi-
ble, including target global position and velocity, with-
out any prior information of targets so that sensitive and
robust tracking applications can be achieved in more
scenes.

4) The UAV system should have the ability to perceive the
environment for autonomous obstacle avoidance dur-
ing the tracking process, and the relationship between
tracking and obstacle avoidance can be coordinated.

In our work, by focusing on requirements 1) 2) 3), we pro-
vide a complete solution for UAV target tracking systems
from hardware construction to software design. Considering
the real-time performance of a UAV system, we design and
develop our tracking algorithm based on a correlation filter.
By improving the classic FDSST [35] and LCT2 [36] algo-
rithms, drift correction and a novel target relocation method
are designed for stable tracking performance in practical
applications.Moreover, a state estimationmethod is proposed
that can estimate the target position and velocity in global
coordinates with no need for target prior information and
UAV height information, so that the developed UAV system
has the ability to track arbitrary targets. The contributions of
this paper are summarized as follows:

1) A systematic solution including software, hardware
and algorithms is proposed to realize a UAV track-
ing system that has low power consumption and high
real-time performance.

2) To suppress tracking drift even for fast moving tar-
gets, we combine approximate estimationwith accurate
correction based on an appearance filter. Meanwhile,
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a novel full-frame search method is proposed based
on a multiscale sliding window, which can relocate the
target when it reappears at any area in the whole frame.

3) Target states that do not target position in global coordi-
nates but target velocity are estimated by the proposed
method, which is based on an improved LK optical
flow and an extended Kalman filter, so that the tracking
system is able to track the ground target as well as air
target rapidly and robustly.

The rest of this paper is organized as follows. In Section II,
we introduce the whole framework and the work process of
the vision-based target tracking system. In Section III, the
target tracking algorithm is presented. Section IV addresses
the target state estimation algorithm. The UAV tracking con-
troller is introduced in Section V. In Section VI, experi-
ments are carried out to validate the developed tracking sys-
tem. Concluding remarks and future work are discussed in
Section VII.

II. SYSTEM OVERVIEW
The vision-based target tracking system consists of a UAV
platform and ground station platform. The visual tracking
algorithm, target state estimation algorithm and UAV flight
controller run on a quadcopter platform in real time. The
ground station platform is the interface for monitoring system
states and sending quadcopter instruction. The whole frame-
work of this system is shown in Fig. 1.

FIGURE 1. The whole framework of target tracking system.

The work process of the target tracking system is shown
in Fig. 2. The camera provides visual information for
the onboard computer and ground station platform. First,
we select the target obtained by the object detection algorithm
on the ground station. Then the target position in the subse-
quent video stream is obtained by the target tracking algo-
rithm. In addition, the local or global position and velocity
of the target are estimated by the state estimation algorithm.
Furthermore, the controller is designed to correspondingly
control the velocity and attitude of the UAV.

FIGURE 2. The work process of target tracking system.

III. VISUAL TRACKING ALGORITHM
To track the target by UAV, we first need to determine the
target position with a 2D bounding box in the image plane by
a visual tracking algorithm, which provides an object region
for state estimation. Our visual tracking algorithm consists of
translation and scale tracking, tracking quality evaluation and
drift correction, tracking loss detection and target relocation.
Fig. 3 shows the whole framework of our tracking algorithm.

As shown in Fig. 3, the target position pt is inferred from
the correlation response map of the translation filter. Based
on pt , the target scale st is predicted by a scale filter. Then
we correct the drift of the target position with an appearance
filter. Furthermore, the tracking quality is evaluated by the
confidence score which is composed of average peak-to-
correlation energy (APCE) [37] and the maximum response
of the appearance filter in this paper. If the confidence score
is higher than the redetection threshold Tr , which means that
the target is tracking successfully, we update the translation
filter and the scale filter. Otherwise, the SVM classifier is
activated for target redetection. Note that the SVM classifier
and appearance filter are updated when the confidence score
is in the range of the interval threshold Tu.

A. TARGET POSITION AND SCALE TRACKING
The translation filter and the scale filter are applied to
estimate the target position and scale in the image plane,
respectively, both of which are borrowed from the FDSST
algorithm.

The translation filter and scale filter have similar forms as
eq. (1).

H l
=

GF l

d∑
k=1

FkFk + λ

=
Alt
Blt
. l = 1. . . . , d (1)
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FIGURE 3. The whole tracking process.

Here G is the discrete Fourier transform (DFT) of the desired
correlation output, and the bar denotes complex conjugation.
λ is a regularization parameter. F l denotes the DFT of the
target training sample of feature channel l, where samples
of translation filter ftrans consist of 31-dimensional FHOG
features and 1-dimensional gray features, and samples of
scale filter fscale are composed of 33 feature vectors mapped
from image patches of different scales.

After the target is selected, ftrans are extracted from the
image patch of the target, and the translation filter is obtained
by eq. (1). Then fscale is extracted by using variable patch
sizes centered around the target, and the scale filter is also
calculated by eq. (1).

In the new frame t , the position and scale of the target
are orderly determined by the highest response score of the
translation filter and the scale filter. The response of the
translation filter and that of the scale filter are both calculated
by eq. (2).

Yt =

∑d
l=1 A

l
t−1Z

l
t

Bt−1 + λ
. (2)

Here Z lt denotes the test sample of feature channel l. For the
translation filter, the test samples are extracted at the previous
location of the target with padding which has the same form
as ftrans. The test samples of the scale filter are extracted at
the target new center location in the same way as fscale.

The translation filter and scale filter are updated as eq. (3)

Alt = (1− η)Alt−1 + ηGF
l
t ,

Blt = (1− η)Blt−1 + η
d∑
k=1

Fkt F
k
t . (3)

Here η denotes the learning rate. In this paper, η changes with
the tracking quality to minimize the effect of false tracking.

In general, the tracking algorithm based on FDSST
achieves high accuracy and computing speed. However, this
tracking algorithm is unable to evaluate the tracking quality
and fails to detect target loss, thus it cannot be applied to UAV
systems directly.

B. TRACKING QUALITY EVALUATION
AND DRIFT CORRECTION
In LCT2, the appearance filter is presented to evaluate the
tracking quality, which is employed to detect if the target is
lost and determine if the filter needs to update. By referring to
this filter, we design an appearance filter for tracking quality
evaluation that has the same structure and updating form as
translation filter in Section III-A. However, to avoid excessive
update and maintain target appearance memory, the training
samples of the appearance filter are extracted with no padding
and the appearance filter is updated when the confidence
score is within the interval threshold Tu.

Moreover, the predicted position of the target always has
a small drift, which will accumulate in the long term and
affect the tracking quality. The appearance filter is suitable
for correcting this translation drift. Therefore, we design an
additional step based on appearance filter for translation drift
correction. The specific strategy is as follows: the translation
filter still maintains a large padding and high learning rate
for tracking fast-moving targets. Meanwhile, we employ the
correlation response of the appearance filter calculated by
eq. (2) for target translation correction, where the test samples
are extracted around the region determined by the translation
filter and scale filter with no padding. Note that the position
with the highest response score of the appearance filter is the
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accurate location. With this strategy, the translation filter is
able to employ large padding for tracking fast moving targets,
since the drift is then corrected by an appearance filter.

C. TARGET LOSS DETECTION AND REDETECTION
Oftentimes the target is in the presence of full occlusions in
UAV tracking missions, which can lead to tracking an incor-
rect target and even result in crashes. In this paper, a novel
target redetection strategy is proposed. When the confidence
score is lower than Tr , meaning the target is lost, then the
target redetection algorithm based on a SVM is activated. The
redetection process is shown in Fig. 4.

FIGURE 4. Target redetection.

Unlike the LCT algorithm which only relocates targets
locally or TLD which sets a small scale factor for relocating
targets globally, the relocation process is divided into two dif-
ferent strategies called local relocation and global relocation,
which are summarized as follows.

1) Within 50 frames after target loss, the local reloca-
tion strategy is applied, where relocation samples are
extracted by a sliding window around the target loss
position with a fixed scale, and the relocation result
is determined by the positive sample of the highest
response score with the SVM.

2) After the target is lost exceeding 50 frames, the global
relocation strategy is activated. Relocation samples are
extracted by sliding windows with 9 different scales,
which are much less than TLD. If positive samples
exist, we select the positive sample with the highest
response score with the SVM. Then, the fixed-scale
search is restarted with the 0.8 scale of the positive
sample. The final sample is selected with one of the
highest response scores with the SVM.

When the positive sample is obtained, we compare the
confidence score with Ta to determine whether the relocation
is successful. Moreover, a scale filter is applied again to
determine the target scale after successful relocation. These
strategies reduce the computational complexity and guaran-
tee the accuracy of target redetection, which is suitable for
application on UAV systems.

IV. TARGET STATES ESTIMATION
The state estimation of the target andUAV is an important part
of the tracking system, which provides inputs for the UAV
controller. UAV states are obtained directly by PIXHACK,
and the states of the target are estimated based on LK optical
flow and the extended Kalman filter algorithm, the whole
framework of which is shown in Fig. 5.

FIGURE 5. Target states estimation.

To estimate the target states, we first calculate the disparity
of the image patch between the left and right images, which
is obtained by the target tracking algorithm. Then the relative
position between the UAV and target is obtained by the stereo
vision model and coordinate system transformation. Since
the calculation is generally inaccurate due to observation
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noise, the extended Kalman filter is implemented for the
accurate estimation of the target global position and speed
by establishing a motion model and measurement model of
the target.

A. THE DISPARITY CALCULATION
The disparity of the target is calculated by the method devel-
oped from the inverse-additive optical flow method proposed
in [39]. Objective function ‖f (m)‖2 is constructed as:

min
1m

∑
pi∈W

‖IL(pi +1m)− IR(pi + m)‖22. (4)

Here IL and IR denote the gray values in the left image and
right image, respectively. W denotes the neighborhood of
point p in the image plane.
The Gauss-Newton iterative method is applied to solve

the least square equation, where the Jacobian matrix J is
the gradient of the left image gray value IL(p). Since stereo
images have been aligned of rows by [40], we ideally consider
the value of J in the y direction to be zero, which reduces
errors and improves the computational efficiency. The Jaco-
bian matrix J can be approximately written as:

J =

[
∂IL
∂x

(p)

0

]
. (5)

The disparity of a single point is calculated by using the
following steps.

1) Set the initial estimated value of disparity as m0;
2) Calculate f (m) and Jacobian matrix J ;
3) Solve the equation JTJ1m = −f (m)J ;
4) Update m, that is m + 1m → m, if the increment of

disparity 1m is small enough, stop iterating and the
current estimated disparity value m is the final value.
Otherwise, go to step 2 and continue iteration.

To obtain the disparity of the tracking target between the
right image and the left image, 300 points are selected ran-
domly in the region of the target rectangular box in the left
image, and the disparity of each point is calculated. Since
the disparity of points on the background is generally smaller
than that on the target surface, we remove 100 points of
smaller disparity, and take the average of 200 remaining
points as the final target disparity. The effect of the improved
disparity calculation algorithm is shown on the right of Fig. 6.
The disparity calculated by the improved algorithm has fewer
outliers and is closer to the truth-value.

FIGURE 6. The disparity calculation.

B. COORDINATE SYSTEMS TRANSFORMATION
After the disparity of the target is obtained, the target relative
positionwith theUAV is calculated by the stereo visionmodel
which is expressed as Pc in the camera coordinate system. To
obtain the target coordinate Pb in the body coordinate system
and target coordinate Pw in the global coordinate system,
we need to obtain the transforming relationship among these
three coordinate systems, which is shown in Fig. 7.

FIGURE 7. Coordinate systems transformation.

The transforming relationship of these three coordinate
systems is expressed as eq. (6) and eq. (7)

[
Pb
1

]
= TbcPc =

[
Rbc tbc
0T 1

] [
Pc
1

]
. (6)[

Pw
1

]
= TwbTbcPc

=

[
RwbRbc Rwbtbc + twb

0 1

] [
Pc
1

]
= TwcPc, (7)

where Rwb and Twb (obtained from the MAVROS message)
denote the rotation matrix and transformation matrix between
the body coordinate system and global coordinate system,
respectively. Rbc and Tbc denote the rotation matrix and
transformation matrix between the camera coordinate system
and body coordinate system, respectively. Twc is the trans-
formation matrix between the camera coordinate system and
global coordinate system.

C. EXTENDED KALMAN FILTER
To track the target steadily and quickly, a stable global posi-
tion and velocity are needed.We take the target position in the
camera coordinate system and the rotationmatrix between the
camera coordinate system and global coordinate system as
the inputs. The extended Kalman filter is presented to smooth
the target global position and estimate the target global veloc-
ity, where the target motion model and measurement model
are required.

We adopt the target position and velocity in global
coordinates as state variables. The target motion model is
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written as
Xt
Yt
Zt
Ẋt
Ẏt
Żt

 =

1 0 0 T 0 0
0 1 0 0 T 0
0 0 1 0 0 T
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1




Xt−1
Yt−1
Zt−1
Ẋt−1
Ẏt−1
Żt−1



+



T 2

2
T 2

2
T 2

2
T
T
T


a+ ε(Rt), (8)

where T is the time period of this system and εt describes the
uncertainty of the state distribution.Rt is the noise covariance
matrix.

Assuming that the target acceleration conforms to a Gaus-
sian distribution, the standard deviation is σa and the mean
is 0. When the target velocity is changing, the variation in
the estimated velocity is provided by σa. Since the coordinate
in one direction is only related to the velocity in the same
direction and is irrelevant to velocities and coordinates in the
other direction, the noise covariance matrix of the motion
model is

Rt =



T 4

4
0 0

T 3

2
0 0

0
T 4

4
0 0

T 3

2
0

0 0
T 4

4
0 0

T 3

2
T 3

2
0 0 T 2 0 0

0
T 3

2
0 0 T 2 0

0 0
T 3

2
0 0 T 2



σ 2
a . (9)

The measurement model is designed based on the state
variables of the motion model. The target position in camera
coordinate system (Xv,Yv,Zv) can be calculated by a stereo
vision model, which is adopted as the measurement variable.
The measurement model of the extended Kalman filter can
be written as eq. (10),XvYv

Zv

 = R−1

Xt − XchYt − Ych
Zt − Zch

+ δ(Qt ), (10)

where (Xch,Ych,Zch) denotes the UAV position in the global
coordinate system, R denotes the rotation matrix from the
camera coordinate system to the global coordinate system and
δt describes the uncertainty of the measurement.

The Jacobian matrix of the measurement model is

H t =


∂xv
∂Xt

∂xv
∂Yt

∂xv
∂Zt

∂xv
∂Ẋt

∂xv
∂Ẏt

∂xv
∂Żt

∂yv
∂Xt

∂yv
∂Yt

∂yv
∂Zt

∂yv
∂Ẋt

∂yv
∂Ẏt

∂yv
∂Żt

∂zv
∂Xt

∂zv
∂Yt

∂zv
∂Zt

∂zv
∂Ẋt

∂zv
∂Ẏt

∂zv
∂Żt


=

 0 0 0
R−1 0 0 0

0 0 0

 . (11)

Suppose that the three measurement variables have no
relationship with each other, and obey a normal distribution
of N (0,Nt ). Then, the covariance matrix Qt is described as
eq. (12)

Qt =

δ2x 0 0
0 δ2y 0
0 0 δ2z

 , (12)

where δx , δy, δz denote the standard deviations of measure-
ment in the x, y, z directions.

V. THE CONTROLLER DESIGN
To follow the target with the quadcopter, two following strate-
gies are designed in this paper: a tail-following controller is
based on the relative position between the UAV and target,
and a parallel-following controller is based on the global
position of the target and UAV.

A. THE TAIL-FOLLOWING CONTROLLER
The tail-following controller includes two closed-loop struc-
tures, which are shown in Fig. 8. We adopt the PIXHACK
controller as the inner loop, and the outer loop includes the
relative position controller and yaw angle controller.

FIGURE 8. The tail following controller.

The UAV follows the target by adjusting the yaw angle and
the speed in the direction of the quadcopter nose by the tail-
following controller, which provides the shortest flight path
of the UAV. However, the controller is only able to track the
ground target, since the target height information cannot be
obtained only by the relative position between the UAV and
target.
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B. THE PARALLEL-FOLLOWING CONTROLLER
To achieve accurate path following for the tracking target,
the parallel-following strategy is further designed. The struc-
ture of the controller is shown in Fig. 9.

FIGURE 9. The parallel following controller.

Unlike the tail-following controller, the parallel-following
controller involves a global position controller and yaw con-
troller in the outer loop. The inputs of the global position
controller are the global position and velocity of the target
and UAV. The output is the desired global velocity of the
UAV; thus, the parallel-following controller can be applied
for tracking ground targets as well as air targets.

VI. SIMULATIONS AND EXPERIMENTS
In this section, simulations and experiments of a real system
are conducted. We evaluate the error of target state estimation
based on the ground truth of Gazebo, and test the effect
of the target following controllers in the simulation envi-
ronment. In experiments of a real system, the hardware is
constructed, the software is designed and the communica-
tion flow of the whole system is first described. After that,
to evaluate the performance of the real system, we carry out
the following experiments on ground targets and air targets.
More details of this system can be viewed in the video
https://www.bilibili.com/video/BV1nK4y1D7sf/.

A. SIMULATIONS
To test the performance of the tracking system, a simulation is
first carried out. This simulation system is built with Gazebo
and based on the real system. The tracking of the ground
target and air target are shown in Fig. 10a and Fig. 10b,
respectively.

FIGURE 10. Tracking simulation experiments.

1) EVALUATION OF THE TARGET STATES ESTIMATION
The estimated position error of the ground target is shown in
Fig. 11. The expected distance is set as 8 m and the target
is randomly moving with a speed lower than 2 m/s. We only
need to estimate the position in the x, y directions since the
height of the target is constant. The estimated position error
of the air target is shown in Fig. 12. The expected distance
is set as 5 m and the target is randomly moving with a speed
lower than 2 m/s in the x, y directions and 0.5 m/s in the
z direction. It is observed that the measurement noise of the
target location in the real world is close to 0.25, so we set
δx , δy, δz in eq. (12) as 0.25. and set σ 2

a in eq. (9) as 0.25.

FIGURE 11. The position estimated error of ground target.

FIGURE 12. The position estimated error of air target.

It can be observed from Fig. 11 and Fig. 12 that the
estimation errors in the x, y directions are lower than 0.2 m.
Since the default position of the target is the center of the
model and the estimated position is the center of the bounding
box in the simulation scenario, the estimated overall error can
be positive or negative. The estimated error of the air target
is lower than 0.3 m in the z direction. The reason for the
higher noise is that the appearance of the air target changes
considerably when it flies up and down.

The estimated velocity error of the air target is shown
in Fig. 13. From 340 s to 360 s, the target is stationary,
whereafter, the target is moving with a speed between 0 m/s
to 2 m/s.

The velocity error is very small when the target is sta-
tionary, and increases as the target moves. Particularly in the
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FIGURE 13. The error of estimated velocity.

stages of acceleration and deceleration, the error has a larger
fluctuation. However, the error is always lower than 0.4 m/s,
which shows the validity of the developed states estimation
algorithm.

2) TARGET-FOLLOWING CONTROL SIMULATIONS
The experiment for the tail following controller is conducted
first. The distance between the target and the UAV is shown
in Fig. 14.

FIGURE 14. The distance in tail-following stage.

The expected distance is 5 m, and the original distance is
set as 10 m. In Fig. 14, it can be seen that the relative distance
between the UAV and the target is maintained at 5 m after
10 s. Fig. 15 shows the real time trajectory of the UAV and
target.

FIGURE 15. The tail-following path.

In the tail-following mode, the UAV maintains the desired
distance from the target and tracks the target with the shortest

path. However, the following strategy needs to hold the UAV
altitude.

The parallel-following controller is designed for tracking
the ground target as well as the air target. The following
experiments of the ground target and the air target with the
parallel-following controller are shown in Fig. 16 and Fig. 17.

FIGURE 16. Ground target tracking for parallel-following controller.

FIGURE 17. Air target tracking for parallel-following controller.

It is observed that the developed system is able to track
ground and air targets with good performance. Only when the
direction of target motion changes quickly will the tracking
trajectory slightly deviate, which results from the estimated
error of target global states and the restriction of the UAV
kinematics.

B. EXPERIMENTS OF THE REAL SYSTEM
We further carry out experiments on ground targets and air
targets with the parallel-following controller for the real plat-
form. The hardware of the UAV platform is mainly com-
posed of several parts: a MYNTEYE camera, an onboard
NUC7I7BNH computer, a PIXHACK flight controller, and
localized and dynamic components. The UAV platform is
shown in Fig. 18. The image resolution is 752*480, and the

FIGURE 18. The quadcopter platform.
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FIGURE 19. Target detection algorithm.

frequencies of the camera and IMU are 25 Hz and 100 Hz,
respectively.

We employ an Acer P248 computer as our ground station.
For the convenience of system operation and system moni-
toring, we design visualization software in a ground station,
which includes a target detection interface and a visualized
upper computer. TheYOLOv3 [34] algorithm is employed for
target detection, the structure of which is shown in Fig. 19a,
and the detection result is displayed in Fig. 19b.

The visualized upper computer is designed by C++ based
on the QT structure. In addition to the basic functions includ-
ing UAV flight control, displaying the states of the target and
adjusting the parameters of the controller, the upper computer
software also has the ability to launch the whole system using
one button. It is shown in Fig. 20.

FIGURE 20. The visualization of upper computer.

The ground station communicates with the NUC7I7BNH
computer by WI-FI and communicates with the flight con-
troller by radio. The communication flow of the whole system
is shown in Fig. 21.

First, we adopt the pedestrian as the ground target. The
UAV takes off to a height of 1.5 m with the control of the
ground station, and then we choose the target among objects
detected by YOLOv3, where the expected distance between
the target and UAV is set as 5.5 m. It is observed that the
measurement noise of the target location in the real world is

FIGURE 21. The hardware communication of target tracking system.

FIGURE 22. Ground target tracking experiment in real world.

FIGURE 23. Air target tracking experiment in real world.

close to 0.4, so we set δx , δy, δz in eq. (12) respectively as
0.4 and set σ 2

a in eq. (9) as 0.25.
Fig. 22 shows the actual trajectories of the UAV and target

at different times. In this scenario, our target tracking system
exhibits good performance with a parallel trajectory.

In air target tracking experiments on a real platform,
we employ DJI PHANTOM2 as an air target. The expected
distance between the target and tracking system is set as 4 m,
and for security, the expected height of the tracking system is
1 m above the target.

Fig. 23 shows the tracking scenario of the air target track-
ing experiment. Our system has good trajectory-following
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performance for tracking air target, which indicates that the
tracking algorithm and target state estimation method are
effective and stable even if the target is small and moving
fast.

VII. CONCLUSION
In this paper, an autonomous vision-based target tracking sys-
tem is designed and implemented for a quadcopter platform
which is developed in our lab. The target is easily selected
by the detection result of YOLOv3. Utilizing a new update
strategy of a tracking filter and an additional drift correction
step, our system is able to track targets accurately in the
long term. Meanwhile, a novel target redetection method is
developed, which is able to relocate the target accurately
in an effective way. An improved LK optical flow and an
extended Kalman filter algorithm can estimate both local and
global states of the target, which correspond to the inputs of
the tail-following controller and parallel-following controller,
respectively. Simulation and real-world experimental results
show that the developed tracking system achieves stable
tracking performance. In the future, a new algorithm will
be investigated to track the target indoors by combining
this system with indoor localization and obstacle avoidance
methods. Meanwhile, 3D object detection and multi-target
tracking algorithms will be considered for tracking
tasks.
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