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ABSTRACT The traditional deep deterministic policy gradient (DDPG) algorithm has the disadvantages
of slow convergence velocity and ease of falling into the local optimum. From these two perspectives, a
DDPG algorithm based on the double network prioritized experience replay mechanism (DNPER-DDPG)
is proposed in this paper. Firstly, the value function is approximated by introducing the idea of two neural
networks, and the minimum of the action value functions generated by the two networks is selected as the
updated value of the actor policy network, which reduces the incidence of local optimal policy. Then, the Q
values obtained by the two networks and the immediate reward obtained by the environment are used as the
criteria for prioritization, and the importance of the samples in the experience replay mechanism is divided
to improve the convergence speed of the algorithm. Finally, the improved method is demonstrated in the
classic control environment of OpenAI Gym, and the results show that the proposed method has increased
convergence speed and cumulative reward compared with the comparison algorithm.

INDEX TERMS Continuous action space, deep deterministic policy gradient, experience replay mechanism,
function approximation error, priority division.

I. INTRODUCTION
With the development of the field of artificial intelligence,
several achievements in the area of discrete action spaces
have been made by reinforcement learning [1]–[3]. In solving
discrete action space tasks, exploration algorithms are used to
enumerate as many state-actions as possible in some studies.
However, when the action space is very large or continu-
ous, it is difficult for algorithms based on discrete action
spaces to achieve a good result. At this time, reinforcement
learning based on continuous action spaces emerged. How to
efficiently handle tasks in the continuous action spaces has
become a hot topic and difficult problem in reinforcement
learning [4].

At present, the method of dealing with continuous action
space tasks is to learn policy directly. The policy is regarded
as the function of states and actions. The parameters of a
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policy function can be obtained by establishing an appro-
priate loss function and using the reward generated by the
interaction between agent and environment. The specific
action can be directly generated by the policy function. Under
the guidance of such thought, the deep deterministic policy
gradient (DDPG) [5] was proposed. Regarding this algo-
rithm, many scholars have conducted in-depth research and
have made a series of achievements. An improved DDPG
algorithm based on a double-layer back-propagation (BP)
neural network was introduced in Ref. [6]. A fuzzy algo-
rithm based on the Armijo-Goldstein criterion and BFGS
method were introduced to improve the exploration effi-
ciency of the BP neural network. Experimental results show
that the proposed method has greatly improved the BP net-
work’s performance. A new sampling idea was proposed
in [7], namely that the data in the experience replay mech-
anism are stored in segments according to the importance
of the training data, and the training efficiency and conver-
gence are raised. Nikishin et al. [8] proposed an improved
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reinforcement learning idea. The stochastic weight averaging
method was introduced to reduce the influence of noise in
the gradient estimator in training process. It was tested in
the continuous action space tasks of Atari and MuJoCo. The
stability of the training process is thereby increased. Thework
presented in [9] shows that high-priority samples are selected
for network training. At the same time, similar samples in
the replay mechanism are deleted and some rare samples
retained. The convergence speed of the method is increased.
The method presented in [10] is an improved DDPG algo-
rithm. The parallel actor network was introduced to speed
up training efficiency and the prioritized experience replay
was introduced to raise sample utilization. Biped robots can
be effectively controlled to walk and the training speed was
increased through the algorithm. In [11], an improved expe-
rience replay sampling method was proposed. The method is
based on learning curve theory to achieve the dynamic change
effect of the experience replay mechanism. The sample uti-
lization rate and algorithm learning efficiency are improved
in the application of robot path planning. Li et al. [12] pro-
posed an improved algorithm based on weighted information
entropy. Weights are assigned to training data in advance.
The data are trained according to the weight ratio and the
results are integrated through neural networks. Tested in wire-
less sensor networks, the training efficiency and convergence
of the algorithm were improved. A reinforcement learning
method combining prioritized experience replay and DDPG
was proposed in [13].When storing empirical data, the binary
tree structure is adopted, and the data sampling training is car-
ried out by using the idea of prioritized experience replay. The
algorithm was applied to the automatic driving problem, and
the convergence speed of the algorithm improved. To solve
the problem of high complexity of the prioritized sampling
algorithm, Zhang et al. [14] proposed a small sample sorting
method. First, a number of times of batch sample data were
randomly selected, and then prioritization was carried out
on the basis of random samples. Finally, the samples were
selected according to priority. Simulation experiments prove
that the sampling efficiency of the algorithm was enhanced.

To summarize, the abovementioned reinforcement learning
methods applied to the continuous action space problem have
made some achievements. The convergence has been raised,
but it still needs to be improved. At the same time, the study
of local optimum policy still must be advanced further. The
main work of this paper is as follows. First, the basic prin-
ciple of DDPG is introduced, and its network structure and
important parameters are elaborated in detail to determine its
defects in processing continuous action space tasks. Second,
the improved algorithm is proposed to overcome the short-
comings of the DDPG. Two improvements are made. First,
to reduce the occurrence of a local optimum, a pair of critic
networks are introduced, and the minimum value of the Q
value generated by the two critic networks is selected as the
target value of updating the parameters of actor network so
as to reduce the overestimation bias in network training and
realize the solution of optimal policy. Second, to improve the

convergence of the algorithm, the priority function of samples
in the experience replay mechanism is proposed. The two
temporal difference errors (TD-errors) [15] produced by the
two critic networks and the sum of the immediate rewards of
the samples are set as the priority of samples. The immediate
reward of the samples and the absolute opposite value of
the TD-errors are linearly related to the importance of the
samples. The influence of the two on the importance of the
sample can be fully taken into account to achieve the purpose
of accelerating the convergence. Finally, the effectiveness of
the proposed algorithm in continuous action space tasks is
studied. The algorithm is verified by experiments. The rest
of this paper is organized as follows. In Section II, the DDPG
algorithm is briefly reviewed. The idea of improved algorithm
is introduced in Section III. In Section IV, the experiment and
result analysis are presented. Section V gives conclusions and
describes planned future work.

II. DEEP DETERMINISTIC POLICY GRADIENT
ALGORITHM
The DDPG algorithm used to solve the reinforcement learn-
ing problem of continuous action space. The flow of the
DDPG is as follows: First, the experience data generated
by the interaction between the agent and the environment
are stored in the experience replay mechanism, and then the
sampled data are updated through the actor-critic framework;
finally, the optimal policy is obtained. The structure diagram
of DDPG is shown in Fig. 1.

Experience replay mechanism: The data used by the algo-
rithm to update the network are collected in the experience
replay (ER) [16], which is equivalent to a piece of memory.
The experience samples et = (st , at , rt , st+1) obtained by
the agent interacting with the environment are stored in the
ER, and then the samples in the ER are sampled to update
the parameters of the deep neural network. The production of
the ER is mainly due to two reasons. On one hand, because
the data for training the neural network must meet the condi-
tion of independent and identical distribution, the data sam-
ples produced by the interaction between the agent and the
environment are not independent and identically distributed.
On the other hand, if the sample data are immediately dis-
carded after use, the data cannot be reused, resulting in low
learning efficiency of the agent. Because of the existence of
ER, the data utilization efficiency and convergence speed of
the algorithm are improved.

Actor network: the specific action at is generated according
to the current state st.

at = µ
(
st
∣∣θµ )+ Nt (1)

In the Eq. (1), µ function represents the actor network
function, θµ represents the Actor network parameters, and
Nt represents the exploration noise. The noise is generated
randomly each time.

Target actor network: the follow-up action at+1 used in the
estimated value is generated according to the follow-up state
st+1 given by the environment.
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FIGURE 1. The DDPG algorithm structure framework.

Critic network: Q value is generated based on state st and
action at.
Target critic network: Q

′

(st+1, at+1) is used to calculate
the target value yt = Q (st, at) that is generated according to
the subsequent states st+1, at+1. When the network model is
trained, the network parameters are updated by minimizing
the loss function L

(
θQ
)
of the critic network:

L
(
θQ
)
=

1
M

∑
i

(
yi − Q

(
si, ai

∣∣∣θQ ))2 (2)

where,

yi=r i+1 + γQ
′

(
st+1, µ′

(
st+1

∣∣∣θµ′ ) ∣∣∣θQ′ ) (3)

ri+1 represents the reward generated by the interaction
between the agent and environment; γ represents the discount
factor, i.e., the discount coefficient between the Q value and
the real value; θµ

′

represents the network parameters of the
target-actor network, and θQ and θQ

′

represent the network

parameters of the critic network and target-critic network,
respectively.

In critic network, Monte Carlo method is used to sample to
approximate the expected value. The critic network parame-
ters can be approximately updated through the chain rule:

∇θµ
(
θµ
)

≈
1
M

∑
i

∇aQ
(
s, a

∣∣∣θQ )∣∣∣
s=si,a=µ(si)

∇θµ
(
s
∣∣θµ )∣∣si (4)

The target network adopts the ‘‘soft’’ update method,
and updates the parameters by slowly tracking the learned
network

θQ
′

← τθQ + (1− τ) θQ (5)

θµ
′

← τθµ + (1− τ) θµ (6)

In the above, parameter τ represents the update coefficient,
and the value of τ is small, indicating that the network
updates a little bit each time. The ‘‘soft’’ update method
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makes the instability problem closer to supervised learning.
Although it slows down the update speed of the target network
parameters, the algorithm can obtain better stability during
the learning process.

The DDPG has excellent performance in the reinforcement
learning task of processing continuous action space. How-
ever, it also has some defects like the low convergence and
local optimum.

III. DEEP DETERMINISTIC POLICY GRADIENT
ALGORITHM BASED ON DOUBLE NETWORK
PRIORITIZED EXPERIENCE REPLAY
In view of the shortcoming of the DDPG in using a neural net-
work to estimate the value function, a function approximation
error will occur and fall into a local optimum. Two critic neu-
ral networks are introduced to approximate the value func-
tion, and the minimum value of the value functions generated
by the two networks is selected as the updated value of the
actor policy network. In this way, the overestimation bias gen-
erated when the function is approximated is reduced, thereby
reducing the occurrence of the local optimum. To solve the
problem of slow convergence caused by the forgetting of
important data when the agent selects the samples in the ER
mechanism, the Q value obtained by the two networks and
the immediate reward from the environment are taken as the
criteria used to divide the sample priority.

A. USING DOUBLE CRITIC NETWORKS TO REDUCE
OCCURRENCE OF LOCAL OPTIMUM POLICY
A neural network is used by the DDPG to approximate the
value function, which will produce function approximation
errors, value overestimation and sub-optimal phenomena.
In the actor-critic structure of theDDPG, the policy is updated
based on the estimate of the value of the approach to the
critic function. Here, the algorithm uses the estimation of
subsequent states to update the estimation of value func-
tion, which means that inaccurate estimation is used in each
update, which will lead to the accumulation of such errors.
Owing to the existence of overestimation bias, some bad
states will be overestimated, leading to sub-optimal strategies
and even divergent behavior. Thrun et al. [17] proved that
the overestimation bias caused by the function approximation
error will be propagated through the Bellman equation [18],
and the error is inevitable. Fujimoto et al. [19] proved that
the value estimation in the deterministic policy gradient will
be overestimated, and an overestimation bias exists. The
TD-error that emerged in the neural network is expressed as
follows:

δ=rt+1+γQ′
(
st+1, µ′

(
st+1

∣∣∣θµ′ )+Nt)− Q (st , at ∣∣∣θQ )
(7)

where ri+1 represents the reward generated by the agent
interacting with the environment, γ is the discount factor, Nt
represents the noise, Q denotes the target value generated by
the neural network in the current state, and Q′ is called the

target value expected by the agent. In reinforcement learning,
the agent always uses the greedy policy to select actions
when learning strategies. The greedy policy is based on TD-
error as the standard. In formula (7), it can be seen that Q′

is an estimated value, not a true value, so deviations will
occur. This bias will continue to increase with the learning
of the agent, resulting in overestimation bias, which is very
unfavorable for algorithm learning.

In reducing the problem of overestimation bias, scholars
have proposed several methods. In double Q-learning [20],
the greedy policy is distinguished from the value function
by maintaining two independent value estimates, and each
value estimate is used to update the corresponding value
function. In double deep q network [21], the author uses the
target network as the value estimation and maximizes the
current value network instead of the target network through
the greedy policy, and then obtains the policy. Inspired by this
idea, two critic networks are introduced on the original basis
of the DDPG algorithm in order to update it. The minimumQ
value generated by the two critic networks is selected as the
target network update value. Because of overestimation bias,
the value estimate can be used as the approximate upper limit
of the target Q value. If the Q value selected each time is a
Q value that produces overestimation bias, then the overes-
timation bias will be gradually increased and eventually the
incorrect policy will be produced. In this subsection, the min-
imum of the two target Q values is used to update the policy.
This underestimation idea is helpful to reduce overestimation
bias. Even though the phenomenon of overestimation bias is
inevitable, the idea of underestimation has a positive effect on
its reduction. In reinforcement learning, the underestimation
idea is usually not spread [19]. In reinforcement learning,
the agent always learns in the direction of increasing reward
value with a greedy policy. Therefore, the underestimation
idea will not be spread as the agent continues to learn, which
can effectively reduce overestimation bias. The improved
critic network is shown in Fig. 2.

By selecting the smallest target Q value in the two critic
networks as the updated value of the network parameters,
the target value formulas generated by the two critic networks
are expressed as follows:

y1 = rt+1 + γQ′1
(
st+1, µ′

(
st+1

∣∣∣θµ′ )+ Nt1) (8)

y2 = rt+1 + γQ′2
(
st+1, µ′

(
st+1

∣∣∣θµ′ )+ Nt2) (9)

The TD-error value and critic network update value
become, respectively,

δt =

∣∣∣y1 − Q1

(
st , at

∣∣∣θQ )∣∣∣+ ∣∣∣y2 − Q2

(
st , at

∣∣∣θQ )∣∣∣ (10)

y = mini=1,2yi (11)

Q1
(
st , at

∣∣θQ ) and Q2
(
st , at

∣∣θQ ) represent the respective
Q values generated by the critic network in each iteration,
and Nt1 and Nt2 represent noise. The noises Nt1 and the
noise Nt2 in the y1 and y2 target value formulas are different.
The two noises are randomly generated when the network
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FIGURE 2. The improved critic network framework.

is initialized, and the two noise values are different, so two
different target values are obtained, and the minimum of the
two target values is selected as the updated value of the actor
network. This method of reducing overestimation bias has
a drawback: the variance of the algorithm becomes larger.
To reduce the variance, appropriately reducing the discount
factor γ of the algorithm can achieve the purpose of balancing
the deviation and variance of the algorithm.

B. SETTING SAMPLE PRIORITY IN REPLAY MECHANISM
TO IMPROVE CONVERGENCE SPEED
When the data in the experience replay mechanism are sam-
pled, the data utilization rate will be low, which will cause the
algorithm to converge slowly. In this subsection, the impor-
tance of samples is divided on the basis of the introduction of
prioritized ER thinking: the sum of two TD-errors generated
by double networks and the immediate reward is used as the
basis for dividing the importance.

1) PRIORITIZED EXPERIENCE REPLAY THOUGHTS
The emergence of ER has led scholars to invest in new
research directions. Mnih et al. [2] used ER to store experi-
ence samples and randomly selected experience samples for

network training, which could break the correlation between
experience samples. The training efficiency of the algorithm
is improved. Although the correlation between experience
samples is broken through their method, the importance of
different samples is not considered. In [22], Schaul et al. gave
each sample a different priority according to the importance
of the experience sample, and designed a prioritized ER
(PER) mechanism, which improved the convergence speed of
the algorithm. In Ref. [23], the PER idea was applied to the
DDPG algorithm, and the convergence speed of the improved
algorithm increased.

The core idea of PER is to replay more frequently expe-
riences related to very successful or very bad performance.
Therefore, determining the standard of the empirical data
being played back is the core issue. In most reinforcement
learning algorithms, TD-error is usually used to update the
action value functionQ (s, a). The TD-error value can be used
as the correction of the estimation and can reflect the extent
to which the agent can learn from experience. The greater the
absolute value of TD-error, themore positive the correction of
the expected action value. In this case, experience with higher
TD-error is more likely to be of high value and is related to
very successful attempts. In addition, experience with a large
negative TD-error is a condition for the agent to behave badly,
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and the state of these conditions cannot be fully understood
by the agent. Replaying these experiences more frequently
will help the agent gradually understand the true results of
the incorrect behavior in the corresponding state, and avoid
recurrence of the incorrect behavior under these conditions,
thereby improving the overall performance. Therefore, these
inexperienced samples are also considered to be of high value.
The probability of sampling experience is defined as

P (j) =
Dj∑
k D

α
k

(12)

where Dj = 1
rank(j) > 0, rank(j) is the level of experience j

in the replay buffer, which is based on the absolute TD-error
value. The parameter α represents the degree of control usage
priority. The definition of sampling probability can be seen
as a method of adding random factors when selecting expe-
rience, because even those samples with lower TD-error can
still be played back, thus ensuring the diversity of sampling
experience. This diversity is very helpful in preventing neural
networks from overfitting.

Since the agent is more inclined to replay the experience
with higher TD-error more frequently, there is no doubt that
it will change the frequency of state access. The change may
cause the training process of the neural network to easily
oscillate or even diverge [19]. To solve this problem, impor-
tance sampling weights are used in the calculation of weight
changes:

Wj =
1

Sβ · P (j)β
(13)

where S is the size of the replay buffer, P (j) is the probability
of sampled experience j, and the parameter β controls the
degree of correction used.

Although the algorithm’s convergence speed is accelerated
by this method, the sample utilization rate in the ER mecha-
nism is low, and its convergence speed is still far behind the
speed required for processing the actual continuous motion
space tasks.

2) SETTING OF SAMPLE IMPORTANCE
The DDPG based on prioritized ER uses TD-error as a mea-
sure of the importance of samples in the ER mechanism,
which can improve the efficiency and quality of data sam-
pling. Defects still exist in the classification of the impor-
tance of samples, i.e., insufficient sample division leads
to a slower learning speed of the algorithm. Neuroscience
research has shown that rodents will replay previously expe-
rienced sequences in the hippocampus during waking or
sleep, and reward-related sequences will be replayed more
frequently [24], [25]. Some samples have small TD-error, but
their immediate rewards are high. Such samples are also very
useful for the learning of agents, but they cannot be sampled.
Since the immediate reward obtained by the agent interacting
with the environment at each moment is different, there is a
difference between the TD-error it generates and the immedi-
ate reward value. On this basis, in this paper an improvement

has been made; that is, the sum of the two TD-error values
generated by the double networks in Section III.A and the
immediate reward generated by the interaction between the
agent and the environment are used as the criterion for judg-
ing the importance of the sample.

The improved priority evaluation criterion is

p=
∣∣∣y1−Q1

(
st , at

∣∣∣θQ )∣∣∣+∣∣∣y2 − Q2

(
st , at

∣∣∣θQ )∣∣∣+r+ε
(14)

where y1 and y2 are the expected values calculated from the
target Q values generated by the two networks. The twoQ val-
ues are estimated values obtained under the current policy, γ
is an immediate reward, and ε is a small constant, the increase
of which prevents some samples from being sampled when
the sample priority p is 0, which, in turn, helps increase the
diversity of sampled samples.

By using Eq. (14) as the priority criterion for evaluating
experience data, the importance of the data in the ER mecha-
nism can be further divided. Taking the errors obtained in the
two networks into account is more accurate than considering
only one of the errors, and the importance of empirical data
can be more accurately judged. Immediate reward refers to
the reward that the agent acquires when it reaches a certain
state. Therefore, the immediate reward can portray the impor-
tance of experience data, so the immediate reward and the two
TD-errors are taken into consideration as priority evaluation
criteria.When the agent is learning, minimum batch sampling
is performed according to the priority standard, which can
make full use of the important data in the ERmechanism. This
is helpful in improving the sample utilization rate in the replay
mechanism and, thus, the convergence speed of the algorithm.

C. THE PSEUDOCODE OF IMPROVED ALGORITHM
Combining the improvement ideas presented in Sec-
tions III.A and III.B, the improved DDPG is obtained. The
pseudocode of the improved algorithm is shown in Table 1.

IV. PENDULUM CONTROL BASED ON IMPROVED
ALGORITHM
To evaluate the proposed algorithm, three different
continuous action space tasks in the classic control
problem of OpenAI Gym [26] are used to test the
effectiveness of the improved algorithm: Pendulum-v0,
MountainCarContinuous-v0 and LunarLanderContinuous-
v2. In Pendulum-v0, assuming that the pendulum starts at
a random position, the goal is to swing up and keep the pen-
dulum upright. The observed values are the sine and cosine
values of the angle between the pendulum and the vertical
direction and angular velocity of the pendulum respectively.
The output action value is a continuous value of (-2,2), which
represents the magnitude of the left and right-hand forces
exerted on the pendulum. The formula of the reward function
is −

(
θ2 + 0.1× θ2dt + 0.001× action2

)
. The gravitational

field is the gravitational field of Earth and the direction is
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TABLE 1. Improved DDPG algorithm pseudocode.

FIGURE 3. OpenAI gym ‘‘Pendulum-v0’’ environment used for testing.

toward the center of Earth. The pendulum environment is
shown in Fig. 3.

In the MountainCarContinuous-v0 environment, the car
is located on a one-dimensional track between two ‘‘moun-
tains’’. The goal is to drive to the mountain on the right.
However, the car’s engine is not strong enough for a single
pass. Therefore, the only way to succeed is to keep moving
forward and accumulate momentum. If the car spends less
energy to reach the target point, the reward will be higher.
Environmental observations are the position and speed of the
car. The position interval is (−1.2, 0.6), and the speed (−0.07,
0.07). The output action value means pushing the car to the
left (negative value) or right (positive value). The reward
function is the reward for reaching the target on the hill on
the right minus the sum of squares of actions from the start to
the target. The termination status is reaching the set episodes
or reaching the mountain on the right. The environment is
shown in Fig. 4.

In the LunarLanderContinuous-v2 environment, the land-
ing pad is always at coordinates (0,0) and the coordinates
are the first two numbers in the state vector. The reward for

FIGURE 4. OpenAI gym ‘‘MountainCarContinuous-v0’’ environment used
for testing.

FIGURE 5. OpenAI gym ‘‘LunarLanderContinuous-v2’’ environment used
for testing.

moving from the top of the screen to the landing spot and
zero speed is approximately 100-140 points. If the lander
is far from the landing site, it will lose the reward. If the
lander crashes or comes to a standstill, the episode ends and
an extra -100 or+100 points are awarded. The ground contact
bonus for each leg is +10 points. Firing the main engine
costs -0.3 points in each frame. The reward for achieving
the goal is 200 points. Landing outside the landing pad is
possible. The actions are two real-valued vectors from -1
to+1. First control the host, -1-0 means off, and 0-+1 means
the throttle is increased from 50% to 100%. The power of
the engine cannot be lower than 50%. The second value reac-
hes -1.0 to -0.5 to ignite the left-hand engine,+0.5 to+1.0 to
ignite the right-hand engine, and -0.5 to +0.5 to turn off the
engine. The ultimate goal is to enable the lander to success-
fully land on the landing site. The condition for the end of
the experiment is to reach the set episodes. The experimental
environment is shown in Fig. 5.

A. SOFTWARE AND HARDWARE ENVIRONMENT
The software environment used in this paper is Anaconda
3-2.3.1 (Python 3.7), the IDE is PyCharm, and the
programming framework is PyTorch 1.4.0. The python vir-
tual environment is established in Anaconda and added to
the compiler. The hardware environment is Lenovo’s res-
cuer R720-15IKBN laptop, using NVIDIA GEFORCE GTX
1050 + CUDA10.1 + CUDNN7.0 GPU for computing
acceleration.

B. PARAMETER SETTING
To ensure the fairness of the experimental results, the values
of the common parameters of the five algorithms are set
to the same. For the parameters used in the experiment,
the control variable method is used to select the experimental
parameters. When exploring the optimal value of a certain
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TABLE 2. Reward value of batch size with different algorithms.

variable, the value of other variables is fixed. The optimal
value of the variable is determined by changing the size of the
variable and measuring the optimal reward. The noise added
to actor network is Ornstein-Uhlenbeck noise distribution
with the same parameters. The noise has a relatively high
exploration efficiency for inertial systems [27]. The number
of batch samples is equal. The capacity of the experience
replay mechanism is set to 10000, the reward discount factor
is 0.99, and the number of batch samples is 64. The learning
rate of the actor network is 0.0005, that of the critic network
is 0.001, and the τ parameter used when updating the target
network is set to 0.005.

In this subsection, two important parameter values, i.e.,
the number of batch samples (batch size) and the ER
mechanism capacity (buffer limit), are experimentally deter-
mined. The experimental results are obtained by testing with
four comparison algorithms (DDPG, PER-DDPG, TD3 and
PPO [28]). To clarify the experimental results, network train-
ing was set to 500 episodes and selected according to the
reward value. The greater the reward value, the better the
corresponding parameter value.

Batch sampling size (batch size) plays an important role
in the training time of the model and convergence state of
the algorithm. When the batch size is too large, to achieve
the same accuracy the training time of the algorithm will be
greatly increased. If the batch size is too small, the random-
ness will be greater and the algorithm will have difficulty
reaching the state of convergence [29]. Therefore, the batch
size is very important for evaluating the pros and cons of
the algorithm. To facilitate the experiment, two cases, of size
32 and 64, were selected for parameter determination; the
reward values are shown in Table 2.

It can be seen from Table 2 that these five algorithms have
different reward values corresponding to different batch sizes.
When the batch size is 64, the reward value obtained is the
largest. Therefore, the batch sampling value was set to 64 for
experimentation.

The buffer limit of the ER mechanism also plays an impor-
tant role in the convergence of the algorithm. If the buffer
limit selected is too small, the data diversity sampled by the
agent becomes smaller and the algorithm does not easily
converge to the global optimal state. If the selection is too

TABLE 3. Reward value of buffer limit with different algorithms.

large, it will occupy a significant amount of running memory
and reduce the speed of the algorithm. Therefore, the size of
buffer limit plays an important role in the evaluation of the
algorithm. The capacity buffer limit of the ER mechanism
was therefore selected as 5000, 10000, and 15000 for param-
eter determination. The reward values are shown in Table 3.

It can be seen from Table 3 that as the capacity of the ER
mechanism increases, the rewards of these five algorithms
first become larger and then smaller. Each algorithm has the
largest reward value when the buffer limit is 10000, so the
capacity of the ER mechanism was selected as 10000 to test
the algorithm.

C. EXPERIMENTAL RESULTS AND ANALYSIS
Because there is no training data set and validation set for
deep reinforcement learning, it is difficult to evaluate the
training situation of the algorithm online. Therefore, two
main ways exist to evaluate the training effect. One is by
convergence time. The less time the algorithm takes to reach
the maximum reward value, the better the algorithm per-
formance. The second is average reward value. After a cer-
tain period of network training, the larger the reward value,
the better the policy and the better the effect [30]. Through
these two methods, the performance of the improved algo-
rithm can be tested.

Figure 6 shows the performance of the five algorithms
in the three experimental environments of Pendulum-v0,
MountainCarContinuous-v0 and LunarLanderContinuous-
v2. The comparison algorithms are the DDPG, PER-DDPG,
TD3, and PPO algorithms. To make the comparison between
the improved algorithm DNPER-DDPG and other algorithms
clearer, the method of comparing one by one was selected.
To turn the pendulum upside down and realize the stable
effect of the algorithm as much as possible, the number of
training steps set in the experiment should be relatively large;
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TABLE 4. Convergence time of Pendulum-v0.

TABLE 5. Convergence time of MountainCarContinuous-v0.

TABLE 6. Convergence time of LunaLanderContinuous-v2.

here, it was set to 5,000 episodes, each episode containing
200 time-steps, and the five algorithms all used the same
parameters. The training reward values are shown in Fig. 6.

Figure 6 is an experimental effect diagram of the training
time and training reward value of the algorithm. The abscissa
represents the number of episodes of algorithm training and
the ordinate the training reward values of the algorithm. The
reward curve in Fig. 6 shows an upward trend, and finally
stabilizes near a certain reward value (the phenomenon of
the curve finally stabilizing). The final stable phenomenon
of the curve indicates that the pendulum is finally main-
tained at a certain angle after learning. The higher the reward
value, the better the completion of the pendulum task. The
episode number used for the curve to reach a stable reward
value represents the convergence time of the algorithm. The

smaller the episode number, the faster the convergence,
and vice versa.

Owing to the randomness of the single experiment, five
tests were conducted in each experiment. The conver-
gence times and reward values of each test are recorded
in Tables 4 and 5, respectively. The average cumulative
rewards and average convergence time of the five experi-
ments were selected as the final experimental results. The
ratio of the average convergence times of the improved algo-
rithm and the difference between the comparison algorithm
and average convergence time of the comparison algorithm
are used to determine the rate of improvement of the con-
vergence speed of the improved algorithm. The difference
between the average reward of the improved algorithm and
the comparison algorithm is used as the added value of
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TABLE 7. Cumulative rewards of Pendulum-v0.

TABLE 8. Cumulative rewards of MountainCarContinuous-v0.

TABLE 9. Cumulative rewards of LunarlanderLanderContinuous-v2.

the reward of the improved algorithm. The decrease rate
of convergence and reward increment value are calculated
and entered into the quantitative analysis tables, as shown
in Tables 4 to 9.

1) CONVERGENCE TIME ANALYSIS
It can be seen from Tables 4-6 that the convergence speed
of the improved algorithm has been improved. In differ-
ent experiments, the improvement of the convergence speed
is also different. In Pendulum-v0, the convergence speed
of the algorithms proposed in this paper is increased by
more than 50%. In Mountaincarcontinuous-v0, compared
with the PPO algorithm, the convergence time is increased
by 15%, and compared with the other three algorithms,
the convergence speed is increased by more than 45%.

In Lunarlandercontinuous-v2, the algorithm is 28% faster
than the PPO algorithm and more than 50% faster than the
other three algorithms. This shows that the priority function
set in this paper plays an important role in raising the con-
vergence speed of the algorithm. Using this priority-setting
method, experience samples that are more effective for net-
work model learning can be selected. In the same training
phase, the algorithm can learn policies with higher cumu-
lative rewards. The introduction of two networks to set the
priority of samples can prevent the algorithm from repeatedly
selecting those useless samples in the ER mechanism. The
sum of the TD-errors generated by the two networks and
the immediate reward are used as the index by which the
priority of the sample is evaluated, so that the importance
of each sample is more detailed. At the same time, samples
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FIGURE 6. Comparison of cumulative rewards and convergence of different algorithms. Among them, (a)-(d) are the experimental results of five
algorithms in Pendulum-v0; (e)-(h) are the experimental results in MountainCarContinuous-v0; and (i)-(l) are the experimental results in
LunarLanderContinuous-v2.

with high importance can be sampled preferentially during
sampling. This method is conducive to obtaining the global
optimal value and greatly improves the convergence of the
algorithm.

2) CUMULATIVE REWARD ANALYSIS
It can be seen from Tables 7-9 that the cumulative
reward of the algorithm proposed in this paper has been
improved. In Pendulum-v0 and Lunarlandercontinuous-
v2, when the reinforcement learning task is trained to
a steady state, its cumulative rewards are increased.
In Mountaincarcontinuous-v0, when the algorithm is trained
to a steady state, the increase in cumulative reward is not obvi-
ous. This is because the task of that particular environment is
easier than the other two environments, so when the algorithm
is trained to the end, the increase in cumulative reward is
not obvious. However, in the three reinforcement learning
tasks, the cumulative reward of the proposed algorithm was
increased. This shows that the algorithm proposed in this
paper can obtain a better policy than the other four algorithms.
The introduction of double networks has certain advantages
for algorithm improvement. In this paper, the minimum target
value produced by the double network selected here is used
as the updated value, which can reduce overestimation bias
in the network. It is helpful for the algorithm to move in
the direction of outputting more realistic actions. It is also
conducive to the update of the policy, so that the algorithm
can acquire a higher cumulative reward, thereby obtaining the
global optimal policy.

3) STABILITY ANALYSIS
It can be seen from Fig. 6 that in the three reinforcement
learning tasks the reward value fluctuations when the reward
value curve of the five algorithms reaches a stable trend
are different. In Pendulum-v0, comparing the proposed algo-
rithm with the TD3 and PPO algorithm, it can be found
that the stability of the algorithm was enhanced and its fluc-
tuation is more stable than that of those two algorithms.
In Mountaincarcontinuous-v0, compared with the DDPG,
PER-DDPG and TD3 algorithm, the proposed algorithm has
better stability. In Lunarlandercontinuous-v2, the proposed
algorithm has increased stability compared to the four com-
parison algorithms. From the above analysis, it can be known
that the idea of prioritizing the samples in the ER machine
based on the introduction of double networks can improve
the stability of the algorithm.

V. CONCLUSION
A deep deterministic policy gradient algorithm based on a
double network prioritized ER mechanism is proposed in
this paper. To reduce the probability of getting stuck in
a local optimum, two critic networks are introduced into
the structure of the algorithm. When the policy network is
updated, the minimumQ value produced by the two networks
is selected for learning. To solve the problem of slow con-
vergence of the algorithm, based on the introduction of two
networks, the ideas of prioritized ER and immediate reward
are used as the criteria with which to judge the importance
of samples, and the sample data in the experience replay
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mechanism are prioritized. The experimental results show
that compared with four other methods, the improved DDPG
exhibits an increased convergence rate and cumulative
reward, and the probability of getting stuck in a local opti-
mum is reduced.

Planned future research using this method includes the fol-
lowing. First, the deep-learningmethod can be combinedwith
a neural network to improve the algorithm’s optimization
ability. Second, to further increase the rate of convergence,
more appropriate criteria can be used to evaluate the priority
of samples in the ER mechanism.
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