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ABSTRACT Locating lung field is a critical and fundamental processing stage in the automated analysis
of chest radiographs (CXRs) for pulmonary disorders. During the routine examination of CXRs, using
both frontal and lateral CXRs can benefit clinical diagnosis of cardiothoracic and lung diseases. However,
the accurate segmentation of lung fields on both frontal and lateral CXRs is still challenging due to the blurry
boundary of the lung field on lateral CXRs and the poor generalization ability of the models. Existing deep
learning-basedmethods focused on lung field segmentation on frontal CXRs, and the generalization ability of
these methods on the different type of CXRs (e.g., pediatric CXRs) and new lung diseases (e.g., COVID-19)
has not been tested. In this paper, a view identification assisted fully convolutional network (VI-FCN) is
proposed for the segmentation of lung fields on frontal and lateral CXRs simultaneously. The VI-FCN
consists of an FCN branch for lung field segmentation and a view identification branch for identification
of the frontal and lateral CXRs and for enhancing the lung field segmentation. To improve the generalization
ability of VI-FCN, six public datasets and our frontal and lateral CXRs (over 2000 CXRs) were collected
for training. The segmentation of lung fields on the Japanese Society of Radiological Technology (JSRT)
dataset yields mean dice similarity coefficient (DSC) of 0.979 ± 0.008, mean Jaccard index (�) of 0.959 ±
0.016 , and mean boundary distance (MBD) of 1.023± 0.487mm. Besides, the VI-FCN achieves mean DSC
of 0.973 ± 0.010, mean � of 0.947 ± 0.018, and mean MBD of 1.923 ± 0.755mm for the segmentation
of lung fields on our lateral CXRs. The experiments demonstrate the superior performance of the proposed
VI-FCN over most of existing state-of-the-art methods. Moreover, the proposed VI-FCN achieves promising
results on untrained pediatric CXRs and COVID-19 datasets.

INDEX TERMS Chest radiographs, lung field segmentation, generalization ability, COVID-19.

I. INTRODUCTION
Chest radiography (CXR) is one of the most affordable and
frequently used medical imaging techniques, which has the
advantages of easy accessibility, economy, removal, and low
radiation dose in daily clinical routine compared to other
imaging techniques [1]. In most areas and medical facili-
ties, modern digital radiography machines are readily avail-
able. Frontal and lateral CXRs can benefit clinical diagnosis
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of cardiothoracic and lung diseases. Generally, the use of
both frontal and lateral CXRs can help radiologists deter-
mine diagnostic uncertainties, especially for a specific pul-
monary opacity within the chest cavity. Automatic analysis
of CXRs can assist in population screening, interpretation
of abnormal cases, and controlling inter-reader variability
across radiologists [2]. Lung field segmentation (as shown
in Fig. 1) is a critical initial step for image-based pulmonary
analysis [3], [4].

Since lung field segmentation for CXRs can benefit clinical
diagnosis and automatic detection of abnormalities, a great
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FIGURE 1. Examples of lung field segmentation. The first and third
columns are frontal and lateral CXRs, respectively. The rest of columns are
lung field segmentation. Blue and red contours indicate the ground truth
and automatic segmentation results, respectively.

deal of literature has been proposed for lung field segmen-
tation. The mainstream lung field segmentation methods can
be grouped into two categories: classic-based approaches and
deep learning-based approaches.

Classic-based approaches, including rule-based meth-
ods [4]–[6], pixel classification-based methods [7], [8],
deformable shape-based methods [9-11], and hybrid meth-
ods [12-15], have different focuses and advantages. Rule-
based methods [4-6], which use predefined knowledge about
the lung field to create a set of rules, are usually used as
initial segmentation algorithms. Although a set of simple
operations, such as thresholding, morphological operations,
and connected component analysis, are added in rule-based
methods, they still cannot resolve the cascaded accumula-
tion of errors. Pixel classification-based methods [7], [8]
learn the probability of each pixel of being a lung or a
non-lung pixel using a classifier. The drawback of pixel
classification-based methods is the lack of model constraints
on the boundary of lung fields. To address this problem,
deformable shape-based methods [9], [10], [16] use the pri-
ors of low level appearance and shape to define the lung
fields. The earliest deformable shape-based algorithms are
the active shape model (ASM) [17] and the active appearance
model (AAM) [18]. Typically, compared to the ASM and
AAM, scale-invariant feature transforms [11], shape particle
filtering [16], and global edge and region forces [19] have
demonstrated superior performance through extracting low
level localized appearance features and high level global
features. To further improve the performance of lung field
segmentation, hybrid methods [12-15] combine the best parts
of pixel classification and deformable shape to refine the
detection of the lung boundary. Peng et al. [20] proposed a
hybrid semi-automatic method called Hull-Closed Polygo-
nal Line Method (Hull-CPLM) to detect the boundaries of
the lung region of interest. Recently, Peng et al. [21] also
developed a model called DBN-DLP consisting of prepro-
cessing subnetwork and refinement subnetwork. However,
the major drawbacks of classic-based approaches include
long consuming time and modest accuracy of lung field
segmentation.

The superior performance and less execution time for
lung field segmentation of deep learning-based methods have
been demonstrated as compared to classic-based approaches.
Deep learning-based methods treat lung segmentation as
a pixel classification problem and handle it by training

and optimizing convolutional neural networks (CNNs) with
paired data (CXR and its corresponding mask). Among
them, graph convolution networks [22] and multimodal [23]
deep learning have been proposed for image classification.
Despite the superior performance of deep learning-based
methods, only a few studies have been reported for lung
field segmentation on CXRs [24]. Existing deep learning-
based methods [25-32] use encoder-decoder convolutional
neural networks (Encoder-Decoder CNN) [25], U-Net [26],
[27], the improved U-net [28], fully convolutional network
(FCN) [29], [30], Deeplabv3+ [31], and structure correcting
adversarial network (SCAN) [32] to accurately segment the
lung fields. However, these methods mainly focus on the
segmentation of frontal CXRs, and evaluate the model on
Japanese Society of Radiological Technology (JSRT) [33]
dataset or their own dataset. Moreover, the generalization
ability of these methods on the different type of CXRs
(e.g., pediatric CXRs) and new lung disease (e.g., COVID-
19) has not been tested. It is different from above methods
that we present a multi-task network architecture named
VI-FCN. Our VI-FCN can achieve lung field segmenta-
tion and view identification of frontal and lateral CXRs,
simultaneously. Moreover, the proposed VI-FCN achieves
promising results in two testing datasets (e.g., pediatric and
COVID-19 CXRs).

Under the global pandemic of COVID-19, developing a
model for lung field segmentation to analyze CXRs for
COVID-19 diagnosis is important. However, due to the emer-
gent attributes of the COVID-19, it has been difficult to
collect large amounts of COVID-19 CXRs for training a new
model. Oh et al. [34] used FC-DenseNet 103 [35] to train a
model using two public datasets for lung field segmentation
to further analyze the diagnosis of COVID-19. Yeh et al. [36]
used a U-Net [26] framework to train a simple segmentation
model on two public datasets for lung field segmentation
as a basic step of COVID-19 screening. As in [34], [36],
the segmentation of lung fields is a key step in the training of a
classification model. Although the promising lung field seg-
mentation of frontal CXRs for COVID-19 has been achieved,
the results of lung field segmentation evaluated on public
datasets are not optimal. Moreover, only the frontal CXRs
were added in the analysis. Adding both frontal and lateral
CXRs can make the clinical diagnosis of COVID-19 more
effective. Due to the poor generalization ability of the
model, false labels occur in the lung field segmentation for
COVID-19 CXRs.

According to the aforementioned methods, lung field seg-
mentation suffers from the following challenges:

1) Due to the blurry boundaries of lateral CXRs caused by
an overlapping left lung and right lung, an overlapping
left lung and heart, and an overlapping thoracic vertebra
and the boundary of lungs, few studies had attempted
to segment lung fields on lateral CXRs, and barely
no studies had attempted to simultaneously segment
lung fields on lateral and frontal CXRs (As shown in
Fig. 2 (a)).
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FIGURE 2. The challenges of lung field segmentation including (a) the blurry boundary in lateral CXRs, (b) incorrect annotation, and (c) the
generalization ability of model.

2) There may be incorrect annotations on frontal CXRs
and lateral CXRs in DICOM images (as shown in
Fig. 2 (b)). The classification result of frontal CXRs
and lateral CXRs is important for correcting the incor-
rect annotations and improving the performance of lung
field segmentation.

3) Existing learning-based methods are trained using lim-
ited data and evaluated on JSRT dataset or their own
data, the generalization ability of these methods has not
been tested (as shown in Fig. 2 (c)).

To solve the aforementioned drawbacks, we proposed
a view identification assisted fully convolutional network
named VI-FCN, as shown in Fig. 3, for lung field segmen-
tation of frontal CXRs and lateral CXRs simultaneously.
The VI-FCN consists of two branches including an FCN
for the lung field segmentation of frontal CXRs and lateral
CXRs and a view identification (VI) for the classification
of frontal CXRs and lateral CXRs. The developed VI-FCN
can overcome the challenges of 1) and 2) by achieving the
lung field segmentation and classification on frontal CXRs
and lateral CXRs within a single model with arbitrary input.
In order to overcome the challenges of 3), large amounts
of public data and our own data, which are from different
centers and different conditions, were collected to train the
proposed VI-FCN. Two datasets not included in the train-
ing (including pediatric CXRs and COVID-19 CXRs) were
used to intuitively show the generalization ability of the
proposed VI-FCN. The package for VI-FCN, along with
its documentation, is freely accessible from the website
https://github.com/SMU-MedicalVision/VI-FCN.

The proposed VI-FCN framework has the following three
contributions:

1) To the best of our knowledge, few studies had
attempted to simultaneously segment the lung fields on

lateral and frontal CXRs. The proposed VI-FCN can
simultaneously segment the lung fields on lateral and
frontal CXRs in one single model.

2) The VI branch in VI-FCN can assist in improving the
performance of lung field segmentation and correct the
incorrect annotations of frontal CXRs and lateral CXRs
in DICOM images.

3) The proposed VI-FCN can improve the poor gener-
alization ability of model by using large amounts of
data from different centers and different conditions.
The performance of VI-FCN was evaluated on two
the untrained datasets (pediatric CXRs and COVID-19
CXRs)). The experimental results demonstrate the
superior performance of the proposed VI-FCN.

This paper is organized as follows: section 2 presents our
proposed VI-FCN method, section 3 presents the experimen-
tal setup, section 4 presents the experimental results, and sec-
tions 5-6 present the discussion and conclusion, respectively.
Finally, we describe the details of the network architecture in
appendix section.

II. METHOD
In this study, a VI-FCN, as shown in Fig. 3, for multi-
application image analysis is proposed to tackle lung field
segmentation and view identification in frontal and lateral
CXRs, and it consists of two paths. (1) In the segmenta-
tion path, an FCN framework [35] is employed to complete
the simultaneous segmentation of the lung field on lateral
and frontal CXRs, which is particularly effective and effi-
cient in detecting lung regions. (2) In the auxiliary path for
view identification, the downsampling path of segmentation
task is shared, and the features extracted from the shared
path are fed into a classifier to obtain a view identification
result.
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FIGURE 3. The framework of the proposed VI-FCN which includes FCN for lung field segmentation of frontal CXRs and lateral CXRs and VI for
classification of frontal CXR and lateral CXR.

A. MATHEMATICAL FORMULATION
The multiple target estimations of the CXR images can be
summarized as a multi-output classification problem. Given
a training dataset T = {xi, yi}Ni=1 ∪

{
xj, yj

}M
j=1, our goal is to

train a multi-output classification model (i.e., the VI-FCN) to
learn a mapping f :

f : x ∈ Rd×d
→ y ∈ Rd×d

⊕ R (1)

where xi/xj and yi/yj denote the frontal/lateral CXR image
and the corresponding multiple task outputs, and N and M
are the number of frontal and lateral CXRs training samples,
respectively. Rd×d represents an image matrix and R is real
number. The VI-FCN model aims to learn a reliable pixel
classifier and a view identification module simultaneously.

B. THE VI-FCN MODEL FOR LUNG FIELD SEGMENTATION
AND VIEW IDENTIFICATION
The proposed VI-FCN is employed to simultaneously predict
lung field segmentation and view identification in frontal and
lateral CXRs. The objective function can be formulated as:

∼

2 = argmin
2

C(2seg,2VI ) (2)

C(2seg,2VI ) = L(2seg)+ λL(2VI ) (3)

where L(2seg) denotes the loss of lung field segmentation
task, L(2VI ) denotes the loss of view identification task,
and 2 represents the trainable parameters through the net-
work. Since the prediction of the view classification is an
auxiliary task in our multi-task network, a tuning parameter
λ is assigned for the optimization of the network. And λ
is set in order to allow relative weighting of the individual
components of the total loss function.

In our work, a sigmoid function with cross entropy loss
function was used to optimize both the tasks of segmen-
tation and view identification, which guarantees numerical

stability. L(2seg) and L(2VI ) for binary prediction can be
formulated as:

L(2seg)=−ystrue log(δ(y
s
pre))+(1−y

s
true) log(1−δ(y

s
pre)) (4)

L(2VI )=−yvtrue log(δ(y
v
pre))+(1−y

v
true) log(1−δ(y

v
pre)) (5)

where ystrue and yvtrue ∈ {0, 1} denote the ground truths,
yspre and y

v
pre specify the predicted probabilities of two tasks.

Sigmoid function δ(z) is defined as:

δ(z) =
1

1+ e−z
(6)

The parameters 2 were trained through our proposed
VI-FCN. As for the task of lung field segmentation, FC-
DenseNet [35] was used as the backbone of VI-FCN. The
segmentation path comprises 11 dense blocks, 5 transition
down (TD) layers and 5 transition up (TU) layers. In dense
block, the skip connections between the interior layers con-
tribute to strengthening the feature propagations along the
network and encourage feature reuse. Let xl be the output
of the l th layer. The output of the l th layer is defined as
xl = H ([xl−1, xl−2, . . . , x0]), where [.] represents the con-
catenation operation, and H represents a series of operations
composed of batch normalization (BN) [37], followed by a
rectified linear unit (ReLU) [38], a convolution layer with
a 3 × 3 kernel size and a stride of 1 without reducing the
resolution of featuremaps, and the rate of dropout is 0.2. After
the downsampling path, a dense block is attached at the ‘bot-
tom’ of our network architecture to further process the high
level features obtained by the downsampling path. The pre-
processed frontal or lateral CXR is randomly fed into the
VI-FCN to predict the lung field on the segmentation path.
The classification of whether the input image is a frontal CXR
or a lateral CXR and an accurate lung field segmentation can
be obtained in a single model.

59838 VOLUME 9, 2021



Y. Xi et al.: VI-FCN for Lung Field Segmentation of Frontal and Lateral Chest Radiographs

TABLE 1. The detailed summary of all datasets.

As for the task of view identification, a classifier module
is added by following the output of downsampling path.
The classifier module is composed of a maxpooling layer,
followed by ReLU, and fully connected layers. The classifier
module can accurately determine whether the input belongs
to the frontal CXR or lateral CXR.

III. EXPERIMENTAL SETUP
A. DATASETS
The datasets used for training and testing were collected
from six public frontal CXR datasets and our frontal and
lateral CXR datasets. The six public frontal CXR datasets
include the Chest Radiograph Anatomical Structure Seg-
mentation (CRASS) dataset,1 the Montgomery County (MC)
dataset,2 the Belarus tuberculosis (TB) dataset,3 the third
People’s Hospital of Shenzhen, China (Shenzhen) dataset,4

OpenIST dataset,5 and Japanese Society of Radiological
Technology (JSRT) dataset.6,7

Our frontal and lateral CXR dataset was collected
retrospectively from Nanfang Hospital, Southern Medical
University, Guangzhou, China. All the CXRs were acquired
on Discovery XR656, GE Healthcare. All the CXRs were
restored in anonymized DICOM files with a 14-bit depth.
The mean of manually delineated masks by three radiologists
were used as ground true masks.

Due to the global pandemic of COVID-19, medical
resources have been insufficient in many regions. Two
datasets, including the pediatric CXRs and COVID-19 CXRs
without ground true masks, were directly used for evaluating
the generalization ability of the proposed VI-FCN model.
Specifically, the pediatric CXRs were collected retrospec-
tively from Zhujiang Hospital, Southern Medical University,
Guangzhou, China. The detailed summary of all datasets is
listed in Table 1.

1http://crass.grand-challenge.org/
2http://openi.nlm.nih.gov/imgs/collections/NLM-

MontgomeryCXRSet.zip
3http://tuberculosis.by/?page_id=20
4http://openi.nlm.nih.gov/imgs/collections/ChinaSet_AllFiles.zip
5https://github.com/pi-null-mezon/OpenIST
6http://www.isi.uu.nl/Research/Databases/SCR/
7https://github.com/ieee8023/covid-chestxray-dataset

B. PREPROCESSING
Due to the differences in acquisition conditions and patient
variability, changes in the overall intensity and contrast are
reflected in the different CXRs. The intensity inconsistency
of the CXRsmay affect the accuracy of the lung field segmen-
tation. Therefore, it is necessary to perform a contrast normal-
ization to ensure the consistency of the CXRs. We adopted
contrast limited adaptive histogram equalization [39] to unify
the intensity range into [0, 1]. The original spatial resolution
of the chest radiographs is high and varied. Thus, we down-
scaled the original radiographs to a fixed resolution (e.g.,
256 × 256 pixels) for significantly accelerating the imple-
mentation of lung field segmentation without compromising
the accuracy.

C. TRAINING DETAILS
To improve the performance of our VI-FCN model, a data
augmentation strategy [40] was used to augment the training
samples. In the training stage of the VI-FCN model, the
training datasets were augmented through random flipping,
rotation, translation, and zoom. It is worth noting that the
augmentation of data was strictly based on clinical facts. For
instance, there are cases where the heart is on the right and
there are no cases where the head is on the bottom. Thus,
only horizontal flip was performed in the augmentation of
the data. Considering the different size of thoracic cages of
different people, the CXRs were scaled with factors in the
range of [0.95, 1.05].Moreover, to avoid the destabilization of
our VI-FCN model, the training datasets were augmented by
random rotation (in a range of [−5, 5] degrees) and translation
(on a scale of 0.05).

Our proposed VI-FCN model was trained with a batch
size of 4 for 100 epochs using an Adam optimizer [41]. The
learning rate was set to 10−4. Unless specified, the input size
of the VI-FCNwas 256× 256. Our method was implemented
under the framework of PyTorch [42] using a NVIDIA Titan
X graphics processing unit (GPU) with 12GB memory. The
training of our VI-FCN model took approximately 20 hours.
Moreover, the number of parameter and floating point oper-
ations (FLOPs) of our VI-FCN are 9.425M and 31.768B,
respectively.

In this study, JSRT, the most commonly used public
dataset, was used to evaluate the performance of our pro-
posed VI-FCN model. The JSRT dataset is divided into two
folds: fold 1 (124 images) and fold 2 (123 images). Two-
fold cross-validation was used to divide the training and
testing datasets of JSRT. To improve the generalization of
the VI-FCN model, datasets, including the CRASS dataset,
the MC dataset, the TB dataset, the OpenIST, the Shenzhen
dataset, and the Nanfang Hospital dataset, were added into
training. Moreover, 35 randomly selected lateral CXRs were
used as testing data. Besides, two datasets, including the pedi-
atric CXRs and COVID-19 CXRswithout ground truemasks,
were used to objectively show the generalization ability of the
VI-FCN.
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FIGURE 4. Examples of lung field segmentation obtained by VI-FCN on the JSRT dataset (the first and second columns) and our lateral CXRs (the last
two columns). Blue and red contours indicate the ground truth and automatic segmentation results, respectively.

D. EVALUATION METRICS
A set of widely used metrics, namely, the Jaccard index (�),
the Dice similarity coefficient (DSC), and the mean boundary
distance (MBD), were performed to evaluate the segmenta-
tion performance. The Jaccard index can be formulated as:

� =
S ∩ T
S ∪ T

(7)

where S is the estimated segmentation mask and T is
the ground truth mask. DSC is the overlap ratio between
the ground truth mask T and the estimated segmentation
mask S:

DSC =
2× |S ∩ T |
|S| + |T |

(8)

MBD is the average distance between the estimated segmen-
tation boundary S and the ground truth boundary T . Let si
and tj be the points on S and T , respectively. The minimum
distance of point si on S to T was computed as:

d(si,T ) = min
j

∥∥si, tj∥∥ (9)

For MBD computation, the minimum distance for each point
on S to T was calculated, and vice versa. These minimum
distances were averaged as MBD:

MBD(S,T ) =
1
2
(

∑
i d(si,T )
|{si}|

+

∑
j d(tj, S)∣∣{tj}∣∣ ) (10)

IV. RESULTS
A. OVER PERFORMANCE
Results of segmentation of the lung fields on JSRT dataset
and on our lateral CXRs obtained by VI-FCN are shown
in Fig. 4. Specifically, VI-FCN achieves mean DSC of
0.979 ± 0.008, mean � of 0.959 ± 0.016, and mean MBD
of 1.023 ± 0.487mm for the segmentation of lung fields
on JSRT dataset. Moreover, VI-FCN achieves mean DSC
of 0.973 ± 0.010, mean � of 0.947 ± 0.018, and mean

FIGURE 5. Examples of lung field segmentation obtained by VI-FCN on
the JSRT dataset with different sizes nodules (indicated by yellow
rectangles). Blue and red contours indicate the ground truth and
automatic segmentation results, respectively.

TABLE 2. The execution time of the preprocessing, postprocessing, and
proposed VI-FCN architectures.

MBD of 1.923 ± 0.755mm for the segmentation of lung
fields on our lateral CXRs. The JSRT dataset contains CXRs
with nodules, thus, we showed the lung field segmentation of
CXRs with different sizes nodules in the Fig. 5.

For view identification task, the accuracy is 100% due
to significant characteristic differences between frontal and
lateral CXR. Table 2 illustrates the execution time of the
preprocessing, postprocessing, and proposed VI-FCN archi-
tectures for CPU and GPU. The processing time of an image
is 0.034s on GPU and 1.387s on CPU. As presented in
Table 2, extremely little execution time is taken to segment
lung fields, which will be greatly beneficial in large clinical
environments. These quantitative results show that the pro-
posed VI-FCN is able to segment the lung fields with superior
performance.

B. IMPACT OF λ IN OBJECTIVE FUNCTION
λ is an important parameter in the loss function of our
proposed method, which represents the weight between
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FIGURE 6. Lung field segmentation performance using various λ.

FIGURE 7. The DSC and � results of the segmentation of lung fields on
JSRT dataset (a) and our lateral CXRs (b) using the image sizes of
384 × 384, 256 × 256, and 128 × 128 in VI-FCN.

segmentation and classification tasks. Thus, we analyzed the
impact of λ by setting the values of 10−4, 10−3, 10−2, 10−1

and 0.5. Since the classification task converges easily and
quickly, the value of λ has little effect on the final segmenta-
tion result. When λ is set to 0.5, although the values of DSC
and � did not improve significantly, the value of MBD is the
lowest (as shown in Fig. 6).

C. OPTIMIZATION OF VI-FCN
Three experiments, including different input sizes of model,
different training datasets, and ablation studies, were per-
formed to select the optimal VI-FCN model. Due to that the
aforementioned datasets were collected from different centers
and under different conditions, the most commonly used
strategy was to resize all data into a fixed size. Fig. 7 shows
the DSC and � results of the segmentation of lung fields on
the JSRT dataset and our lateral CXRs using the image sizes
of 384 × 384, 256 × 256, and 128 × 128 in VI-FCN. Note
that an increase of image sizewill inevitably increasememory
consumption and drag down the execution time. As shown
in Fig. 7, the input image size of 256 × 256 achieved the
best performance. Considering both the performance of lung
fields segmentation and memory consumption, the input size
of 256 × 256 is demonstrated to be the most suitable input
size for our VI-FCN model.

The diversity of data is a key factor for training a deep
learning model. Thus, different training datasets, including
balanced data, JSRT dataset, and all data were used to select
the optimal VI-FCN model. Specifically, the balanced data
denoted that frontal CXRs were randomly chosen the same
number of lateral CXRs for each epoch during the training
(the ratio of frontal CXRs and lateral CXRs is equal to 1:1).

FIGURE 8. The DSC and � results of the segmentation of lung fields on
JSRT dataset (a) and our lateral CXRs (b) using different datasets to train
VI-FCN, including balanced data, JSRT dataset, and all data.

Moreover, there are no lateral CXRs in JSRT dataset. The
JSRT dataset was used to train our VI-FCN model for the
segmentation of frontal CXRs. The mean DSC and � results
of using different datasets for training are shown in Fig. 8.
Due to the adjusting the ratio of frontal CXRs and lateral
CXRs, the total number of CXRs for training decreased.
The DSC obtained by using balanced data decreased from
0.979 ± 0.008 (using all data) to 0.971 ± 0.009 for the
segmentation of frontal CXRs (JSRT) and decreased from
0.973 ± 0.010 to 0.943 ± 0.017 for the segmentation of
lateral CXRs. The VI-FCN achieves the best performance
when using all data for training.

The ablation studies were performed to assess the key
components of the proposed VI-FCN. The ablation studies
include FCN, VI-FCN using only frontal CXRs for training
and testing (VI-FCN (frontal)), VI-FCN using only lateral
CXRs for training and testing (VI-FCN (lateral)), VI-FCN
using only all CXRs for training and testing (VI-FCN (all)),
and VI-FCN with post-processing. The results of the ablation
studies are listed in Table 3. As illustrated in Table 3 improve-
ments can be achieved in VI-FCN (all) compared with
FCN, and slightly improvements can be found in VI-FCN
with postprocessing compared with VI-FCN. The details of
postprocessing are retaining the two largest connections for
frontal CXR, and retaining the largest connection for lateral
CXR. To clearly show the importance of postprocessing,
Fig. 9 shows partial results of segmentation with false labels
of lung fields on JSRT dataset, lateral CXRs and pediatric
CXRs using VI-FCN and VI-FCN with postprocessing,
respectively. It is worth noting that the results of segmentation
of lung fields on pediatric CXRs were obtained by using the
VI-FCN (all), and no pediatric CXRs were added to train
the VI-FCN. As shown in Fig. 9, due to the high accuracy
of VI-FCN on adult CXRs, only a few CXRs have false
connections, yet, significant improvements can be found in
pediatric CXRs.

D. GENERATION ABILITY OF VI-FCN
The generalization ability is a key factor in training a deep
learning model. The performance of segmentation of lung
fields is sensitive to the number of CXRs, ground true
mask obtained by different radiologists, CXRs from different
centers, different types of CXRs (e.g., pediatric CXRs), and
lung disease (e.g., COVID-19 CXRs). In order to verify the
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TABLE 3. The ablation studies of key components of the proposed VI-FCN, including FCN, VI-FCN (frontal), VI-FCN (lateral), VI-FCN (all), and VI-FCN with
postprocessing.

TABLE 4. The performance on JSRT dataset and lateral CXRs obtained bY VI-FCN models, which were trained using 20%, 40%, and 100% of total data.

FIGURE 9. Partial results of segmentation with false connections of lung fields on JSRT dataset, lateral CXRs and
pediatric CXRs using VI-FCN and VIFCN with post-processing, respectively. Red contours indicate the automatic
segmentation results obtained by VI-FCN.

generalization ability of VI-FCN, we randomly selected 20%,
40%, and 100% of total data to train the proposed VI-FCN
model and evaluated the performance on JSRT dataset and
lateral CXRs, which is illustrated in Table 4. As illustrated
in Table 4, when enlarging the dataset, the performance of
our VI-FCN gradually improves. Though the improvement is
limited (the mean DSC is improved from 0.976± 0.010 using

20% of data to 0.979 ± 0.080), large improvement of gener-
alization ability of VI-FCN can be found in segmenting the
new types of CXRs (pediatric CXRs) and new lung disease
(COVID-19), which are shown in Fig. 10. These results indi-
cate that the proposed VI-FCN has superior generalization
ability for segmentation of different types of CXRs and CXRs
with new lung diseases.
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FIGURE 10. Examples of segmentation of lung fields on pediatric CXRs (a-d) and COVID-19 (e-h) by VI-FCN. Red contours indicate the automatic
segmentation results obtained by VI-FCN.

TABLE 5. Results of the proposed VI-FCN and current state of-the-art
methods for the segmentation of lung fields on JSRT dataset.

E. COMPARISON WTHE STATE-OF-THE-ART METHODS
Table 5 lists the comparisons between the proposed VI-FCN
and the current state-of-the-art methods for the segmentation
of lung fields on JSRT dataset. Existing innovative methods
include traditional-based methods (Human observer, ASM
SIFT, Shape Information Priors, SIFT-Flow, Local SSC,
and SEDUCM) and deep learning-based methods (Encoder-
Decoder CNN, Original U-net, InvertedNet, FCN, variant
FCN, LF-SegNet, and CNN with atrous convolutions). It is
clearly that the performance of the proposed VI-FCN sig-
nificantly surpasses that of the current state-of-the-art meth-
ods, except CNN with atrous convolutions. The results of
the proposed VI-FCN are slightly worse than CNN with
atrous convolutions. However, CNNwith atrous convolutions

was ensembled by training three stages of models, which
inevitable drags down the execution time. Such a long imple-
mentation time is not suitable for large clinical environments.

F. EFFECTIVENES OF VI-FCN ON COVID-19 AND
PEDIATRIC CXRs
Under the global pandemic of COVID-19, developing a
model of lung field segmentation to analyze CXRs for
COVID-19 diagnosis is important. However, due to the emer-
gent attributes of the COVID-19, it is difficult to collect large
CXRs of COVID-19 for training a new model. It is of practi-
cal significance to use the existing trained model to directly
and accurately segment the lung fields. Fig. 11 shows the
lung field segmentation of frontal and lateral CXRs using our
VIFCN on the COVID-19 CXRs dataset. As shown in Fig. 11,
though the intensity in the boundary of lung field is very
similar to the surrounding tissue because of the lesion, our
VI-FCN can accurately segment the lung fields.

As compared with the adult CXRs, the lung fields occupy
a smaller area in the pediatric CXRs, which increase the
difficulty in the segmentation task. Although our VI-FCN
model was trained with adult CXRs, satisfactory results can
be obtained for segmentation of the lung fields on pediatric
CXRs, which is shown in Fig. 12. As shown in Fig. 12, though
pediatric CXRs are not added in training our VI-FCN model,
superior performance can be achieved in segmenting lung
fields.

Due to the lack of ground truth in these two datasets,
the radiologists classify the results into three levels,
including good, acceptable and not acceptable, to evalu-
ate the performance of lung field segmentation. Totally
100 CXRs were randomly selected from pediatric CXRs and
COVID-19 CXRs, respectively. The lung field segmenta-
tions of 100 pediatric CXRs contain 91 good outcome cases,
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FIGURE 11. Partial results of lung field segmentation of frontal and lateral CXRs on the COVID-19 CXRs dataset. Red contours
indicate the automatic segmentation results obtained by VI-FCN.

FIGURE 12. Partial results of lung field segmentation of frontal and lateral CXRs on the pediatric CXRs. Red contours indicate
the automatic segmentation results obtained by VI-FCN.

8 acceptable outcome cases, and 1 unacceptable outcome
case. For the lung field segmentations of 100 COVID-19
CXRs, there are 92 good outcome cases and 8 acceptable
outcome cases, which is summarized in Table 6.

V. DISCUSSION
In this study, we proposed an accurate and fast method named
VI-FCN for segmenting the lung field of lateral and frontal
CXRs and identifying of the lateral and frontal CXRs, simul-
taneously. Both FCN and VI-FCN use frontal and lateral

CXRs for training, and achieve the frontal and lateral lung
field segmentation. The FCN method is used for the lung
field segmentation task. Unlike FCN, the proposed VI-FCN
is a multi-task learning framework, which contains a lung
field segmentation task and a task of classifying frontal and
lateral CXRs. Due to the inter-task information exchange and
common feature extraction, the multi-task learning outper-
forms the approaches that address each task individually [45].
Moreover, as illustrated in Table 3, the performance of the
proposed VI-FCN is better than that of FCN. Segmentation
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TABLE 6. Radiologist evaluation on pediatric and COVID-19 CXRs.

of both frontal and lateral CXRs simultaneously can benefit
clinical diagnosis of cardiothoracic and lung diseases [48].
And in actual clinical, the view (frontal or lateral view)
of CXR is manually registered in DICOM format, which
will inevitably cause incorrect annotations. Automated view
identification ensures automatic classification of CXR views,
which can help develop an end-to-end automatic analysis
the model of lung diseases without manual classification.
However, only a few deep learning-based studies have been
reported for lung field segmentation in CXRs. None of these
studies have been developed for lung field segmentation on
lateral CXRs. Only in the early days, a few classic-based
methods [46], [47] focus on lung field segmentation on both
frontal and lateral CXRs. However, these methods can only
achieve segmenting the lung field on frontal and lateral CXRs
separately. Both the accuracy of lung field segmentation and
the long execution time are unacceptable in large clinical
environments.

As illustrated in Table 3, almost no improvement is found
between VI-FCN and VI-FCN with postprocessing. Due to
the high accuracy of adult lung field segmentation using the
proposed VI-FCN, only a few subjects have false connection
of the segmentation. For practical application, the results
obtained by the VI-FCN are sufficient in terms of speed.
By contrast, the use of the VI-FCN with post-processing
to further refine the segmentation is suitable in terms of
precision. As compared with the adult CXRs, the lung field
in the pediatric CXRs occupies a smaller area, the post-
processing step is more important for segmenting the lung
field on untrained pediatric CXRs (as shown in Fig. 9).

As illustrated in Table 5, the results of CNN with atrous
convolutions [24] are slightly better than the proposed
VI-FCN. However, CNN with atrous convolutions is ensem-
bled by training three stages of models which inevitable drags
down the execution time. The longtime of implementation
is not suitable in large clinical environments. It has been
reported that the fastest implementation of a model for lung
field segmentation on GPU is 0.03s [23]. The execution time
of our VI-FCN on GPU is also 0.03s, which means that our
VI-FCNhas great applicability in large clinical environments.

Due to the global pandemic of COVID-19, medical
resources become insufficient in many regions. The segmen-
tation of lung fields is a key step in the training of classi-
fication model. It is difficult to collect a large number of
COVID-19 CXRs with ground true mask. Thus, the gener-
alization ability of existing models becomes very important.
As shown in Fig. 11-12 superior results can be obtained by
directly using our VI-FCN model for lung field segmentation

FIGURE 13. The architecture of VI-FCN.

FIGURE 14. The details of the layer of BD, TD and TU.

on COVID-19 CXRs and pediatric CXRs. As noted in the
first column of Fig. 9, several lung field segmentation with
false connections are also shown for more comprehensively
presenting the performance of VI-FCN. The accuracy of the
proposed VI-FCN for lung field segmentation on COVID-19
CXRs and pediatric CXRs needs to be evaluated in the future
when medical resources are not so scarce.

In the future, we will use the evaluation metrics to accu-
rately evaluate the generalization ability of the proposed
VI-FCN onCOVID-19CXRs and pediatric CXRs.Moreover,
we will develop a classification model using the segmented
lung field for COVID-19 diagnosis.

VI. CONCLUSION
In this study, we have proposed an accurate and fast method,
named VI-FCN, for simultaneously segmenting the lung field
of lateral and frontal CXRs and simultaneously classifying
the lateral and frontal CXRs. The FCN branch was devel-
oped to simultaneously segment the lung fields of lateral
and frontal CXRs, and the VI branch was used to correct
the incorrect annotations in DICOM images and boost the
performance of lung field segmentation. To enhance the gen-
eralization ability of the proposed VI-FCN, large amounts
of data from different centers and different conditions were
added into training. The proposed VI-FCN achieved superior
results of lung field segmentation on untrained COVID-19
and pediatric CXRs. Moreover, the proposed VI-FCN can
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achieve competitive performance and less computation time
than several state-of-the-art methods.
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APPENDIX
A. DETAILS OF THE VI-FCN
As shown in Fig. 13 and Fig. 14, we summary details of
VI-FCN, and define the dense block layer, TD and TU. The
dense block is composed of some layers, which the growth
rate of layers is set to 16. As already described in method,
each layer includes BN, followed by ReLU, a 3× 3 convolu-
tion and dropout with probability p = 0.2. TD is composed
of BN, followed by ReLU, a 1× 1 convolution, dropout with
p = 0.2 and a 2 × 2 max pooling. For TU, it is a 3 ×
3 transposed convolution with stride of 2 for upsampling.
VI-FCN contains two branches: FCN branch and VI branch.
The downsampling path is shared by FCN and VI branch.
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