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ABSTRACT The pinewilt disease (PWD) is one of themost dangerous and destructive diseases to coniferous
forests. The rapid spread trend and strong destruction directly threaten the security of forests. The complex
spread pattern and the hard labor process of diagnosis call for an effective way to detect the infected areas.
In this paper, an airborne edge-computing and lightweight deep learning based system are designed for PWD
detection by using imagery sensors. Unmanned aerial vehicle (UAV) is firstly utilized to realize a large-
scale coverage of forests, which can substantially reduce the hard labor. Except for infected trees, a large
number of irrelevant images are also acquired by the UAV, which will overload the burden of process and
transmission. Then a lightweight improvedYOLOv4-Tiny basedmethod (named as YOLOv4-Tiny-3Layers)
is proposed to filter these uninterested images by leveraging the computation capability of edge computing,
which can realize a fast coarse-grained detection with a low missing rate. Finally, all the remaining images
are transmitted to the ground workstation for the final fine-grained detection. Experimental results show
that the proposed system can implement a fast detection with superior performance as compared to other
methods, which helps to detect the infected pine trees in a quick manner.

INDEX TERMS Pine wilt disease, remote sensing, airborne edge computing, lightweight deep learning,
two-stage detection.

I. INTRODUCTION
Pine wilt disease (PWD), caused, is one of the most dan-
gerous and destructive diseases to coniferous forests. Once
infected with the PWD, the pine trees are usually caused
to severe tree wilt and ultimately die, and the entire pine
forests will die within a short time if not controlled effec-
tively. Native to North America, PWD has already spread
into East Asia (Japan, China and Korea) and thereafter to
Europe (Portugal and Spain) [1], where the PWD has caused
massive deaths of pine trees, leading to severe economic
and ecological losses. In China, the PWD in 2019 has
spread to 672 counties of 18 provinces (autonomous regions,
municipalities) [2]. More seriously, the PWD has a ten-
dency to break through the previous suitable geo-environment
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range, and spread northward and toward high altitudes.
The epidemic has expanded with a rapid growth trend,
about an average annual increase of 22%, and the diseased
area in 2017 reached 85,024 hectares in China [3]. The
rapid spread trend and strong destruction directly threat-
ens the security of pine forests and key ecological areas
worldwide.

To detect the PWD infected trees in time is the key to
control and prevent the spread of PWD. The coniferous leaves
of the infected pine trees become yellowish brown or reddish
brown, wilting and drooping, which is useful to identify the
infected pine trees. The traditional field survey approach
relies on the unaided eyes of investigators to identify, which
usually consumes a large amount of labor cost but with low
efficiency, especially for complex terrains. Remote sensing
(RS) is regarded as an effective alternative due to the long-
distance, large-scale and indirect contact characteristics, and
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has been widely used in forest monitoring [4]. In 2010,
Dennison et al. uses the GeoEye-l high-resolution images to
distinguish between the diseased and healthy pine trees in
black pine forest areas [5]. In 2013, Johnson et al. applies
a multiscale image classification method to discriminate dis-
colored and healthy trees from the high-resolution satellite
images [6]. Kim et al. uses the multi-temporal hyperspectral
1 m spatial resolution aerial data to demonstrate the change
in spectral reflectance at infrared and mid-infrared wave-
lengths [7]. Despite the advantages in large scale monitor-
ing, the satellite remote sensing is vulnerable to weather,
temporal resolution and other factors. Therefore, it is dif-
ficult to obtain real-time and high-resolution images, and
the timeliness of the observation data cannot be guaranteed.
In addition, it is difficult to obtain a large number of samples
of specific objects in remote sensing field, which weakens
the ability of object features extraction for deep learning
network. Introducing unmanned aerial vehicle (UAV) as a
surveillance platform will overcome these deficiencies as
one UAV can provide more flexible detection with higher
spatial-temporal resolution, which has become an effective
monitoring approach. By using the airborne spectral imagery,
machine learning based methods are proposed in [8]–[11]to
detect the PWD. Zhang et al. utilizes a UAV-based hyper-
spectral image to identify the degree of damage caused by
Dendrolimus tabulaeformis Tsai et Liu (D.tabulaeformis) in
the pine forest environment [12]. Since the deep learning
can reveal the nonlinear features hidden in the data through
multi-layer processing mechanism, and can obtain ‘‘feature
learning’’ from a large number of training data sets, the deep
learning based detection models have proven to be an effec-
tive detection approach. For example in [13]–[16], a UAV and
deep learning based detection model was proposed to identify
the dead pine trees infected with PWD, where the airborne
GNSS (Global Navigation Satellite System) was used to
locate the dead pine trees. In [17], Zhang et al. use a fixed-
wing UAV to collect images of the study area and propose
a deep learning network, the U-Net model, to segment the
images of wilted pine trees. These results showed that the
combination of UAV and deep learning method is feasible to
detect dead trees of the PWD infected pine trees. However,
the deep learning network topology tend to become deeper
andmore complex. Despite of the performance improvement,
they usually require a large amount of computation power and
involve ultra-high energy consumption for high performance.
Limited by processing and storage resources, these complex
deep learning models cannot be directly applied in UAVs.
Although all these collected images can be transferred to the
cloud data center (or ground workstation) for further process,
which can provide substantial computational resources to
process and detect the PWD infected tree. Sending all these
images to the cloud data center (or ground workstation) may
increase the end-to-end delay and consume more bandwidth,
making it as a bottleneck for transmission. In fact, as the
collected images usually include a lot of redundant frames
which does not contain any infected (or suspected) pine trees,

transmitting all these images to the ground workstation is
meaningless but leads to severe end-to-end delay and band-
width consumption. Therefore, how to filter the uninterested
frames in a quick manner is of great importance to alleviate
the following transmission and process burden.

The edge computing technique provides certain computing
capability to the onboard UAV, which can be utilized to filter
the uninterested frames by preprocessing and thus reduce the
network traffic and end-to-end delay as a result. To realize
a fast detection for edge computing, lightweight deep learn-
ing based object detection methods are required. In general,
lightweight object detection method refers to the method with
simplified network structure, which is mainly applicable to
mobile devices, embedded devices and other devices with
limited computing capabilities. Inherited from the classical
deep learning models of YOLO (You Only Look Once) [18]
series and SSD (Single Shot MultiBox Detector) [19] series,
the recently popular lightweight models mainly include
YOLO-Tiny, and MoblieNetv2-SSD [20]model. These mod-
els and their improved versions have been widely used in
several fields. For example, the MoblieNetv2-SSDmodel has
successfully used for signal light detection in unmanned vehi-
cles [21], and intelligent diagnosis for gallstone disease [22].
An improved YOLOv3-Tiny model is used to detect kiwi
fruit [23]. Han et al. modified the YOVOV4-Tiny model
to perform detection more quickly and more accurately on
devices with limited computational capabilities [24]. To the
best of our knowledge, there are still few works about the
application of edge computing in forest protection, which is
critical to detect the PWD infected trees in time.

In this paper, we design an edge computing based detection
system with a low-cost UAV to detect infected (or suspected)
pine trees using limited resources onboard. Firstly, the images
of the pine trees in the forest are acquired by airborne high
resolution cameras of UAV, where images may contain the
healthy trees, infected trees, rocks, weeds and many others.
This implies that a large number of the acquired images
are redundant that does not contain the PWD infected trees
and will lead to tremendous computation burden and storage
pressure. Thus, a real-time detection is required to identify
whether an image contains the infected (or suspected) pine
trees or not as quickly as possible. This real-time detection
can be realized by the edge computing module. Limited by
processing and storage resources, a lightweight and improved
YOLOv4-Tiny based detection method (named as YOLOv4-
Tiny-3Layers) is proposed to realize a coarse-grained but
real-time detectionwith limited resources. Finally, the filtered
images are transferred to the ground workstation to realize
a fine-grained detection by deep learning models. In gen-
eral, the main contributions of this paper are summarized as
follows:
• An airborne edge-computing based detection system is
designed for PWD infected trees detection, where the
UAV is utilized to monitor the large-scale forest and the
edge computing module is to filter the uninterested and
redundant images.

VOLUME 9, 2021 66347



F. Li et al.: Remote Sensing and Airborne Edge-Computing Based Detection System for PWD

• A lightweight deep learning based detection model,
YOLOv4-Tiny-3Layers, is proposed to comply with
the resources-limited edge-computing module. The pro-
posed model can realize a coarse-grained but real-time
detection, which helps to distinguish the PWD infected
pine trees from redundant images in a quick manner, and
thus can alleviate the transmission and process burden.

• A two-stage detection procedure is performed by edge
computing module (coarse-grained) and ground work-
station (fine-grained), respectively. This two-stage pro-
cedure can substantially reduce the number of images
needing to be transmitted after the first stage, and finally
realize a fast detection, which is critical for the early
detection and diagnosis of the PWD infected pine trees.

The rest of the paper is organized as follows. Section II
presents the study area and introduces the airborne edge-
computing detection method, where the proposed YOLOv4-
Tiny-3Layers model is introduced in detail. Section III
gives the experimental results for performance comparison.
Section IV discusses the work of this paper and finally
Section V concludes this paper.

FIGURE 1. The location of the study area in Tai’an City, eastern China,
with three test sites and their RGB representations.

II. MATERIALS AND METHODS
A. DATA PREPARATION
The study area is located near the Taishanmountains in Tai’an
City, Shandong Province, China. The location and geomor-
phic characteristics of the forest areas are shown in Figure 1,
where three test sites with different tree species composition
and topographical features, are selected to acquire the images
by UAV. PWD was confirmed to be present in this area
during the general investigation in recent years, and began to
spread since then. Despite efforts have beenmade, the disease
in this area has been controlled at this stage, but there are
still scattered PWD infected pine trees. As one of China’s
mountain parks and a natural museum of history and art,
the spread of the PWD will threaten the safety of Taishan
Mountain. Therefore, it is urgent to control the spread of the
PWD. The data are collected between the years 2019 and
2020. The diversity of the data from three different regions

and at different time can enrich the dataset and enhance the
robustness of the proposed method.

B. THE AIRBORNE EDGE-COMPUTING
BASED DETECTION SYSTEM
In previous works, UAVs are utilized to acquire imagery
over the test sites, and then these images are transferred
to the ground workstation or cloud center to identify the
infected trees. However, since the images containing infected
(or suspected) pine trees only cover a small proportion of the
acquired images, most images are redundant for detection.
If all these images are sent back for process, the transmission
and processing procedures will consume a lot of time, at the
cost of high communication and computing load. To alleviate
the transmission and processing load, we design an airborne
edge-computing based detection method in this section.

1) SYSTEM MODEL
The proposed airborne edge-computing based detection sys-
tem consists of three modules, i.e., UAV-based image acquisi-
tionmodule, edge computingmodule and groundworkstation
module, as is shown in Figure 2.

FIGURE 2. System model of the airborne edge-computing based
detection system.

The UAV-based image acquisition module is composed of
a low-cost UAV and airborne high resolution RGB camera.
By utilizing the advantages of high flexibility, high mobility
and platform scalability of UAVs, the module can acquire the
images of the detected large-scale forest area. However, since
a large-scale area in the forest needs to be monitored and
the PWD infected trees only exist in some specific regions,
a large number of irrelevant images are captured and need
to be stored and transmitted, which brings a great challenge
for further image transmission and processing. To alleviate
the burden, a two-stage detection (a coarse-grained and fine-
grained) detection procedure is performed by the following
two modules in our system.

The first-stage detection is implemented by the edge com-
puting module. This module is composed of the embedded
NVIDIA Jetson TX2 chip and a lightweight detection model,
which is responsible for a coarse-grained detection with less
processing time and lower missing detection probability. The
NVIDIA Jetson TX2 can achieve about 23 frames per second,
which is 10 times faster than that of Raspberry Pi, and can
satisfy the real-time processing requirements. The aim of
this module is to identify the images containing the infected
(or suspected) trees, and only transmit these images to the
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ground workstation for a more fine-grinned detection, which
can alleviate the burden of transmission and processing. The
second-stage detection is performed by the ground worksta-
tion module, which is composed of image processing work-
station, high precision deep learning based detection model
and in-memory databases. After the first-stage coarse-grained
detection, the suspected images are then transmitted to this
module through the remote control transmission relay, where
the second-stage fine-grained detection is performed to locate
the infected trees. Finally, the detection results containing the
location information are stored in the database for further
access.

2) SYSTEM HARDWARE DESIGN
The hardware architecture of the airborne edge-computing
based detection system is shown in Figure 3. For clarity,
the specific hardware configurations of UAV, edge computing
module and ground workstation module are given in Table 1.

FIGURE 3. The hardware architecture of the airborne edge-computing
based detection system.

TABLE 1. The computer hardware configuration of the UAV, edge
computing module, and ground workstation module.

For the UAV based image acquisition module, DJI
M600Pro is chosen as the UAV platform by considering flight
time, flight height and stability, etc. DJIM600Pro is equipped
with an A3 flight control system, three sets of IMU (Inertial
Measurement Unit), GNSSmodules and Lightbridge 2 image

transmission equipment, so the UAV has a strong flight con-
trol stability and simple control. The image transmission
supports a maximum transmission distance of 1.7 km. The
UAV has a maximum flight time of 32 minutes, a maximum
altitude of 500 meters and can be observed and sent back
images in real time via a multimedia remote control, as well
as a wide range of mount interfaces for compatibility with a
variety of devices.

The edge-computing module is then to further process
the images acquired by UAV and provide a coarse-grained
detection to reduce the redundant images. The low-cost Rasp-
berry development board can only provide a frame rate
of around 2 FPS (frame per second), which is too slow
to detect the high-resolution aerial images. In this paper,
the NVIDIA Jetson TX2 solution is used as the core of
the edge computing module, which can reach a detection
frame rate of around 23 FPS and can process the collected
images in real time. To reduce the hardware complexity,
the motherboard is designed to be powered directly by the
drone, which includes four programmable camera interfaces
that allow the Jetson TX2 computing core to be integrated
with four LI-IMX477-MIPI-CS high-resolution imagery sen-
sors to increase the light-sensitive area and ensure image
quality. In addition, the HDMI(High Definition Multimedia
Interface) port on the motherboard can be connected to the
M600Pro’s Lightridge2 image transfer system, making it
have the real-time picture transfer capability.

For the fine-grained detection, the ground workstation
module requires a high image processing and data exchange
capability. Therefore, the NVIDIA GTX 1660Ti high-
performance graphics computing unit and AMD Ryzen R5
3600 central processor unit are chosen for the hardware; the
operating system is Ubuntu 18.04 LTS and the database is
the open-sourceMySQL database system, which provides the
module with high-performance image processing and storage
capabilities.

3) SYSTEM WORKFLOW
The workflow of the detection system for the PWD infected
pine tree is shown in Figure 4. The UAV is utilized to
monitor the large-scale forest and acquire the images, which
also acquires abundant irrelevant images. These irrelevant
images may overload the following transmission and process
procedure. To filter these uninterested images, the acquired
images are fed into the airborne edge computing module
for a coarse-grained detection, where the detection results
are obtained in a quick manner by a lightweight detection
model. If there exist the (suspected) PWD infected tree in
one image by the module, it will be automatically sent to the
ground workstation for a fine-grained detection. Otherwise,
the image that does not contain (suspected) PWD infected
tree will be discarded. Since the suspected images only cover
a small proportion of the acquired images and most images
are redundant, the coarse-grained detection by edge comput-
ing module can substantially reduce the number of images
needing to be transmitted. At the ground workstation, the
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FIGURE 4. The workflow of the detection system.

suspected images are further detected by the deep learning
model with a fine-grain to confirm whether it contains the
infected tree or not. If the PWD infected tree is confirmed in
one image by the deep learning model, the image and the cor-
responding location information are stored in the relational
database. Otherwise, it will be discarded.

C. PROPOSED LIGHTWEIGHT DETECTION METHOD
YOLO is one of the deep learning based real time object
detection frameworks, which takes both the accuracy and
speed into consideration. Since the release of YOLOv3 in
2018 [25], it has been widely used in various areas. The
network architecture of YOLOv3 consists of three parts:
DarkNet-53 feature extraction network, feature fusion net-
work and multiple-scale output networks (classification and
location). DarkNet-53 is used for feature extraction, and fea-
ture fusion is to generate three scale feature maps. Output
networks are carried out based on the feature fusion maps of
three scales to realize the object detection with different sizes.
Furthermore, YOLOv4 [26] is proposed by adopting mosaic
data augmentation, CSPDarkNet-53, CIoU (Complete Inter-
section over Union) Loss function, DIoU (Distance Intersec-
tion over Union)-NMS(non maximum suppression) [27] and
others, which can finally improve the detection performance
in terms of accuracy and speed. However, limited by the
computing capacity of the edge-computing Jetson TX2 chip,
YOLOv4 cannot be directly applied. To alleviate the diffi-
culty, a lightweight YOLOv4-Tiny method is proposed [28].
Preserving the advantages of data expansion and feature
fusion network of YOLOv4, YOLOv4-Tiny simplifies the
network architecture, and only utilizes a two-layer output
network. As compared to YOLOv4, the network parameters
of YOLOv4-Tiny are only about 10 times less [29]. Despite
the advantages in detection speed, YOLOv4-Tiny cannot effi-
ciently solve the following problems, such as multiple-scale

object detection, and missing detection of the overlapped
objects, which are usually the cases for infected pine tree
detection. To this end, an improved YOLOv4-Tiny based
lightweight detection method is required.

1) PROPOSED YOLOv4-TINY-3Layers DETECTION METHOD
To improve the detection performance, an improved
YOLOv4-Tiny based detection method (named as YOLOv4-
Tiny-3Layers) is proposed. The network architecture of
YOLOv4-Tiny-3Layers is shown in Figure 5. As compared
to YOLOv4-Tiny, the main improvements of YOLOv4-Tiny-
3Layers are:

1) To adapt to the multiple-scale object detection scenar-
ios, a third output network is added, which is used to
detect the infected trees with different sizes.

2) CIoU bounding loss is adopted to accelerate the train-
ing procedure and improve the detection accuracy.

3) DIoU-NMS method is adopted to avoid NMS [30]
error suppression and reduce the occurrence of missed
detection when the IoU values of two different boxes
are relatively large.

For clarity, the detailed improvements are given as follows.
1) A 3-layer output network architecture is adopted for

multiple scale detection.

FIGURE 5. The network architecture of the YOLOv4-Tiny-3Layers model.

Affected by variable flight heights of UAVs, growth dif-
ference of pine trees, and other factors, the crown size of
the PWD infected trees is different in the collected images,
which requires that the detection method should adapt to the
multiple-scale scenarios. To this end, a three network output
layers architecture is used to enhance the ability of three-
scale object detection and reduce the rate of missing detection
in YOLOv4-Tiny-3Layers. The three layers output network
architecture is shown in Figure 5. As compared to YOLOv4-
Tiny, one another output network with the size 52× 52× 18
is added in the YOLOv4-Tiny-3Layers model for small scale
object detection. E.g., when the size of the input image is
416×416, three different output networks with different sizes
are generated after convolution, upsampling and subsampling
of feature extraction network, i.e., 13×13×18, 26×26×18,
52×52×18. Among which, the 13×13×18 output network
is suitable for large scale object detection, the 26 × 26 × 18
output network is suitable for medium scale object detection,
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and the 52 × 52 × 18 output network is suitable for small
scale object detection. Therefore, the proposed YOLOv4-
Tiny-3Layers can realize the multiple scales detection, which
is critical in the PWD infected pine trees detection.

In the proposed YOLOv4-Tiny-3Layers architecture,
we set three anchor boxes [31] with different sizes for each
output network. For each ground truth in the training images,
if its center point falls in a certain cell, the corresponding three
anchor boxes of cell are responsible for prediction. After the
three-scale detection, a total of [52×52+26×26+13×13]×
3 = 10647 prediction boxes are generated, and then IoU is
calculated. By specifying the IoU threshold and performing
NMS operation, most of the redundant anchor frames can be
removed, as shown in Figure 6. The center of infected pine
tree is the area bounded by the yellow box, and its center point
falls in the red grid. Among the three corresponding anchor
frames, the IoU of the blue box and the real target frame is
the largest. Finally, the bounding box loss, confidence loss
and classification loss between the ground truth box and the
anchor box are calculated by the loss function.

FIGURE 6. The forecasting process of YOLOv4-Tiny.

2) CIoU bounding box regression function loss is adopted
to accelerate the training procedure and improve the detection
accuracy.

For YOLO based models, the overall objective loss func-
tion is usually the sum of the bounding box loss, confidence
loss and classification loss. The bounding box regression loss
function is utilized to measure the difference between the
prediction box and ground truth. In terms of evaluation metric
for bounding box regression, IoU is the most popular metric,
which is defined as

IoU =
Intersection(A,B)
Union(A,B)

, (1)

which is the ratio of the intersection of A and B to the union
of A and B. For the YOLOv4-Tiny model, the IoU loss [32]
is adopted as the bounding box loss, which is defined as

LIoU = − ln
Intersection(A,B)
Union(A,B)

, (2)

where LIoU is the IoU loss of the ground truth A and the
prediction bounding box B. Generally, the IoU loss often
suffers from a lower decrease rate during model training.

Especially when the ground truth A and the prediction box
B have no intersection, the value of IoU equals 0, and thus
the IoU loss does not exist, which cannot reflect the distance
between A and B. In this case, the IoU loss function cannot
be differentiable, and cannot optimize the case where the two
boxes have no intersection. Moreover, even when the IoU of
two boxes are the same, the IoU loss cannot reflect the form
in which the two boxes intersect. To accelerate the training
procedure and improve the detection accuracy, the proposed
YOLOv4-Tiny-3Layers adopt the CIoU as the bounding box
loss, defined as

LCIoU = LIoU +
d
g2
+ αv. (3)

As is shown in Figure 7, d = ρ(A,B) denotes the
Euclidean distance between the center points of the predic-
tion box and the ground truth box. g is the diagonal length
of the smallest enclosing box covering two boxes, v =
4
π2

(
arctan wgt

hgt − arctan w
h

)2
denotes the consistency of the

ratio of width and height between the detection frame and the
real frame, α = v

(1−IoU )+v is a positive trade-off parameter.
By utilizing the CIoU loss, the improved model is more
inclined to optimize to the direction with dense overlapping
regions, which is experimentally found to reduce the model
training time and improve the model detection accuracy.

FIGURE 7. Schematic diagram of loss function.

3) DIoU-NMS method is adopted to avoid NMS error
suppression and reduce the occurrence of missed detection.

For previous object detection methods, NMS is used to
perform the post-processing work [33], and the traditional
NMS is defined as:

Si =

{
Si, IoU (M,Bi) < ε

0, IoU (M,Bi) ≥ ε,
(4)

where Bi is the i-th prediction box, Si is the corresponding
classification score of Bi, M is the prediction box with the
highest score, and ε is the threshold value of NMS. Usually,
the bounding boxes are sorted according to their scores, and
the boxwith the highest score is retained by the NMSmethod.
Meanwhile the other bounding boxes that their IoU values
are greater than a certain threshold are deleted [33]. Due to
the dense vegetation coverage and different heights of various
trees, the infected pine trees may be covered by other trees,
and the NMS method will tend to filter out these overlapped
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objects due to the excessive IoU value, which is one of
the main reasons for a higher missing detection rate of the
infected trees. To address the issue of occlusion, YOLOv4-
Tiny-3Layers adopts the DIoU-NMS method to solve the
occlusion problem, where the location information of the
center point of the bounding box is taken as an influencing
factor to further optimize the algorithm to adapt to the actual
detection application. The definition of DIoU-NMS is

Si =

{
Si, IoU −RDIoU (M,Bi) < ε

0, IoU −RDIoU (M,Bi) ≥ ε,
(5)

where RDIoU =
d
g2

denotes the distance of the center points
of the two Boxes. The Equation (5) reveals that by comparing
the distance of the prediction box M with the highest score
and the i-th box Bi, if the difference between IoU andRDIoU
is below the certain threshold ε, the score value Si of the
i-th box Bi is maintained; otherwise, if the difference exceeds
the threshold ε, the score value Si of the i-th box Bi is set
to 0, implying that the i-th box Bi is filtered out. DIoU NMS
adopts the DIoU as the NMS suppressing criterion, which
not only considers the overlapping area, but also the center
point distance between the two boxes is considered. There-
fore, it can optimize the process of suppressing redundant
detection frame, and reduce the missed detection of occluded
targets.

III. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATASET AND MODEL TRAINING
In this experiment, we use the UAV to acquire 8860 images in
the study area, among which 3670 images contain the PWD
infected pine trees and the rest 5190 does not contain. For
the 3670 images, 2936 images (80%) are used to form the
training set and the remaining 734 images (20%) are used as
the test set. Once these images are acquired by UAVs, they
will be directed processed by the edge-computing module
and no additional operations are performed. The LabelImg
software is used to label the PWD infected pine trees to
produce the Pascal VOC [34] dataset. Some examples are
shown in Figure 8.

FIGURE 8. Some examples of the labeled images with the PWD infected
pine trees.

In our experiments, we adopt the high performance com-
puting platform in Shandong Agricultural University as the
deep learning server for model training, where the opera-
tion system is Redhat 6.9 Enterprise, and the Darknet deep
learning framework is utilized. The server is equipped with

Intel Xeon E5 (128GB memory) and dual NVIDIA Tesla
P100 GPU (12GB video memory). At the training stage,
the size of the input images is set as 416 × 416, we set the
parameters of training process as follows: the training steps
are 50000; the step decay learning rate scheduling strategy
is adopted with initial learning rate 0.0012 and multiplied
with a factor 0.1 at 40000 steps and 45000 steps, respectively.
The momentum and weight decay are respectively set as
0.9 and 0.0005. All architectures use GPU to execute multi-
scale training in the batch size of 64 and subdivisions size
of 8. In addition, we also use the Mosaic data augmentation
and K-means method to optimize anchors to enhance the
training process.

B. RESULTS
In this section, the performance comparisons of the pro-
posed YOLOv4-Tiny-3Layers method with other methods
are provided via experiments. The comparing methods
includes MobileNetv2-YOLOv3, YOLOv3-Tiny, YOLOv3-
Tiny-3Layers, and YOLOv4-Tiny. We first give the perfor-
mance comparisons of different lightweight models, and then
compare the detection results after the stage 1 and 2 detection
procedure.

1) PERFORMANCE COMPARISONS OF DIFFERENT
LIGHTWEIGHT OBJECT DETECTION MODELS
The following criteria are adopted for comparison in this part.
TP (True Positive), FP (False Positive) and FN (False Nega-
tive) denote the numbers of the positive, the false positive and
the false negative cases, respectively. The precision, defined
as Precision = TP

TP+FP is to evaluate the precision of model
predictions. The recall, defined as Recall = TP

TP+FN is to
evaluate the ability of the model to find all positive samples.
Then the average precision (AP) is adopted to measure the
detection accuracy, and can be defined as the area under the
precision-recall curve. The AP can be approximately calcu-
lated by the 11 point interpolation, i.e.,

AP =
1
11

∑
r∈{0.0,......,1.0}

APr , (6)

where r ∈ {0.0, . . . . . . , 1.0} denotes the 11 values of the
recall rate, and APr is the maximum precision corresponding
to the r-th recall rate. In general, the larger the AP is, the better
the model is.

Moreover, FPS is used to measure the detect speed. Under
the same hardware, FPS is mainly affected by the used
models. Therefore, it can be used to measure the process
speed of different models.

The loss curves of different models are given in Figure 9.
As is shown, with the increase of the batch number,
the loss decreases gradually, and finally tends to be stable
when the number of batches is large enough. For exam-
ple, when the number of batches reaches 50000, both the
YOLOv4-Tiny-3Layers and MobileNetv2-YOLOv3 mod-
els are below 0.1, showing better loss performance as
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FIGURE 9. The average loss curves of different models during model
training.

compared to other models. Although the loss of theYOLOv4-
Tiny-3Layers model is slightly worse than that of the
MobileNetv2-YOLOv3 model, we will show later that the
proposed YOLOv4-Tiny-3Layers model has a superior detec-
tion performance.

TABLE 2. The performance comparisons of different lightweight
detection models.

The detection results of different lightweight detec-
tion models are shown in Table 2. As can be observed,
the YOLOv4-Tiny-3Layers model shows superior perfor-
mance as compared to other four models in terms of AP,
TP, FP, FN. This is because that the YOLOv4-Tiny-3Layers
model has been modified in several aspects, such as network
architecture, loss function, and NMS. Specifically, the pro-
posed YOLOv4-Tiny-3Layers model achieves the maximum
TP (946) and AP (84.88%), the minimum FP and FN. More-
over, the FPS of the proposed model achieves 24.4, which
is larger than that of MobileNetv2-YOLOv3, YOLOv3-
Tiny, and YOLOv3-Tiny-3Layers, and is only slightly slower
than that of YOLOv4-Tiny. Therefore, the proposed model
can achieve a superior detection performance, while the
detection speed can guarantee the real-time detection of
the PWD.

Further, the precious-recall (P-R) curve is shown
in Figure 10, which is used to synthetically evaluate model
performance and generalization capability. As can be
observed, the YOLOv4-Tiny-3Layers model achieves the
maximum area under the P-R curve, implying that this
model can guarantee a high precision while maintaining a
high recall. Therefore, the proposed YOLOv4-Tiny-3Layers
model can achieve the best detection performance among
these methods, and can be utilized to undertake the task in
the airborne edge computing platform.

FIGURE 10. P-R curve.

C. DETECTION PERFORMANCE COMPARISONS
For the detection system, a two-stage detection procedure is
executed, i.e., a coarse-grained and fine-grained detection.
The former stage is performed with the lightweight object
detection models, and the aim is to filter the uninterested
images that do not contain infected (or suspected) pine trees
as quickly as possible, which thus can reduce the transmis-
sion and processing burden. Meanwhile, the latter stage is
performed by the ground workstation and to realize a fine-
grained detection with high precision, which provides the
final detection results.

FIGURE 11. The filtering effect of the edge computing module (the
coarse-grained detection).

For the coarse-grained detection, the filtering effect is one
important factor since it determines the images requiring
to transmitting to the ground workstation. To measure the
filtering effect, we use Figure 11 to define the related metrics,
where T1 and T2 denote the total number of images before
and after the edge-computing module, P1 and P2 denote
the number of images actually containing the PWD infected
trees before and after the edge-computing module. From the
definitions, T2−P2 denote the falsely detected images that do
not contain any PWD infected pine trees, and P1−P2 denote
the missing detected images that contain the PWD infected
pine trees, but not identified by the edge computing module.
The following metrics are used for evaluation.

1) Missing detection probability (MP): a criterion to mea-
sure the probability of the missing detected PWD
infected trees by the coarse-grained detection in the
edge-computing module, which is defined as the ratio
between the number of missing detected PWD infected
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trees and the number of all the PWD infected trees, i.e.,

MP =
P1 − P2
P1

× 100%. (7)

2) Filtering coefficient (FC): a criterion to measure the
filtering effects of the edge-computingmodule, and can
be defined as

FC =
P2
T2
× 100%. (8)

From (8), there are T1 images acquired by UAV for further
process at the edge-computing module, among which P1
images contain infected trees. By the coarse detection of the
edge-computing module, T2 images are remained and only
P2 images contain infected images.

According to the definitions ofMP and FC , we can see that
MP varies between 0 and 1, and is expected to be the smaller
the better. WhenMP approaches to zero, it means that almost
all the images containing infected trees can be detected by the
coarse detection. However, in some extreme cases, e.g., when
T1 = T2, P1 = P2, theMP criterion reaches its best, zero. But
FC equals 1, implying that no redundant images are removed
by the coarse-grained detection. Therefore, to measure the
effects of edge-computing module, the two criterionsMP and
FC should be considered jointly.

1) DETECTION PERFORMANCE COMPARISONS OF THE
LIGHTWEIGHT DETECTION MODELS (THE
COARSE-GRAINED DETECTION STAGE)
In this section, we will compare the detection performance of
the different lightweight object detection models in stage 1.
Due to the complex background of forests when acquiring
images by UAVs, a large number of redundant images are col-
lected by UAVs. To alleviate the transmission and processing
burden, a coarse-grained detection is required to filter these
redundant images.

The total number of the images acquired by the UAV is
8860 to cover the study area, of which 3670 images contain
the PWD infected pine trees, and 5190 images does not.
To reflect the filtering effect, we expand these images by data
augmentation to obtain an image set with 90,000 images that
does not contain the PWD infected pine trees (denoted as
non-PIS). The 734 images that contain the PWD infected pine
trees are used as the image set that contain the PWD infected
pine trees (denoted as PIS). We then randomly select from the
two image sets and investigate the filtering effect, where the
following two cases are considered.

Case 1: each group contains T1 = 6007 images in the
training set, among which P1 = 5 images contain the PWD
infected trees, and the rest 6002 images does not.

Case 2: each group contains T1 = 6007 images in the
training set, among which P1 = 50 images contain the PWD
infected trees, and the rest 5957 images are not.

These images under the two cases are selected ran-
domly and sent to the considered lightweight models, such
as MobileNetv2-YOLOv3, YOLOv3-Tiny, YOLOv3-Tiny-
3Layers, YOLOv4-Tiny and YOLOv4-Tiny-3Layers for test,

respectively. We perform 20 trials for each case to verify the
robustness of proposed models. Moreover, since the confi-
dence threshold is an important factor to affect the detec-
tion results, we further give the results when the confidence
thresholds are set as 0.5, 0.6, and 0.75, respectively. The
detection results for Case 1 are given in Figure 12, and
the detection results for Case 2 are given in Figure 13.
In Figures 12 and 13, T2 denotes the number of remaining
images after the coarse-grained detection in the edge com-
puting module, P2 denotes the number of images detected
that actually contain the PWD infected pine trees. Therefore,
T2−P2 denotes the number of the falsely detected images that
do not contain any PWD infected pine trees. P1−P2 denotes
the number of the missing detected images that contain the
PWD infected pine trees, but not identified by the edge
computing module.

TABLE 3. The average detection results of the five lightweight models
during the first stage detection (coarse-grained detection) under two
experiment cases (P1 = 5 and P1 = 50).

From Figures 12 and 13, we can see that with the increase
of the confidence threshold, the values of T2, P2 and T2−P2
decrease gradually, meanwhile the values of P1 − P2, FC
and MP increase. This is because that a higher confidence
threshold will remove more prediction box and less are
remained, which may lead to the increase of a falsely detec-
tion. Therefore, the selection of confidence threshold is a
critical factor to affect the detection results, and should be
considered carefully. Since the PWD is a vital disease to the
pine trees, and a lower missing detection required. In the
following we set the confidence threshold as 0.5 for analysis.
And the detection results of the different lightweight models
in Table 3, where the two cases P1 = 5 and P1 = 50
are considered. In Table 3, we can see that the proposed
YOLOv4-Tiny-3Layers model can achieve a superior detec-
tion performance as compared to the other four compar-
ing methods. For case 1 with P1 = 5, the proposed model
provides the minimal T2 and all the infected pine trees are
successfully detected, i.e., P1 = 5. Besides, the falsely
detected (T2 − P2) and missing detected (P1 − P2, MP) are
also the optimal among these comparing methods. In terms
of FC , the proposed model provides much larger FC than
that of the other methods, which implies that it can minimize
the transmission burden, and enhance the process efficiency.
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FIGURE 12. The detection performance of the different lightweight detection models over the first 20 trials, with
T1 = 6007, P1 = 5, and the confidence thresholds are set as 0.5, 0.6, and 0.75 respectively.
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FIGURE 13. The detection performance of the different lightweight detection models over the first 20 trials, with
T1 = 6007, P1 = 50, and the confidence thresholds are set as 0.5, 0.6, and 0.75 respectively.
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For case 2 with P1 = 50, the YOLOv4-Tiny-3Layers model
still provides the minimal T2 and falsely detected (T2 − P2),
i.e., the filtered images needing to transmit are minimized.
In terms of P2, P1−P2, andMP, the YOLOv4-Tiny-3Layers
model is better than that of the YOLOv3-Tiny and YOLOv3-
Tiny-3Layers, and has a slight performance loss as compared
to MobileNetv2-YOLOv3 and YOLOv4-Tiny. Despite the
slight performance loss, the YOLOv4-Tiny-3Layers model
provides much better FC performance, which is quite critical
to filter these uninterested images and alleviate the trans-
mission and process burden. Therefore, by considering these
metrics jointly, the proposed YOLOv4-Tiny-3Layers model
can achieve a better tradeoff for detection.

2) DETECTION PERFORMANCE COMPARISONS OF THE
LIGHTWEIGHT DETECTION MODELS AFTER STAGE 2
DETECTION (THE FINE-GRAINED DETECTION)
The edge-computing module performs a coarse detection
(stage 1) and the filtered images are then transmitted to the
ground workstation for a fine-grained detection (stage 2).
To verify the final detection results, the ground workstation
can adopt a high performance deep learning based detection
model for the second stage detection. For consistency, in this
experiment, we adopt the YOLOv4 model to detect these
filtered images. That is, the images filtered by the previous
edge-computing module will be transmitted to the ground
workstation and detected by the YOLOv4 model. Except for
the above mentioned lightweight detection models, we also
consider the case when no edge computing is applied for
fair comparison. In this experiment, we set the confidence
threshold as 0.5 and the final average detection results of
different models after the two-stage detection over 60 trials
are shown in Table 4, where the finalMP and the consuming
time are provided.

TABLE 4. The average detection results of different models after the
two-stage detection over 60 trials.

In Table 4, we present the final average detection results of
different methods after the two-stage detection over 60 trials.
As can be observed, in case 1 (P1 = 5), the proposed
YOLOv4-Tiny-3Layers model provides the best MP, which
is the same as no edge-computing approach, MobileNetv2-
YOLOv3, and YOLOv4-Tiny, and is better than that of
the YOLOv3-Tiny and YOLOv3-Tiny-3Layers. In case 2
(P1 = 50), the proposed YOLOv4-Tiny-3Layers model has
a slight MP loss, but is still better than that of YOLOv3-
Tiny and YOLOv3-Tiny-3Layers.Table 4 also gives the aver-
age consuming time of different methods in the second

detection stage. The YOLOv4-Tiny-3Layers uses the least
time but provides almost the same detection MP compared
to other methods for both cases. This further verifies the
proposed lightweight model’s effectiveness since the least
number of images are remained and need to transfer to the
ground workstation. It also seems that the no edge-computing
approach and MobileNetv2-YOLOv3 also provide a better
MP value. But notice that, the proposed YOLOv4-Tiny-
3Layers model has the highest FC in the two cases as is
shown in Table 3, which implies that the proposed model
just needs to transmit the filtered images as less as pos-
sible, but still provide superior detection performance as
compared to other models. E.g., the no edge-computing
approach needs to transmit all the images (6007) to the
ground workstation for the two cases, and MobileNetv2-
YOLOv3 needs to transmit 930.80 and 963.85 on average for
the two cases. Meanwhile, the proposed model just needs to
transmit 13.85 and 57.25 on average, respectively. In com-
plex forests with poor communication quality, the no edge-
computing approach and MobileNetv2-YOLOv3 will suffer
from a long transmission latency, even a transmission failure
since so many images are required to transmit. In contrast,
the YOLOv4-Tiny-3Layers model just needs to transmit
the minimum amount of images. This great reduction is
extremely useful for the communication-limited forests, and
helps to detect the PWD infected pine trees in time for early
decision.

IV. DISCUSSION
The focus of this paper is to design an airborne edge com-
puting platform for the PWD infected tree detection, where
a lightweight detection method is required for edge comput-
ing platform. By collaborating with the ground workstation,
a two-stage detection procedure is performed, i.e., a coarse-
grained and fine-grained detection.

Various challenges arise during the design of airborne plat-
form. The first problem confronted is the selection of UAV
type and hardware part of edge computing module. As for
the UAV selection, it is necessary to comprehensively evalu-
ate its size, working environment, flight endurance, payload
capacity, etc. In the aspect of hardware selection of edge
computing module, it is necessary to evaluate the processing
ability of embedded AI chip, the sensitive area of camera and
the compatibility with UAV platform.

In addition, considering the limitation of embedded AI
chip in processing capacity and detection performance,
a lightweight detection method becomes a necessary, which
needs to provide a relatively high detection performance
with limited resources. To achieve this goal, there are many
problems needing to be addressed. For example, 1) how to
simplify the structure of object detection method to make it
suitable for the embedded AI chip with limited computing
capacity; 2) how to improve detection accuracy and reduce
MP as far as possible in the case of lightweight method;
3) how to find the compromise between ‘‘lightweight’’ and
‘‘accuracy’’ in practical applications.
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To this end, a lightweight airborne edge-computing based
detection platform is designed in this paper, which consists
of three modules, i.e., UAV based image acquisition mod-
ule, edge computing module and ground workstation mod-
ule. Once the design scheme is determined, the hardware
implementation should be determined according to the prac-
tical working environment, equipment miniaturization and
integration requirement. The camera is integrated with the
edge-computing module, which is then carried on the DJI
M600Pro UAV and implanting the images acquisition. Due to
the limited computation resources of the airborne equipment,
a coarse-grained detection is performed to filter the uninter-
ested images. After the coarse-grained detection, the filtered
images are then transmitted to the groundworkstationmodule
through the airborne data transmission equipment, where
a fine-grained detection is performed to further improve
the detection results. To ensure the model lightweight and
reduce the rate of missed detection and false detection, this
paper proposes an improved YOLOv4-Tiny based detection
method, named as YOLOv4-Tiny-3Layers, by making sev-
eral improvements, e.g., adding a network output layer for
multi-scale objection detection, improving the regression loss
algorithm for optimize the training process and using DIoU
non-maximum suppression algorithm to reduce the missing
detection of overlapping objects. Experimental results show
that the proposed method provides a superior detection per-
formance, as compared to other methods.

The aim of the proposed YOLOv4-Tiny-3Layers detec-
tion method is to filter the uninterested images as accu-
rately as possible, and reduce the transmit amount. Therefore,
it requires that the missing detection is as low as possi-
ble meanwhile with high transmission efficiency. To reason-
ably evaluate the system performance, in the Results part,
we use three different confidence thresholds and two sets
of randomly selected images containing different number of
infected pine trees. Experimental results show that when the
threshold is set to be 0.5, the detection result can obtain
a reasonable tradeoff, and achieve the aim of low missing
detection rate.

After the coarse-grained detection, the filtered images
are then transmitted to the ground workstation for a fine-
grained detection. The overall performance of the mod-
els with/without edge-computing are compared in terms of
detection accuracy, missing rate, etc. Experiments show the
superiority of the proposed method. Therefore, the proposed
airborne edge-computing based detection model can provide
advantages of strong stability and high reliability, and is a new
solution for monitoring pine wood nematode disease in forest
areas.

V. CONCLUSION
In this paper, an airborne edge-computing based detection
platform is developed with low missing and high precision,
to monitor the pine wilt disease by UAV in forest area, which
mainly consists of three modules, i.e., UAV based image
acquisition module, edge computing module and ground

workstation module. The detection platform can detect the
acquired images as quickly as possible and find the PWD
infected trees. Once these infected trees are detected and
verified by our proposed method, the forestry staffs need to
make an early decision on the strategy to dispose of these
infected trees.

To adapt to the research region, the hardware part is
approximately selected firstly and then complete the overall
system design. Since the images acquired by the UAV may
contain a large number of redundant images that does not
contain infected images, the detection procedure is performed
by two steps, a coarse-grained detection to filter uninter-
ested images by the edge computing module and a fine-
grained detection by the ground workstation module. Since
the edge computing module is critical to affect the detec-
tion performance, in this paper, an improved YOLOv4-Tiny
based lightweight detection method, named as YOLOv4-
Tiny-3Layer, is proposed for the edge computing module.
Due to the low miss detection rate requirement, we compare
the proposed method with other detection models under dif-
ferent confidence thresholds, and found that when the confi-
dence threshold is 0.5, the proposed YOLOv4-Tiny-3Layers
method can achieve the expected performance requirement.
Further, the filtered images are transmitted to the ground
workstation module, and a comparative experiment is per-
formed with/without the edge computing module, showing
that the images collected by UAV can achieve high detec-
tion accuracy by the two-stage detection. Compared with the
detection method without edge computing module, the pro-
posed method can achieve almost the same detection per-
formance; meanwhile, much less images are required to be
processed by the ground workstation module. This is because
that a large number of uninterested images are filtered by
the edge computing module, and only suspected images are
transmitted to the ground workstation module. Therefore,
the proposed method can effectively filter these uninterested
images and then can reduce the burden of transmission and
processing, and helps to detect the PWD infected pine trees
in time for an early decision on the strategy to dispose of these
infected trees.

Moreover, the proposed method be applied in other
regions, where it just needs a fine-tune according to the
images acquired in the new region, and then can be used to
detect the PWD with high accuracy in the new region.
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