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ABSTRACT The low-power design of software and hardware is crucial for the efficiency and sustainability
of embedded systems. Accurate energy consumption measurement plays a vital role in evaluating the energy
performance of software and hardware, which also provides design insights to develop new paradigms for
algorithm or code optimization in terms of energy efficiency and system cost. A few literature has surveyed
this research field, but it lacks multi-faceted comparisons and comprehensive analysis. In this paper, we first
show the necessity of accurate energy consumption analysis for embedded systems. Then, we study major
methods in literature for measuring energy consumption of embedded systems, which can be summarized
with three categories: 1) measurement-based energy profiling, 2) model-based energy estimation, and
3) simulator-based energy estimation. Some subcategories are further made based on characteristics of these
approaches. The pros and cons of each category have been reviewed and evaluated through multi-faceted
comparisons. Finally, for transparent energy analysis and improving the energy efficiency of embedded
systems, we come up with some contributing factors that matter the energy consumption measurements
and discuss the challenges and future research directions.

INDEX TERMS Internet of Things (IoT), embedded system, energy consumption, power consumption.

I. INTRODUCTION
Battery-powered embedded systems play an important role in
Internet of Things (IoT) architecture as the physical carrier,
which covers from wireless sensors [1], [2], wearable devices
[3], mobile smart devices [4], to ICT infrastructure equip-
ments. With the achievement of IoT technology, the fore-
seeable growing trend of the total amount of global active
IoT connections will reach 21.5 billion in 2025, as shown
in Fig. 1, which was investigated by IoT Analytics [5]. Since
an increasing number of devices are equipping with powerful
abilities to handle computation-intensive tasks (e.g., machine
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learning training), the energy-constrained embedded devices
are struggle to prolong working time. However, less knowl-
edge of transparent energy usage throughout the embedded
systems results in obstacles to design energy-efficient soft-
ware and hardware [6]. Hence, accurate energy consump-
tion measurement is imperative to optimize energy usage of
embedded systems.

From the perspective of energy consumption sources, soft-
ware instructs the hardware to perform operations such as
calculation and memory allocation, while in this process
the hardware consumes energy because of circuit switch-
ing. Consequently, the basic idea for acquiring energy con-
sumption is measuring at hardware level. For example, some
works estimate processor energy by modeling the energy

60516 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0003-4103-0284
https://orcid.org/0000-0002-6535-1974
https://orcid.org/0000-0003-0608-9408


C. Guo et al.: Survey of Energy Consumption Measurement in Embedded Systems

FIGURE 1. Globel number of connected IoT devices [5]. It is predicted that
the number of globally connected IoT devices will be 2.5 billion by 2025.

consumption of CPU at transistor or switch level, where the
switching power of transistors for computing is proportional
to the capacitance of the transistor gates, the CPU switching
frequency and working voltage, which is given in [7]. At a
higher level, researchers model the power at logical gate level
[8]. This type of modeling is more time-efficient but less
accurate than which at the switch level. Others perform power
analysis at higher hardware abstraction levels, such as register
transfer level [9]. Further up is measuring or modeling at the
level of hardware components, such as processors, memory,
disks, and peripheral circuits, where many works have been
done [10], [11].

On the other hand, as the driver of hardware execut-
ing, software instructions indirectly consume energy, which
means the energy consumption can be mapped to software
structure. The granularities of the mapping includes assembly
instructions, functions, and software components [12], [13].
The study of energy consumption measurement of embedded
systems provides traceable energy behavior information at
various granularity levels, which is not only for evaluating the
energy consumption of software/hardware, but also improve
the developers’ cognition of software energy characteristic
for optimization. Besides, the energymeasurement of embed-
ded systems can be used to recognize rogue software since the
malicious program execution can lead to additional energy
consumption [14]–[16].

However, diverse research emphases and multi-levels
energy consumption measurement schemes lead to the com-
plexity of this field for researchers. We aim to provide a
detailed analysis of the latest energy measurement techniques
in the current background. Based on the analysis, we put for-
ward the defects of the existing methods and future research
directions. The main contributions of this work:

1) This paper proposes a novel and thematic taxonomy for
classifying the existing works for energy consumption
measurement. They are categorized into: a) methods
of measuring and profiling, b) model-based energy
estimation schemes, and c) simulator-based energy
consumption estimation approaches.

2) We make a comprehensive comparison of these avail-
able methods in multiple metrics, including the power
data source, measuring or modeling object, modeling
methodology, granularity, and error rate. The capa-
bilities and shortcomings within each category are
analyzed.

3) We pose several key factors that affect themeasurement
results that should be paid attention to and propose
future research directions.

The rest of this paper is organized as follows. Section III
introduces the first kind of energy consumption measurement
method, which is the combination of general instrument mea-
surement and data analysis. The model-based energy con-
sumption estimation schemes are described in Section IV.
Section V presents software simulation-based energy con-
sumption estimation approaches. Section VI discusses the
challenges and future works in this field. And Section VII
we concludes the paper.

II. THE TAXONOMY OF ENERGY MEASUREMENT
METHODS
When investigating the existing literature about energy
consumption measurement techniques of battery-powered
embedded devices, it has been found that these available
methods can be classified from multiple perspectives. For
example, in literature [17], power modeling schemes of
embedded systems are categorized into transistor or switch,
logic gate, register transfer, and system level, according
to different stages in design flow. To map energy estima-
tion techniques to software applications, literature [18], [19]
categorize the existing energy measurement methods into
code-analysis and mobile components power model based
schemes, which is based on the hierarchy of embedded sys-
tems. In terms of whether the energy consumption profiler is
online or not, the existing methods could be classified into
online and offline [20].

Through the analysis of above papers, it can be found that
researchers choose the corresponding taxonomy according to
the research purpose, and it is difficult to make comprehen-
sive comparisons according to one single metric. Therefore,
from the principle of measuring and modeling for embedded
systems, this paper classifies existing methods into three cat-
egories: measurement-based energy profiling, model-based,
and simulator-based energy estimation schemes, which is
shown in Fig. 2. In the measurement-based energy consump-
tion profiling methods, due to different tools for obtaining
power data, there are two methods: instrument-based and
platform-based. In themethod of model-based energy estima-
tion, many papers have obvious classifiable characteristics in
the information types required for modeling. Therefore, such
methods can be categorized into hardware utilization-based,
system-call based, and program-analysis based modeling.

Secondly, after extensively investigate and summarize the
characteristics of existing methods, we compare these tech-
niques under each category with multiple metrics to achieve
a comprehensive understanding. The comparison metrics we
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FIGURE 2. The category of energy consumption measurement methods.

used include granularity, power data source, measuring or
modeling object, modeling approach, overhead, and error
rate. The granularity refers to the level of energy consump-
tion analysis. For example, the granularity at hardware level
includes transistor, logic, and component levels, and it at
the software level includes assembly instruction, source code
line, process, function, and application levels. The power data
source represents where the device power is acquired. The
measurement or modeling object identifies the described tar-
gets for power consumption, including instruction, function,
phone feature, component, and system. The modeling meth-
ods include linear and second-order polynomial regression
model, piecewise constant model and finite state machine
model. Based on these detailed comparisons, the pros and
cons of existing methods can be summarized.

The more detailed analysis for each class of approach is
given in Section III, IV and V, respectively.

III. MEASUREMENT-BASED ENERGY PROFILING
A. CATEGORY
1) INSTRUMENT-BASED MEASUREMENT
In embedded systems, software drives hardware, and the
energy is consumed in the operation process of the hardware
circuit. Therefore, it is an intuitive method to measure the
system energy consumption on the hardware circuit by using
instruments.

Fig. 3 shows the basic framework of power measurement
approach. Generally, a high precision shunt resistor is con-
nected between the battery or power supply module and
the device, which the device can be the whole embedded
device or the hardware modules (e.g., CPU, memory and
GPS module). The probes of instruments are attached to
both sides of the resistor and sampling the voltage across
it at a certain frequency. Consequently, real-time voltage
can be acquired when the system is running, and the corre-
sponding current and power consumption are calculated by
Ohm’s law and power formula. The measuring instruments

FIGURE 3. The basic framework of power measurement. A high precision
shunt resistor is connected between the power supply module and the
device. The probes of instruments (e.g., DMM, MR, DAQ) are attached to
both sides of the resistor and sampling the voltage across it. The server
obtains the corresponding data for energy consumption analysis.

include high precision Digital Multimeter (DMM), Memory
Recorder (MR), Oscilloscope, and Data Acquisition (DAQ)
card. At the same time, scripts are used tomonitor the detailed
execution procedures of software and operating system (OS)
in the embedded system. Finally, the energy consumption can
be cooperative analyzed based on the power and the software
operating data.

The mainstream literature which adopts instrument-based
methods are shown in Table 1, these studies measure the
energy for the whole system. Then the energy consumption
is attributed to corresponding applications according to the
running period. For example, in literature [21], a method
for measuring the energy consumption of mobile application
program is introduced. The power trace of the device is
characterized by the framework in Fig. 3. In [22], aiming at
reducing energy consumption of the embedded devices which
employ P2P protocols, an offline method is proposed for
measuring the energy consumption. Similar to [21], high pre-
cision resistor with small resistance and DAQ card are used
to collect voltage data at a fixed frequency. The application’s
operation information is recorded by accessing the specific
GPIO port in the hardware device. Moreover, a device driver
is developed to record threads and functions information
for function-level energy consumption analysis, thereby the
problem of energy consumption attribution could be solved.

In [23], a tool PowerScope was developed for estimating
energy consumption of applications in mobile devices.
As shown in Fig. 4, PowerScope is a typical framework
that includes three software modules: the system moni-
tor, the energy monitor, and the energy analyzer which
are responsible for collecting system activity data, cur-
rent data, and estimating energy consumption, respectively.
An important feature of PowerScope is that it can map
energy consumption to corresponding program structure,
and this capability is dependent on symbol tables. How-
ever, energy consumption cannot analyze online since it is
a post-processing tool. In practice, PowerScope needs a set
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TABLE 1. Comparison of instrument-based energy consumption measurement methods.

FIGURE 4. The framework of PowerScope. The energy analyzer obtains
PC/PID samples and current data from the system monitor and the
energy monitor, respectively, and then combines the symbol table for
energy consumption analysis.

of modifications to the kernel. The developers need to call a
series of APIs and set corresponding parameters when they
use PowerScope to estimate the energy cost for application,
which will cause additional workload for developers.

Although the above methods can accurately measure the
total energy consumption for overall mobile devices, the fine-
grained power measurement is powerless. Due to hardware
circuit conversion and other hardware call effects when
application operation, it will unevenly attribute the con-
sumed energy. To solve these issues, researchers adopt the
approaches which use probes of instruments inserting the
hardware circut to measure the interested component objects.
For example, in [10], aiming at evaluating the energy usage of
mobile devices, researchers proposed an energymeasurement
method for both the overall system and main hardware com-
ponents, afterwards, energy models are built for the device
under some usage scenario. In this method, a mobile device
which can obtain circuit schematics is used because they
need to set placeholders in power supply rails for each target
hardware component. Then, sense resistors which with high
precision and little resistance are inserted in these placehold-
ers. DAQ card is used to collect the voltage drop data across
these resistors directly. In this manner, energy consumption
can be measured accurately.

Another component-level energy consumption analysis
without modifying the hardware circuit is introduced in [24].
Aiming at improving the energy-efficiency for heart rate
monitoring of smartwatches, researchers analyzed the energy
consumption of specific hardware components such as accel-
eration sensor, screen, Bluetooth, and heart rate monitoring
components. In this article, PCI-6230 is used to obtain the
voltage drop over the shunt resistor at a certain frequency.
They stress each component running separately for getting
run-time power data, then the power consumption of each
component is obtained by subtracting the energy when the
watch is idle. However, DAQ cards or other instruments used

FIGURE 5. The typical system architecture of power measurement
platform.

in the above work are expensive, especially those with multi-
ple probes. Also, in order to obtain the power data of hardware
components, hardware circuit modification is needed, which
is hard to implement for users.

2) PLATFORM-BASED MEASUREMENT
In addition to using general instruments to measure current
and voltage, other researchers have designed power mea-
surement platforms to replace instruments, and mainly to
solve the problems with instruments such as expensive, large
volume, and difficulty in flexibly establishing measurement
experiments.

The typical system architecture of this kind of power mea-
surement platform is shown in Fig. 5, a shunt resistor is put
in series between the power supply and the load. Following
a current sense amplifier or differential amplifier is used to
amplify the small voltage drop across the shunt resistor and
then provide it to the analog-to-digital converter (ADC). The
ADC module is used to convert the analog signal into a
digital signal and send it to the MCU, which is responsible
for collecting the current data and sending it to the upper
computer or directly processing it locally to obtain the load
power consumption.

For instance, the researchers in [21] had developed a pro-
totype board based on micro-controller used for measuring
the current, but not used in the experiment in the paper. In
[25], a testbed FlockLab was developed to reveal the sys-
tem behavior into wireless embedded systems. The services
provided by FlockLab include logic analysis, power profil-
ing, adjusting power supply, and serial I/O logger. In terms
of power profiling, it uses a small shunt resistor to sense
the current density from battery to target device. A 24-bit
delta-sigmaADCwith sample rate of 28kHz is used to sample
the voltage across the shunt resistor, which amplified by a
current sense amplifier. PowerBench [26] is a testbed used to
record the power traces of several sensor nodes in parallel.
The current measurement method adopted in PowerBench

VOLUME 9, 2021 60519



C. Guo et al.: Survey of Energy Consumption Measurement in Embedded Systems

is similar to that in [25]. However, its current measurement
range is only from 0-60 mA. Meanwhile, the measurement
range of FlockLab is from 2 µA to 160 mA, which is not
suitable for high current devices so that limiting the scope
of use.

Most of the previous works use a single shunt resistor’s
voltage drop to catch the current of the device, which leads to
a small measurement range [25]–[27]. This kind of measure-
ment platform is hard to meet the requirements of the mod-
ern embedded device since it may have high peak currents
[28]. For that reason, some researches carried out to extend
the measurement range of power consumption by adaptively
adjusting the resistance of the shunt resistor. In Nemo [29],
five resistors (0.1 Ohm, 1Ohm, 10Ohm, 100Ohm, 470Ohm)
and four MOSFETs are used to compose a so-called shunt
resistor switch. The microcontroller can adjust the resistance
dynamically according to the current intensity, so that ensure
the measurement dynamic range from 0.8 µA to 202 mA.
Similar to Nemo [29], Potch et al. [30] uses two shunt resis-
tors (1 Ohm and 100 Ohm), comparator, and a MOSFET to
compose a dual shunt resistor stage to replace a single shunt
resistor, which enables the measurement range from 1 µA to
several hundred mA.

However, although many studies above can measure pre-
cisely and have appropriate measuring range, their measure-
ment objective is the whole mobile device, and that means
they can accurately trace the mobile trace change over time,
but cannot provide fine-grained analysis of energy consump-
tion. Moreover, the circuit design of these platforms are rel-
atively complex because many electronic components, such
as resistors, op-amps, high-resolution ADCs, and microcon-
troller, are required. Meanwhile, these components will bring
errors to the platform, and special attention should be paid to
the device selection principles.

B. COMPARISON
Including the above research literature, many works use the
methods which based on instruments or specially designed
platforms to sample the power data, and apply data analysis
technology to analyze the energy consumption of embedded
systems. Table 1 compares the features of the works we
reviewed under this category. The relative comparison are
analyzed as follows.

Since the purposes of energy measurement for embedded
systems are different, the focuses of energy consumption
analysis for existing work also varies. For example, literature
[21]–[23] analyze the energy consumption at the software
level with different granularity, such as protocol step, func-
tion, and process or procedure, while literature [10], [24]
analyze the energy at hardware components level.

In most studies, external instruments are used for real-time
voltage and current sampling. The complexity of hardware
modification is relatively high, which is inconvenient for
developers and users. Benefit by the high frequency and
high-resolution instruments, high precision power data can be
obtained in these experiments. But its shortcomings are that

FIGURE 6. The modeling types corresponding to different levels of
information in embedded system.

the setup of the hardware experiment environment is compli-
cated, and the equipment is costly. Especially in [10], even the
hardware circuit of the device needs to be modified. For this
reason, some researchers developed hardware platforms for
specific energy consumption measurement [25]–[27], [29],
[30]. Compared to instruments, such platforms are cheap,
small in size and can provide customized analysis based on
the measurement objectives. However, due to the complexity
and cost of circuit design, such a platform only has a few
channels, a small measurement range, and difficult to provide
fine-grained energy analysis.

Regarding the measurement error, all the literature studied
utilizes offline methods for power data analysis, so the data
processing on the Device under Tests (DuTs) or external com-
puting devices does not result in additional operation energy
consumption. It is only the kernel scheduler trace and appli-
cation trace collection on DuTs that may cause the errors.
Most of the researchers consider that the extra energy caused
by this item is very small and can be neglect. In addition,
measurement errors may also come from the circuit settings.
For the instrument-based schemes, the possible error source
is the voltage drop of the shunt resistor. In the platform-based
manners, error sources include not only this, but also from
sampling frequency, voltage amplification, and analog-digital
conversion.

IV. MODEL-BASED ENERGY ESTIMATION
Another scheme which has been studied widely is
model-based energy consumption estimation. As shown
in Fig. 6, embedded systems can be divided into three layers,
include user space, kernel space, and physical hardware from
top to bottom. During system operation, user-space appli-
cations cannot directly access or manipulate the hardware,
but indirectly through the system call interface provided by
the system kernel. In view of this hierarchical characteris-
tic of embedded systems, model-based energy estimation
schemes can be categorized according to different infor-
mation sources. In the user space layer, software programs
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FIGURE 7. The utilization-based modeling. The main characteristic
parameters of the hardware components reflect their utilization and are
recorded by OS. Therefore, it is acquired from the OS file system for
power modeling.

written in high-level or assembly language can be modeled
by program analysis. At the kernel space level, system call
data provides the access information of program to hardware
resources, so it can be modeled based on the system call
information. For the physical hardware layer, the energy
consumption is reflected in hardware operation, so it can
train the model based on the utilization rate of the hardware
components.

A. CATEGORY
1) UTILIZATION-BASED MODELING
The correlation between hardware utilization and power
consumption give rise to the idea of estimating the energy
consumption of the system based on various hardware param-
eters, including CPU load, disk read and write accesses, and
network transmits and receives, and the modeling process
is shown in Fig. 7. The main characteristic parameters of
the hardware components reflect their utilization. Therefore,
researchers acquire these utilization data from the OS file
system for power modeling.

For instance, in literature [11], a system-level energy
consumption estimation model based on hardware compo-
nents utilization was proposed. Researchers considered the
users activity drives the execution on mobile devices, which
sequentially determines the power consumption. User usage
patterns can be represented by the combinations of hardware
units and their utilizations, such as CPU utilization, screen
brightness, and the count of bytes transferred with Wifi mod-
ule. The hardware components utilization is as model param-
eters and acquired from the hardware performance counters
(HPCs). Under this consideration, a logger application for
Android G1 mobile phone is developed for logging system
performance metrics, and a piece of external equipment is
used to sample the current data in the application running
process. The researchers use linear regression to build the
model. The power model for a certain component is:

p = a ∗ β,

where p is the power consumption, and β is the parame-
ter which can affect the power state switches and a is the
corresponding coefficient.

Then, the power consumption P of the whole system is:

P = k +
n∑
i=1

pi = k +
n∑
i=1

ai ∗ βi (1)

where k is constant, which indicating the power that not
attribute to any measurement, and n is the number of main
hardware components. After the power consumption model
is trained for each main hardware component, it can accu-
rately estimate the power consumption of any application and
provide the energy breakdown for hardware units. However,
defects still exist. For example, in the modeling process, they
need to design a series of tasks to stress different components
for each hardware component of the mobile devices. Whether
the training task design is reasonable or not may have a grate
impact on the accuracy of the model. Secondly, this model
just suit certain use scenarios, which means when mobile
devices are used in different environments, it may no longer
be applicable.

Other literature also adopts linear regression to model
the power consumption of hardware components [31], dif-
ferent from [11], they aim at detecting battery exhaustion
attacks on mobile devices. The detection system consists
of power estimation module and process identify module
which responsible for establishing liner model and identify
process-by-process power consumption, respectively. The
test results show that the average estimation error is 5.67%.
In order to manage the power consumption, literature [32]
proposed a system-level power modeling method based on
linear regression analysis. Different from the previous work
[11], [31], which modeling energy consumption with general
linear regression, the model coefficients in this article are
restricted to non-negative since the energy consumption of the
device is non-subtractive and it also makes coefficient matrix
sparse [33].

In addition to using linear regression models, paper [34]
introduces a second order polynomial model to approximate
the transmit energy usage of WiMAX mobile devices which
running IEEE 802.16e protocol. The transmit energy con-
sumption per bit is determined by transmission power, data
rate, and file size. The power consumption model has guiding
significance for the construction of energy-efficient wireless
sensor network.

Most of the previous energy modeling methods for
embedded systems need external devices for auxiliary
measurements [11], [31], [32], such type of manual
modeling methods not only make the modeling process
time-consuming and laborious but also cannot extend
self-adaptively to other embedded devices. To solve this prob-
lem, literature [35]–[38] proposed automatic liner regression
power modeling methods using battery discharge behavior.
For example, PowerBooter [35] uses built-in battery voltage
sensor and the battery discharge behavior to monitor the
power consumption of the main components in the device.
There is a certain relationship between the battery voltage and
state of discharge (SOD).
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The power P from time t1 to t2 is calculated by:

P ∗ (t1 − t2) = E ∗ (SOD(V1)− SOD(V2)), (2)

where E is rate capacity of the battery, SOD(Vi) represent the
state of discharge under battery discharge voltage Vi. After
the power model is built, system-level energy consumption
can be estimated online using the developed PowerTour tool.
For improving the accuracy of the liner regression model,
principal component analysis (PCA) is used in Sesame [36]
to transform the model parameters such as CPU and memory
usage data. However, some components which are invisible
to the operating system does not take into account because
the parameter data is collected from the operating system
(sys and proc file system).

Similarly, built-in battery monitor unit (BMU) is used to
monitor the power usage with battery interface for adap-
tive modeling in [37]. The CPU and network card usage
statistics which from hardware performance monitors and
software performance counters are used as model parameters.
For the applications which include both computation and
communication parts, they should be divided into subtasks
and distributed to different processors. Then, the correspond-
ing model is chosen for matching. However, this run-time
model is built for application which only uses computation
and communication resource and cannot provide a compre-
hensive energy estimation for the great majority interactive
applications.

In literature [38], an energy consumptionmodelingmethod
based on SOD is proposed for embedded mobile devices.
The authors indicate that different hardware components in
the same power supply system may affect each other, which
imply that in the case of a combination of device states, it is
not accurate to calculate energy consumption by referring
hardware spec sheet. The system-level energy consumption
model of the device in interval T is Ea(n) = Pa(Sa(n)) ∗ T +
Aa(n), where Aa(n) is the adjustment parameters indicating
mutual influence between components, and Pa(Sa(n)) is the
power in devices’ operating state Sa. It has been proved that
the energy prediction from this model is more accurate than
using only the spec sheet published by the manufacturer.
However, although the state effects between components are
considered, this model cannot provide fine-grained energy
attribution.

Linear regression models are built in the above
utilization-based methods, while piecewise constant models
were used in the following literature to simplify the power
model of phone feature. For example, in order to minimize
energy consumption and optimize robustness when using
location-based service on mobile devices, the piecewise con-
stant model is built for each phone feature [39]. In another
work [40], an unsupervised power profiling system Pow-
erProf is designed for estimating and predicting API-level
energy consumption for applications on mobile devices. In
this article, the continuous power are discrete to power states,
and the power states of each phone feature are restricted
to four and separated by running time t of applications.

FIGURE 8. The system-call based modeling. Processes in the application
have different system call trajectories, which lead to power state changes.
This information is used to train the model.

FIGURE 9. The comparsion between utilization and system-call based
modeling.

Then, the genetic algorithm is applied to find the opti-
mal power state and corresponding separation time t . After
modeling, tests show that high accuracy can achieve. The
advantage of PowerProf is that it is implemented in the appli-
cation layer, without modification of the operating system
and kernel. Besides, no human-device interaction is required
in the training process. However, the system-level power
consumption estimation is hard to attain. Only part of phone
features that providing location-based services are modeled
by PowerProf, and lack of modeling for other components.

2) SYSTEM-CALL BASED MODELING
In embedded OS, the system call interface provides the only
way for software programs to manipulate hardware, which
means it will lead to power state changes when processes
in applications call interfaces, as shown in Fig. 8. Thus
the mapping between system calls and power state changes
of embedded systems is established in some studies. This
mapping information is used for training the power model.
The benefits of system-call based modeling approaches are
reflected in three aspects. First, it provides the only way for
applications to access hardware components; second, such
models can capture all power consumption behaviors of sys-
tem calls without component workload or utilization, which
is depicted in Fig. 9; third, it naturally related to calling
subroutines, threads, and processes. The modeling process is
shown in Fig. 8.

In [41], researchers point out that the utilization-based
power modeling approaches are inaccurate when modeling
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the hardware components in modern smartphones since there
are several power behaviors not directly correlates the com-
ponent utilization, such as tail power states of several com-
ponents (e.g. GPS and SD card) and exotic components
(e.g. GPS and camera). In order to solve this problem, they
proposed a system-call based power modeling scheme which
use the Finite State Machines (FSM) to model the power
states and the state transitions of each component as well
as the whole device. However, limitations are still exists
in the modeling process. Typically, only up to three power
states are adopted to represent the different running states
when constructing FSMs for each component. For example,
only two fixed States, base state and high CPU state are
used to represent the states of CPU, while the process of
their changes between these two states is ignored. Besides,
in practice, external environments may lead to several power
consumption which different from that measured in the lab-
oratory or the datasheet. Therefore, it is not accurate to use
the fixed state to model the running state in different using
environments.

Based on previous work [41], Pathak et al. developed a
fine-grained energy profiler Eprof for smartphone applica-
tions in [42]. Eprof uses the online FSM [41] to model the
power consumption of smartphone components. Test results
on different applications show that the error of Eprof is
less than 6% at the process level granularity, while that of
utilization-based and split-time approaches is 3% - 5% and
15% - 80%, respectively. However, the researchers also men-
tioned that the FSM power model cannot be used on high rate
components because of the high overhead for modeling.

In [43], researchers proposed AppScope, which is an
energy measurement framework for Android smartphones
and implemented as a kernel module in Linux. In AppScope,
an system-call based linear regression model is adopted to
approximate the power consumption of hardware compo-
nents in smartphones. This linear model is similar to which
proposed in [11], but the non-utilization-based information
is used for modeling. Furthermore, in the model train-
ing phase, instead of using external equipment to measure
the current or voltage between battery supply and device,
DevScope [44]–an application that is used to monitor power
consumption for each component by assigning workload to
it for training–is used to collect the power data. However,
the test results show that the estimation error can be relatively
large in some case, and the reason is the model is too simple
with regards to CPU, which ignore the effects of cache
and bus.

Inspired by system call traces are used [41], [43], [44]
for estimating resource usage, and combined technique from
GreenMining [45], an energy prediction model, GreenOracle
[46], is proposed for estimating the energy consumption of
Android applications. Before modeling, it needs to collect
large amounts of data (e.g., the counts of different system
calls and CPU utilization rate) of different applications as
features, then, big data approaches are used to train the
model. In this work, four machine learning algorithms: ridge

FIGURE 10. The program-analysis based modeling. The source code
analysis is abstracted as a component model, while the assembly code is
built to instruction-level energy model.

regression, lasso, support vector regression, and baggingwere
employed for energy consumption modeling. System call
times, CPU utilization, and other relevant information data
ware used as feature parameters to train the model. The
advantage of this method is that it reduces the complexity
of using hardware measurement instruments and make it
convenient for developers.

3) PROGRAM-ANALYSIS BASED MODELING
The thought of program-analysis based modeling approach
is shown in Fig. 10. Source code can be abstracted upwards
or compiled into assembly or machine code. The models
based on program analysis in userspace are categorized into
assembly instruction level model and software component
level model according to different stages and granularity of
software.

a: ASSEMBLY INSTRUCTION LEVEL MODEL
In computer systems, the user-space software are compiled
into binary instructions, which are then executed one-by-one
by the processor. Therefore, many works focused on studying
instruction-level power consumption modeling. Generally,
the power of a single instruction is modeled by executing n
(n tends to infinity) cycles to obtain the total energy and then
take average. The total energy of software is the summation of
all instructions’ energy consumption. For example, as shown
in Fig. 11, the embedded security algorithm AES128 is
executed on Beagle Bone Black, and the corresponding
instruction stream is recorded and analyzed. Consequently,
instruction-level and function-level energy consumption are
calculated.

In this category, Tiwaril et al. put forward the energy
consumption analysis at the instruction-level for the first time.
In literature [12], the modeling approach was proposed based
on external measurement and instruction analysis. Although
the basic energy consumption of the software program is the
summation of energy consumed by each instruction, there
existing inter-instruction effects, which include 1) effect of
circuit states; 2) effect of resource constraints and cache
misses. Thus the energy consumption of these effects should
be taken into account. Then, the total power consumption
model is built according to the base costs of the instruction
set and the cost brings from the inter-instruction effects.
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FIGURE 11. Perform assembly instruction-level energy consumption
analysis on the operation of the AES128 algorithm to encrypt 32 bytes
string on Beagle Bone Black board.

Furthermore, a method of hypothetical test based on the
constant model is performed [47].

Based on the previous work [12], an instruction-level
power analysis method for specific embedded DSP software
has been proposed in [48]. This new modeling method con-
siders the special architectural feature of the DSP processor
which allows instructions to be packed into pairs and spends
less energy than separated. Another energy overhead is from
the non-adjacentmultiply instructions, and the effect is solved
by adding an average overhead penalty to base cost. In the
literature, the modeling for a specific DSP processor archi-
tecture achieves high accuracy but makes this method less
scalable.

Similar to [12], instruction-level modeling approach has
been proposed in [49]. The total energy includes the energy
consumption of processor core, flash memory, memory con-
troller and SRAM. The model parameters include instruc-
tion operation code, shift operation times, register group bit
flip, instruction weight, and Hamming distance, and different
types of memory access.

Per instruction power model is also used in literature [50],
in which Hao et al. proposed an energy estimation tool Elens
for applications. Elens consists of Software Environment
Energy Profile (SEEP) and program analysis. Specifically,
for each different hardware component, SEEP uses a func-
tion to estimate the energy cost of each instruction in each
power state of the hardware component. Program analysis
module records each path traversed through each method of
the application by the code instrumentation technique in [51].
Then, different granularity such as path, method, and source
line-level energy consumption can be estimated. It has been
proved that the accuracy of this method reaches 10%.

b: SOFTWARE COMPONENT LEVEL MODEL
Due to the most existing methods need complete program
source code for energy consumption evaluation, it is difficult
to carry out energy consumption analysis in the early stages
of software development. So the researchers of literature
[13] proposed to use the probability branchs and iterations
in program flowchart to evaluate its energy consumption

in the early stage of program development. Energy con-
sumption analysis of main elements of flowchart includes
processing flow (addition, subtraction, multiplication, and
division.), decision flow (conditional statement, and circu-
lar statement.), input and output, and so forth. However,
many energy consumption elements are not represented in
the flowchart, such as data storage and background process,
so the model needs to be modified. The energy model is
Eesti_program = Eflow ∗ τcorr , where Eflow is determined by
the basic element energy consumption of flowchart, statement
branching probability p, and statement execution number n.
The execution energy consumption of the basic elements in
the flow chart is obtained by measuring the current during the
cycle execution by external equipment and calculating the
average value. The parameters p and n are determined by
the developer, therefore, the error sources in the model are
mainly correction parameter τ , branch probability p, and
cycle number n.

B. COMPARISON
For the works of energy consumption estimation based on
modeling, we make comparison in granularity, modeling
object, modeling method, methodology, physical quantity
measurement internal or external, online or offline, overhead
and error, and the details are shown in Table 2.

The existing literature models the energy feature from
software and hardware. At the software level, the modeling
object can be instruction, function, task, or system [31], [32],
[34], [36], [37], [40], so that the energy consumption gran-
ularities include instruction, process, application or system
level. Generally, at the hardware level, the modeling object is
hardware components [11], [35], [39], [43], [49], The granu-
larity of energy consumption analysis can reach component,
API, routine, process or system level. In terms of modeling
granularity and energy consumption granularity, fine-grained
analysis can be realized no matter from the hardware or
software level.

Inmodel-based energy consumption estimation for embed-
ded systems, the linear regression model has been widely
accepted [11], [31], [32], [35]–[37], [43]. For the sake of
reducing the size of the regression parameter set, [32] further
used a linear model with non-negative coefficients. These
regression schemes require parameters that have a linear
relationship with the modeled object, and the most important
is that parameters need to be easy to obtain. Compared with
the higher-order regression model, it has fast convergence,
better generalization performance, and energy-saving char-
acteristics.

From the perspective of power measuring equipment,
the methods of adopting external instruments and internal
devices account for half of each. For the external style, these
data acquisition instruments usually sample at a high rate and
acquire high-precision power data. However, it is necessary to
connect the instrument probes between the power supply and
the device or even the hardware component (a schematic of
the device is required), which leads to the high complexity
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TABLE 2. Comparison of model-based energy consumption measurement methods.

of the hardware configuration and high cost. In addition,
the power data collected by the instrument is difficult to
send to the data analysis server in real-time, resulting in data
analysis, model establishment, and update only in offline
mode. That is suitable for measuring the energy consumption
of embedded devices deployed in a static environment. As for
the internal devices (e.g., fuel gauge, BMU, current/voltage
sensor), they cannot sample too fast because of the extra
power consumption caused by themselves and the demand
for control. Besides, these internal devices usually introduce
unavoidable errors due to analog-to-digital conversion. Based
upon the interaction of all these factors, internal devices
are generally hard to achieve the accuracy of the external
instruments. On the other hand, the advantage of internal
device measurement is that developers can obtain the power
data by calling the interface at any time, and adjust the sam-
pling frequency according to the demand. This enables online
modeling and automatic model updating possible, and the
ordinary users to evaluate energy consumption measurement
freely.

From the perspective of methodology, there are mainly
two modeling bases, namely utilization-based and non-
utilization-based methods. The utilization-based schemes
[11], [31], [32], [35], [36] are based on the usage statistics of
components to reflect their power state changes. For example,
thewidely used technology of dynamic voltage and frequency
scaling (DVFS) dynamically adjusts the power supply volt-
age and the running frequency of the CPU according to the
task demand, which leads to different levels of power states.
However, in today’s embedded system design, to achieve
the purpose of power optimization, the intelligent terminal
uses different levels of power management design [52], [53]
in the system and driver, resulting in the poor accuracy
of this power model in utilization-based power estimation.
Another popular non-utilization-based method [37], [41],
[43] is event-driven and system-call based. System-call based
models capture the events that have power consumption but
without utilization rate such as tail power state [54] of hard-
ware components, which makes the error rate of fine-grained
energy consumption estimation results far lower than that of
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FIGURE 12. The framework of simulator-based modeling.

utilization-based approaches. However, it should be noted
that not all the system calls can be mapped to source code
if source code level power consumption judgment need to be
performed.

In the early stage of software energy consumption model
development, the majority of works focus on instruction
[12], [40], [47], [48]. Although the approach is intuitive,
the modeling process has complicated steps and only for the
energy consumption of processor and memory, which is not
enough for other parts and the whole embedded device. For
this consideration, some works employ the constant param-
eter model to approximate the phone feature and hardware
component power characteristics, further to the entire system
[39], [49]. Another widely studied method is to use linear
regression to model the energy consumption of hardware
components [11], [31]–[37], [43]. The relationship between
power states and the main parameters of most hardware com-
ponents enable linear regression analysis. In addition, there
are two other methods for modeling, such as the program
flowchart-based method and system-call based method. The
program flowchart-based method [13] enables developers to
roughly estimate the application energy cost in the early stage
of development, which conducive to develop energy-efficient
applications. Above variety models make the energy con-
sumption estimation of embedded systems more convenient,
but they may also cause errors. For example, when the envi-
ronment in which the device is modeled is completely dif-
ferent from the environment used. Besides, after a period of
use of embedded devices, the battery aging is inevitable and
means the output voltage will lower than the rated voltage.
However, in most experiments in the literature, direct cur-
rent (DC) constant voltage source were used to replace the
battery, which introduced errors.

V. SIMULATOR-BASED ENERGY ESTIMATION
Except for the above two kinds of approaches, another energy
estimation scheme for embedded systems based on simula-
tion software has received continuous attention. As shown
in Fig. 12, the simulator consists of guest OS and basic
power models (e.g., instruction-level model). For embedded
energy consumption estimation, the simulator first presets

electrical parameters of the hardware devices and simulates
the embeddedOS so that programs can run on it. The software
operation information is collected by the power evaluation
module and then combine powermodel to estimate the energy
consumption.

Based on the instruction-level power model [12], the idea
of building the corresponding simulator was proposed by
[55]. In [56], power consumption simulatorWattch for micro-
processors was proposed, which has been a widely used
energy consumption simulation tool. In Wattch, according
to the hardware architecture, processor units is categorized
into four lower-level categories: array structure, fully asso-
ciative content addressable memories, combinatorial logic
and wires, and clocking. The energy consumption charac-
teristics of these units is represented by a parametric model
and finally compose the total processor simulator. After that,
Austin et al. developed an instruction-level simulation tool,
SimpleScalar toolset, in literature [57], which has intergrated
Wattch into it and is accurate to the cycle level, and it has
been used in embedded system research. SimpleScalar is able
to simulate the energy consumption when executable code
running on embedded systems. Besides, the number of clock
cycles, power consumption and other important information
occupied by the code in the whole execution process are
quantized and output.

In [58], based on SimpleScalar, Mudge et al. developed a
set of energy consumption simulator Sim-Panalyzer which is
suitable for the most widely used embedded Arm micropro-
cessor. The Sim-Panalyzer modeling the power consumption
in various aspects of the processor, including cache, data
path and execution block, and I/O. While the Sim-Panalyzer
can achieve energy estimates for some user applications,
it cannot support the simulation under the OS environment,
which is a more complicated case. In order to solve this
problem, reform the existing simulator and increase the sup-
port for the OS environment are needed. In [59], based on
Sim-Panalyzer, researchers extended the power consumption
simulation to embedded Linux OSs. The problem of mixed
energy consumption caused by OS and concurrent tasks is
solved by using the task energy sheet and function energy
stack mechanism.

Another energy simulation framework EMSIM [60] is
presented for analyzing the energy consumption of embed-
ded Linux system which running on the StrongARM pro-
cessor. In EMSIM, microprocessor (includes an instruction
set, cache, and memory management unit (MMU)) and var-
ious system function components (e.g., interrupt controller,
timers, UARTs and memory) are modeled in sufficient detail
to enable the operating system could execute on it. The
instruction-level energy model of the StrongARM is directly
obtained from [61], which includes cache, MMU, clock gen-
erator, timer, and internet controller. The energy consump-
tion of other components such as memory and UARTs are
modeled by the data from data sheet of Itsy pocket com-
puter [62]. Afterwards, a task and function energy accounting
mechanism is built. The experiments show that the energy
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consumption estimated by simulating is generally lower than
the actual measurements. In some cases, the errors are even
greater than 20%.

A. COMPARISON
In order to realize the power simulation of processors and
other components, most of the simulation software uses
the instruction-level model. Simulators estimate the energy
consumption of embedded software rapidly, and enable
researchers and developers of embedded systems to obtain
the required energy consumption data without setting up a
hardware environment. These capabilities shorten the devel-
opment cost and time, and lay the foundation for power
consumption analysis and optimizing for embedded software.
Unfortunately, the development and verification of simula-
tion software usually takes a long time. When developing
simulators for embedded systems, the first step is to simulate
various functions of the operating system to support appli-
cations. Second, the energy consumption of the application
is calculated based on the datasheet or the existing power
models. As a result, the simulator usually only supports some
classical embedded OSs and hardware components, which
ignores factors in the actual circuit. In summary, the simu-
lator is helpful to program development difficult to achieve
accurate energy consumption estimates.

VI. CHALLENGES AND FUTURE WORKS
The potential and advantages of low power consumption of
hardware will not be fully exploited without the rational uti-
lization and efficient optimization of software. The premise
of energy consumption optimization of software in embedded
systems is accurate, fast, and low-cost local energy consump-
tion measurement, which has been paid attention in recent
years. From the hardware-level to software-level as well as
the combination of both, the energy measurement techniques
of embedded systems has developed rapidly. Specifically,
significant progress has been made by the energy profil-
ing of measurement-based approaches, model-based estima-
tion schemes, and simulator-based estimation methods. The
results of energy measurements are developing towards fine-
grained, low overhead, and high accuracy. On this basis, some
issues to be studied include the following aspects, and the
directions need to be studied are shown in Fig. 13.

A. ENERGY CONSUMPTION MEASUREMENT IN FINE
GRANULARITY
Fine-grained energy measurements consist of fine-grained
power data acquisition and energy profiling. The existing
energy consumption measurement techniques mostly mea-
sures the overall energy consumption state of electronic
equipment, which is not specific. Only a fewworks realize the
runtime power measurement of several hardware components
of embedded devices by using instruments at the hardware
level. However, the energy consumption measurement only
supports main hardware components such as the processor
and memory and lacks the supporting for other hardware

FIGURE 13. Research directions in energy consumption measurement.

modules such as GPS and wireless communication module.
On the other hand, most of the existing energy profilingmeth-
ods are at the hardware component, function, or process level,
which are inferior to fine-grained energy profiling schemes
such as at source code line level and path-level because the
laters are more helpful to developers. Thus the fine-grained
power data acquisition and energy profiling are both need to
be promoted.

B. ENERGY CONSUMPTION MEASUREMENT IN AN
ONLINE FASHION
When the external instrument is used to detect the power
consumption of the device, only offline energy consump-
tion detection function is supported, that is, after the power
consumption data collection task, the instrument will upload
the power data to the upper computer for analysis. This
post-processing method makes it difficult for developers
to monitor the energy consumption of the equipment in
real-time and to achieve the purpose of online monitoring.

C. ENERGY CONSUMPTION MEASUREMENT IN PARALLEL
PARADIGM
The number of channels of general instruments is limited,
and the physical probe is usually unable to go deep into the
hardware circuit for measurement. In addition, the method
based on the power consumption data from datasheet also
has data accuracy problems in different application scenarios.
Thus these problems make the system unable to carry out
multipoint and parallel energy consumption measurement.
The main reason for the above problems is that there is no real
design and manufacture of a special platform for measuring
the energy consumption of application software of embedded
devices. Only approximate test data or theoretical derivation
are used to evaluate the energy consumption of application
program, which can only reflect the rough trend and cannot
provide accurate energy consumption analysis.

D. DYNAMIC MEASUREMENT OF BATTERY ENERGY
CONSUMPTION
Embedded devices are usually powered by lithium-ion bat-
teries, and there are many nonlinear behaviors in the battery
charge and discharge process because of the electrochemical
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reaction, such as current effect, recovery effect, and temper-
ature effect. These nonlinear behaviors of the battery have a
high uncertainty effect on the endurance time of embedded
systems. However, the most existing test platform uses a DC
power supply which cannot directly measure the dynamic
energy consumption behavior of the application program on
the battery-powered embedded device and its corresponding
battery capacity change characteristics. Only a few studies
according to battery discharge behavior to analyze energy
consumption.

E. ENERGY CONSUMPTION MEASUREMENT IN AN
AUTOMATED AND UNSUPERVISED WAY
Most of the existing energy consumption measurement meth-
ods need to customize for the embedded platform, such as
connecting the instrument to the target device, designing and
developing specific software tasks for model training, and
selecting model parameters. However, these procedures make
the process of energy consumption measurement complex
and highly dependent on experienced developers. Therefore,
it is necessary to develop newmethods that can automatically
measure or unsupervised modeling for developers and users.

VII. CONCLUSION
With the rapid commercial deployment of 5G, the estab-
lishment of large-scale Internet of Things is possible, and
the number of battery-powered embedded devices as IoT
terminals will grow rapidly, too. As a result, the optimiza-
tion of energy consumption of the battery-powered equip-
ment becomes more and more urgent, and the research of
fine-grained energy consumption measurement of embedded
systems as an auxiliary tool to establish energy consump-
tion ratings for different applications and help programmers
to develop energy-saving applications becomes increasingly
important. In this article, we have investigated several exist-
ing studies in this field. According to the methods for energy
consumption measurement or estimation, they are divided
into three sorts: energy consumption measurement based
on instrument measurement and data analysis, model-based
and simulation-based energy consumption estimation. These
three kinds of methods have pros and cons in different sit-
uations, which have been analyzed above in detail. In each
method sort, we compare the energy consumption measure-
ment methods in multi-dimension within specific literature.
After summarizing the characteristics of the existing meth-
ods, this paper points out the deficiencies of them and the
future research directions: fine-grained problems, parallel
and online measurement problems, automatic and unsuper-
vised measurement problems and so forth. At the same time,
these challenging problems are also urgent to be solved by
researchers.

REFERENCES
[1] V. Raghunathan, A. Kansal, J. Hsu, J. Friedman, and M. Srivastava,

‘‘Design considerations for solar energy harvesting wireless embedded
systems,’’ in Proc. 4th Int. Symp. Inf. Process. Sensor Netw. (IPSN), 2005,
pp. 457–462.

[2] J. Lee, M. Stanley, A. Spanias, and C. Tepedelenlioglu, ‘‘Integrating
machine learning in embedded sensor systems for Internet-of-Things
applications,’’ in Proc. IEEE Int. Symp. Signal Process. Inf. Technol.
(ISSPIT), Dec. 2016, pp. 290–294.

[3] J. Zenko, M. Kos, and I. Kramberger, ‘‘Pulse rate variability and blood
oxidation content identification using miniature wearable wrist device,’’
in Proc. Int. Conf. Syst., Signals Image Process. (IWSSIP), May 2016,
pp. 1–4.

[4] F. Samie, L. Bauer, and J. Henkel, ‘‘IoT technologies for embedded com-
puting: A survey,’’ in Proc. Int. Conf. Hardw./Softw. Codesign Syst. Synth.
(CODES ISSS), IoT Day, 2016, pp. 1–10.

[5] K. L. Lueth. State of the IoT 2018: Number of IoT Devices Now at
7B-Market Accelerating. Accessed: Aug. 8, 2018. [Online]. Available:
https://iot-analytics.com/state-of-the-iot-update-q1-q2-2018-number-of-
iot-devices-now-7b/

[6] G. Pinto, F. Castor, and Y. D. Liu, ‘‘Mining questions about software
energy consumption,’’ in Proc. 11th Work. Conf. Mining Softw. Reposi-
tories (MSR), 2014, pp. 22–31.

[7] S. M. Kang, ‘‘Accurate simulation of power dissipation in VLSI circuits,’’
IEEE J. Solid-State Circuits, vol. SSC-21, no. 5, pp. 889–891, Oct. 1986.

[8] M. Potkonjak, A. Nahapetian,M. Nelson, and T.Massey, ‘‘Hardware trojan
horse detection using gate-level characterization,’’ in Proc. 46th Annu.
Design Autom. Conf. (ZZZ DAC), 2009, pp. 688–693.

[9] A. Banerjee, R. Mullins, and S. Moore, ‘‘A power and energy explo-
ration of network-on-chip architectures,’’ in Proc. 1st Int. Symp. Netw.
Chip (NOCS). New York, NY, USA: IEEE Computer Society, 2007,
pp. 163–172. [Online]. Available: https://doi.org/10.1109/NOCS.2007.6

[10] A. Carroll and G. Heiser, ‘‘An analysis of power consumption in a smart-
phone,’’ in Proc. USENIX Annu. Tech. Conf., Boston, MA, USA, vol. 14,
Jun. 2010, p. 21.

[11] A. Shye, B. Scholbrock, and G. Memik, ‘‘Into the wild: Studying real user
activity patterns to guide power optimizations for mobile architectures,’’ in
Proc. 42nd Annu. IEEE/ACM Int. Symp. Microarchitecture (Micro), 2009,
pp. 168–178.

[12] V. Tiwari, S. Malik, and A.Wolfe, ‘‘Power analysis of embedded software:
A first step towards software power minimization,’’ in Proc. IEEE/ACM
Int. Conf. Comput.-Aided Design. Washington, DC, USA: IEEE Computer
Society, Nov. 1994, pp. 384–390.

[13] P. Heinrich, H. Bergler, and E. Oswald, ‘‘Early energy estimation of net-
worked embedded systems executing concurrent software components,’’
Int. J. Model. Optim., vol. 5, no. 2, p. 119, 2015.

[14] H. Kim, J. Smith, and K. G. Shin, ‘‘Detecting energy-greedy anoma-
lies and mobile malware variants,’’ in Proc. 6th Int. Conf. Mobile
Syst., Appl., Services (MobiSys). New York, NY, USA: Association
for Computing Machinery, 2008, pp. 239–252. [Online]. Available:
https://doi.org/10.1145/1378600.1378627

[15] A. Merlo, M. Migliardi, and P. Fontanelli, ‘‘Measuring and estimating
power consumption in Android to support energy-based intrusion detec-
tion,’’ J. Comput. Secur., vol. 23, pp. 611–637, Aug. 2015.

[16] L. Caviglione, M. Gaggero, J.-F. Lalande, W. Mazurczyk, and
M. Urbański, ‘‘Seeing the unseen: Revealing mobile malware hidden
communications via energy consumption and artificial intelligence,’’ IEEE
Trans. Inf. Forensics Security, vol. 11, no. 4, pp. 799–810, Apr. 2016.

[17] C. Talarico, J. W. Rozenblit, V. Malhotra, and A. Stritter, ‘‘A new frame-
work for power estimation of embedded systems,’’ Computer, vol. 38,
no. 2, pp. 71–78, Feb. 2005.

[18] R. W. Ahmad, A. Gani, S. H. A. Hamid, M. Shojafar, A. I. A. Ahmed,
S. A. Madani, K. Saleem, and J. J. Rodrigues, ‘‘A survey on energy esti-
mation and power modeling schemes for smartphone applications,’’ Int. J.
Commun. Syst., vol. 30, no. 11, p. e3234, 2017.

[19] E. García-Martín, C. F. Rodrigues, G. Riley, and H. Grahn, ‘‘Estimation
of energy consumption in machine learning,’’ J. Parallel Distrib. Comput.,
vol. 134, pp. 75–88, Dec. 2019.

[20] M. A. Hoque, M. Siekkinen, K. N. Khan, Y. Xiao, and S. Tarkoma,
‘‘Modeling, profiling, and debugging the energy consumption of mobile
devices,’’ ACM Comput. Surveys, vol. 48, no. 3, pp. 1–40, 2015.

[21] A. Rice and S. Hay, ‘‘Decomposing power measurements for mobile
devices,’’ in Proc. IEEE Int. Conf. Pervas. Comput. Commun. (PerCom),
Apr. 2010, pp. 70–78.

[22] S. Gurun, P. Nagpurkar, and B. Y. Zhao, ‘‘Energy consumption and con-
servation in mobile peer-to-peer systems,’’ in Proc. 1st Int. Workshop
Decentralized Resource Sharing Mobile Comput. Netw. New York, NY,
USA: ACM, 2006, pp. 18–23.

60528 VOLUME 9, 2021



C. Guo et al.: Survey of Energy Consumption Measurement in Embedded Systems

[23] J. Flinn and M. Satyanarayanan, ‘‘PowerScope: A tool for profiling the
energy usage of mobile applications,’’ in Proc. 2nd IEEEWorkshopMobile
Comput. Syst. Appl. (WMCSA), Feb. 1999, pp. 2–10.

[24] S. Aras, T. Johnson, K. Cabulong, and C. Gniady, ‘‘GreenMonitor: Extend-
ing battery life for continuous heart rate monitoring in smartwatches,’’
in Proc. 17th Int. Conf. E-Health Netw., Appl. Services (HealthCom),
Oct. 2015, pp. 317–322.

[25] R. Lim, F. Ferrari, M. Zimmerling, C. Walser, P. Sommer, and J. Beutel,
‘‘FlockLab: A testbed for distributed, synchronized tracing and profiling of
wireless embedded systems,’’ in Proc. 12th Int. Conf. Inf. Process. Sensor
Netw., 2013, pp. 153–166.

[26] I. Haratcherev, G. Halkes, T. Parker, O. Visser, and K. Langendoen,
‘‘PowerBench: A scalable testbed infrastructure for benchmarking power
consumption,’’ in Proc. Int. Workshop Sensor Netw. Eng. (IWSNE), 2008,
pp. 37–44.

[27] N. Zhu and I. O’Connor, ‘‘Energy measurements and evaluations on high
data rate and ultra low power WSN node,’’ in Proc. 10th IEEE Int. Conf.
Netw., Sens. CONTROL (ICNSC), Apr. 2013, pp. 232–236.

[28] B. Dezfouli, I. Amirtharaj, and C.-C. Li, ‘‘EMPIOT: An energy measure-
ment platform for wireless IoT devices,’’ J. Netw. Comput. Appl., vol. 121,
pp. 135–148, Nov. 2018.

[29] R. Zhou and G. Xing, ‘‘Nemo: A high-fidelity noninvasive power meter
system for wireless sensor networks,’’ in Proc. ACM/IEEE Int. Conf. Inf.
Process. Sensor Netw. (IPSN), Apr. 2013, pp. 141–152.

[30] A. Pötsch, A. Berger, and A. Springer, ‘‘Efficient analysis of power con-
sumption behaviour of embedded wireless IoT systems,’’ in Proc. IEEE
Int. Instrum. Meas. Technol. Conf. (I,MTC), May 2017, pp. 1–6.

[31] D. C. Nash, T. L. Martin, D. S. Ha, and M. S. Hsiao, ‘‘Towards an
intrusion detection system for battery exhaustion attacks on mobile com-
puting devices,’’ in Proc. 3rd IEEE Int. Conf. Pervas. Comput. Commun.
Workshops, Mar. 2005, pp. 141–145.

[32] Y. Xiao, R. Bhaumik, Z. Yang, M. Siekkinen, P. Savolainen, and
A. Ylä-Jääski, ‘‘A system-level model for runtime power estimation on
mobile devices,’’ in Proc. IEEE/ACM Int. Conf. Green Comput. Commun.
Int. Conf. Cyber, Phys. Social Comput., Dec. 2010, pp. 27–34.

[33] F. Kushnirskii andM. Primak, ‘‘Regressionwith nonnegative coefficients,’’
Cybern. Syst. Anal., vol. 9, no. 1, pp. 182–185, 1973.

[34] B. Dusza, C. Ide, and C.Wietfeld, ‘‘Ameasurement based energymodel for
IEEE 802.16 e mobileWiMAX devices,’’ in Proc. IEEE 75th Veh. Technol.
Conf. (VTC Spring), May 2012, pp. 1–5.

[35] L. Zhang, B. Tiwana, Z. Qian, Z.Wang, R. P. Dick, Z.M.Mao, and L. Yang,
‘‘Accurate online power estimation and automatic battery behavior based
power model generation for smartphones,’’ in Proc. 8th IEEE/ACM/IFIP
Int. Conf. Hardw./Softw. Codesign Syst. Synth., 2010, pp. 105–114.

[36] M. Dong and L. Zhong, ‘‘Sesame: A self-constructive virtual power meter
for battery-powered mobile systems,’’ Dept. Elect. Comput. Eng., Rice
Univ., Houston, TX, USA, Tech. Rep. 2010-1213, 2010.

[37] C. Krintz and S. Gurun, ‘‘A run-time, feedback-based energy estimation
model for embedded devices,’’ in Proc. 4th Int. Conf. Hardw./Softw. Code-
sign Syst. Synth. (CODES+ISSS), Oct. 2006, pp. 28–33.

[38] D.-C. You, Y.-S. Hwang, Y.-H. Ahn, and K.-S. Chung, ‘‘Energy consump-
tion prediction technique for embedded mobile device by using battery
discharging pattern,’’ in Proc. 2nd IEEE Int. Conf. Netw. Infrastruct. Digit.
Content, Sep. 2010, pp. 907–910.

[39] M. B. Kjærgaard, J. Langdal, T. Godsk, and T. Toftkjær, ‘‘Entracked:
Energy-efficient robust position tracking for mobile devices,’’ in Proc. 7th
Int. Conf. Mobile Syst., Appl. Services, 2009, pp. 221–234.

[40] M.B.Kjærgaard andH. Blunck, ‘‘Unsupervised power profiling formobile
devices,’’ in Proc. Int. Conf. Mobile Ubiquitous Syst., Comput., Netw.,
Services. Berlin, Germany: Springer, 2011, pp. 138–149.

[41] A. Pathak, Y. C. Hu, M. Zhang, P. Bahl, and Y.-M. Wang, ‘‘Fine-grained
power modeling for smartphones using system call tracing,’’ in Proc. 6th
Conf. Comput. Syst., 2011, pp. 153–168.

[42] A. Pathak, Y. C. Hu, and M. Zhang, ‘‘Where is the energy spent inside my
app? Fine grained energy accounting on smartphones with Eprof,’’ in Proc.
7th ACM Eur. Conf. Comput. Syst., 2012, pp. 29–42.

[43] C. Yoon, D. Kim, W. Jung, C. Kang, and H. Cha, ‘‘Appscope: Application
energy metering framework for Android smartphone using kernel activ-
ity monitoring,’’ in Proc. USENIX Annu. Tech. Conf. (USENIX), 2012,
pp. 387–400.

[44] W. Jung, C. Kang, C. Yoon, D. Kim, and H. Cha, ‘‘DevScope: A nonintru-
sive and online power analysis tool for smartphone hardware components,’’
in Proc. 8th IEEE/ACM/IFIP Int. Conf. Hardw./Softw. Codesign Syst.
Synth., 2012, pp. 353–362.

[45] A. Hindle, ‘‘Green mining: A methodology of relating software change
to power consumption,’’ in Proc. 9th IEEE Work. Conf. Mining Softw.
Repositories (MSR), Jun. 2012, pp. 78–87.

[46] S. A. Chowdhury and A. Hindle, ‘‘GreenOracle: Estimating soft-
ware energy consumption with energy measurement corpora,’’ in
Proc. IEEE/ACM 13th Work. Conf. Mining Softw. Repositories (MSR),
May 2016, pp. 49–60.

[47] J. T. Russell and M. F. Jacome, ‘‘Software power estimation and
optimization for high performance, 32-bit embedded processors,’’ in
Proc. Int. Conf. Comput. Design. VLSI Comput. Processors, Oct. 1998,
pp. 328–333.

[48] M. T.-C. Lee, V. Tiwari, S. Malik, and M. Fujita, ‘‘Power analysis and
low-power scheduling techniques for embedded DSP software,’’ in Proc.
8th Int. Symp. Syst. Synth., 1995, pp. 110–115.

[49] M. Bazzaz, M. Salehi, and A. Ejlali, ‘‘An accurate instruction-level energy
estimation model and tool for embedded systems,’’ IEEE Trans. Instrum.
Meas., vol. 62, no. 7, pp. 1927–1934, Jul. 2013.

[50] S. Hao, D. Li, W. G. J. Halfond, and R. Govindan, ‘‘Estimating mobile
application energy consumption using program analysis,’’ in Proc. 35th
Int. Conf. Softw. Eng. (ICSE), May 2013, pp. 92–101.

[51] T. Ball and J. R. Larus, ‘‘Efficient path profiling,’’ in Proc. 29th Annu.
IEEE/ACM Int. Symp. Microarchitecture. (MICRO), Dec. 1996, pp. 46–57.

[52] V. Perianu and P. V. Boesen, ‘‘Power management for wireless earpieces,’’
U.S. Patent 10 542 340, Jan. 21, 2020.

[53] M. Elbes, T. Alrawashdeh, E. Almaita, S. AlZu’bi, and Y. Jararweh,
‘‘A platform for power management based on indoor localization in smart
buildings using long short-term neural networks,’’ Trans. Emerg. Telecom-
mun. Technol., p. e3867, Jan. 2020.

[54] Y. Li, Y. Wang, and T. Lan, ‘‘Mobile ad prefetching and energy optimiza-
tion via tail energy accounting,’’ IEEE Trans. Mobile Comput., vol. 18,
no. 9, pp. 2117–2128, Sep. 2019.

[55] H. Mehta, R. M. Owens, M. J. Irwin, R. Chen, and D. Ghosh, ‘‘Techniques
for low energy software,’’ in Proc. Int. Symp. Low Power Electron. Design,
1997, pp. 72–75.

[56] D. Brooks, V. Tiwari, and M. Martonosi, ‘‘Wattch: A framework for
architectural-level power analysis and optimizations,’’ ACM SIGARCH
Comput. Archit. News, vol. 28, no. 2, pp. 83–94, 2000.

[57] T. Austin, E. Larson, and D. Ernst, ‘‘SimpleScalar: An infrastructure
for computer system modeling,’’ Computer, vol. 35, no. 2, pp. 59–67,
2002.

[58] T. Mudge, T. Austin, and D. Grunwald, ‘‘The reference manual for the
Sim-Panalyzer version 2.0,’’ Tech. Rep., 2004.

[59] W.-J. Zhong and M.-Y. Liu, ‘‘Design of ARM energy consumption simu-
lator supporting embedded operating system,’’ Appl. Res. Comput., vol. 4,
no. 4, pp. 219–221, 2006.

[60] T. Tan, A. Raghunathan, and N. K. Jha, ‘‘EMSIM: An energy simulation
framework for an embedded operating system,’’ in Proc. IEEE Int. Symp.
Circuits Syst., vol. 2, May 2002, p. 2.

[61] A. Sinha and A. P. Chandrakasan, ‘‘JouleTrack: A Web based tool
for software energy profiling,’’ in Proc. Design Autom. Conf., 2001,
pp. 220–225.

[62] J. Flinn, K. Farkas, and J. Anderson, ‘‘Power and energy characterization
of the itsy pocket computer,’’ Western Res. Lab., Palo Alto, CA, USA,
Tech. Rep. 1.5, May 2020.

CHEN GUO received the bachelor’s degree in
Internet of Thing engineering from the Xi’an
University of Technology, China, in 2018. He is
currently pursuing the master’s degree with the
School of Information Science and Technology,
ShanghaiTech University. His research interests
include energy consumption modeling and esti-
mation for embedded systems, and reconfigurable
battery system modeling.

VOLUME 9, 2021 60529



C. Guo et al.: Survey of Energy Consumption Measurement in Embedded Systems

SONG CI (Senior Member, IEEE) is currently a
Professor with the Department of Electrical Engi-
neering, Tsinghua University. His current research
interests include large-scale dynamic complex sys-
tem modeling and optimization, energy Internet,
digital battery energy storage, and green comput-
ing and communications. He has authored more
than 200 peer-reviewed articles in those areas, and
his research has been supported by NSFC and
other funding sources. He is also a member of

ACM and AAAS. He has served as an Editor or a Guest Editor for many
journals, such as the IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS for VIDEO

TECHNOLOGY, the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, IEEE
ACCESS, and the IEEE WIRELESS NETWORK.

YANGLIN ZHOU received the Ph.D. degree from
the University of Chinese Academy of Sciences.
He is currently a Postdoctoral Researcher with
the Department of Electrical and Engineering,
Tsinghua University, China. His research inter-
ests include data analysis and algorithm design,
demand response in smart grid, P2P energy sharing
in the energy Internet, and green computing in 5G.

YANG YANG (Fellow, IEEE) received the B.S.
andM.S. degrees in radio engineering from South-
east University, Nanjing, China, in 1996 and 1999,
respectively, and the Ph.D. degree in informa-
tion engineering from The Chinese University of
Hong Kong, in 2002. He is currently a Full Pro-
fessor with the School of Information Science and
Technology, the Master of the Kedao College, and
the Director of the Shanghai Institute of Fog Com-
puting Technology (SHIFT), ShanghaiTech Uni-

versity, China. He is also an Adjunct Professor with the Research Center
for Network Communication, Peng Cheng Laboratory, China, and a Senior
Consultant with the Shenzhen Smart City Technology Development Group
Company Ltd., China. Before joining ShanghaiTech University, he has held
faculty positions at The Chinese University of Hong Kong, Brunel Univer-
sity, U.K., University College London (UCL), U.K., and SIMIT, CAS, China.
His research interests include fog computing networks, service-oriented
collaborative intelligence, wireless sensor networks, IoT applications, and
advanced testbeds and experiments. He has published more than 300 articles
and filed more than 80 technical patents in these research areas. He has
been the Chair of the Steering Committee of Asia-Pacific Conference on
Communications (APCC) since January 2019.

60530 VOLUME 9, 2021


