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ABSTRACT This paper introduces new learning to the prediction model to enhance the prediction
algorithms’ performance in dynamic circumstances.We have proposed a novel technique based on the alpha-
beta filter and deep extreme learning machine (DELM) algorithm named as learning to alpha-beta filter. The
proposed method has two main components, namely the prediction unit and the learning unit. We have used
the alpha-beta filter in the prediction unit, and the learning unit uses a DELM. The main problem with the
conventional alpha-beta filter is that the values are generally selected via the trial-and-error technique. Once
the alpha-beta values are chosen for a specific problem, they remain fixed for the entire data. It has been
observed that different alpha-beta values for the same problem give different results. Hence it is essential to
tune the alpha-beta values according to their historical behavior for certain values. Therefore, in the proposed
method, we have addressed this problem and added the learning module to the conventional α-β filter to
improve the α-β filter’s performance. The DELM algorithm has been used to enhance the conventional
alpha-beta filter algorithm’s performance in dynamically changing conditions. The model performance has
been measured using indoor environmental values of temperature and humidity. The relative improvement
in the proposed learning prediction model’s accuracy was 7.72% and 16.47% in RMSE and MSE metrics.
The results show that the proposed model outperforms in terms of the result as compared to the conventional
alpha-beta filter.

INDEX TERMS Alpha-beta filter, learning algorithm, prediction algorithm, deep extreme learning machine,
energy prediction.

I. INTRODUCTION
It is essential to predict accurate and reliable param-
eters for the energy consumption prediction algorithms.
All decision-making systems need a perfect conception of
upcoming trends and risks to predict future results because
past results may not be enough to make the ideal decision.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhan-Li Sun .

Hence, it is essential to estimate future values accurately
because any wrong estimation can lead to unforeseen con-
sequences and performance decreases in the prediction algo-
rithms [1]. The simple way to predict the future values
is to analyze the data, acquire some results, and based
on results, predict future values. This kind of practice
requires a lot of training time; hence an intelligent sys-
tem is always needed to make correct decisions in a short
time.
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There is a requirement to pre-process the data in every
energy prediction model before providing it as input to pre-
diction algorithms [2]. Different techniques have been used
to pre-process data for energy consumption prediction, like
the Kalman filter, Alpha-Beta filter.

Assigning appropriate values to alpha-beta parameters in
the alpha-beta filter is challenging because once the values
have been assigned to these parameters, they remain fixed for
the whole data. However, different alpha-beta values provide
different results; hence it is necessary to tune the alpha-beta
values according to their historical behavior for certain values
to achieve better energy prediction results.

The systems based on machine learning approaches, opti-
mization algorithms, and mathematical models help energy
consumption prediction and environmental parameter predic-
tion [3]. The most significant and rapidly expanded research
area is machine learning, wherein many applications have
been initiated and developed for prediction purposes in differ-
ent fields. Machine Learning algorithms can be categorized
as supervised, unsupervised, semi-supervised, reinforcement
learning, and so forth [4]. Supervised learning needs super-
vision in the form of labeled data for learning the prediction
model. The learning model connects input and output param-
eters, and this developed connection is later used for input
to predict the output. Some popular and common supervised
learning algorithms are support vector machine [5], artificial
neural networks [6], classification and regression tree [7],
and so forth. These supervised learning algorithms require
historical data for the training, and then the trained models
are used for prediction in specific areas [8]. The problem
related to this type of algorithm is that they are less effective
in dynamic circumstances or do not produce effective results
like rapidly changing indoor environments in smart homes.

Many ensemble algorithms, such as mixture-of-experts,
stacked generalization, have been designed for the multi-
purpose to predict and classify [9]. The ensemble meth-
ods perform better than simple machine learning methods;
for instance, stacked generalization performs better than
single-neural network approaches [10]. Another ensemble
method is mixture-of-experts, which uses different statistical
estimations for performance enhancement. Due to statisti-
cal estimation, the mixture-of-experts approach’s prediction-
accuracy is high compared to the other methods [9].

The subset of machine learning is Deep Learning.
In Artificial Intelligence, the deep learning network also has
the competency of learning with unsupervised statistics that
is unlabeled, unstructured, or semi-structuredDL, also known
as deep neural network or deep neural learning [11]. Because
of the working and its function like the human brain, DL can
process the data and create patterns for the usage of the
decision-making systems [12].

Deep Extreme Learning Machine is another most popular
method, which is the mixture of deep learning (DL) and
an Extreme Learning Machine algorithm that has also been
used in energy consumption prediction and different other
fields for the prediction and classification problems [13].

The ordinary artificial neural network (ANN) based algo-
rithm requires larger data samples for training, higher compu-
tation time, and their training is slower for learning. Further,
sometimes the learning model may lead to over-fitting due to
extra training [13]. Hence, the DELM has all the capabilities
to be used for the tuning of parameters in the alpha-beta filter.

Assigning appropriate values to alpha-beta parameters in
the alpha-beta filter is a challenging task because once the
values have been assigned to these parameters, they remain
fixed for the whole data. But different alpha-beta values
provide different results; hence it is necessary to tune the
alpha-beta values according to their historical behaviour for
certain values to achieve better results [13], [14].

The selection of the input weights and hidden layers,
the biases have a significant impact on the performance
of the ELM module [15], [16], and it has been proved
that their initialization methods are related to the statistical
characteristics of the input data [17]. The extreme learning
machine approaches can be used for classification, clustering,
regression, feature learning, compression, and sparse func-
tion approximation and pattern classification with either a
single layer or multilayer of hidden nodes [18].

DELM is another most popular method, which is the
mixture of deep learning (DL) and an ELM algorithm that
has also been used in energy consumption prediction and
different other fields for the prediction and classification
problems [18].

The ordinary artificial neural network (ANN) based algo-
rithm requires larger data samples for training, higher compu-
tation time, and their training is slower for learning. Further,
sometimes the learning model may lead to over-fitting due to
extra training [18]. Hence, the DELM has all the capabilities
to be used to the tuning of parameters in the alpha-beta
filter. DELM can help and be used for both classification and
regression problems [19].

This paper has proposed a new methodology for tuning
the alpha-beta filter parameters based upon a deep extreme
learning machine and named it as learning to alpha-beta filter.
The proposed method has two main components, namely the
prediction unit and the learning unit. We have used the deep
extreme learning machine (DELM) in the prediction unit, and
the second unit uses the α-β filter [20]. Therefore, in the
proposed method, we have addressed the problem of static
parameters and added a learning module to the conventional
alpha-beta filter to tackle this problem. For the performance
analysis, we have applied the proposed learning to the alpha-
beta filter on real data of temperature and humidity and com-
pared the results with the conventional alpha-beta filter data
to check effectiveness. The learning module has improved the
overall performance of the α-β filter algorithm. The proposed
method output will be helpful for the improvement of the
performance of energy prediction algorithms. Table 1 shows
different types of symbols and notations with descriptions
used in our paper.

The rest of the paper is organized as; the related work is
briefly discussed in section II. The proposed methodology
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TABLE 1. The list of symbols and notations used in this paper.

is comprised of different subsections and presented
in section III. Section IV shows a brief discussion on Exper-
imental analysis and results. The discussion is provided in
section V. The conclusion of the paper is presented
in section VI.

II. RELATED WORKS
With the growth of the storage and processing power of
computers, a tremendous increase in the use ofmachine learn-
ing (ML) algorithms and the introduction of new algorithms
for solving different problems have been reported. Various
authors have used machine learning algorithms, ANN, and

deep learning for different purposes. In this section, some of
the prominent uses of these algorithms in different fields have
been reported [1], [8], [11].

Kang et al. also suggested a method based upon fuzzy
inference for performance tuning of the K filter [21].
Ibarra et al. suggested a scheme based upon gyroscope and
acceleration sensors called adaptive neuro-fuzzy-inference
for the parameters tuning of K filter for accurate attitude
approximation [22]. For this method, the Markov model has
also been used [23].

The Kalman filter has been modified for the linearization
of the estimation of the existing mean and covariance. The
iterated E-Kalman filter is the modification of the original
filter to calculate the state estimates as a maximum pos-
terior. The Gauss-Newton method [24] has been used to
update the parameters. The basic Kalman filter and extended
Kalman filter are suitable for a smaller number of parameters.
Ensembled Kalman filter is suitable for the situation where
the processing of a large number of parameters is required.
The particle filter is similar in characteristics with the Kalman
filter.

Still, themain difference lies between theKalman filter and
the particle filter is that the Kalman filter makes the supposi-
tion that all the probability involved are Gaussian [25], [26].
The Kalman filter’s integration with other techniques also
has been carried out, i.e., with an unbiased finite-impulse
response (UFIR) filter. These filters provide robustness but
degrade the accuracy of the algorithm [27]. The approach
based on machine learning and decision-making system is an
adaptive neural network [28].

The improved fuzzy alpha-beta filter has been proposed
in [29] to track the highly maneuvering targets. A simpli-
fied alpha-beta filter based on Gaussian sum has been used
by [30]. An EP-based α–β–γ –δ filter has been used in [31]
for the target tracking.

Jamil et al. proposed a new methodology for accuracy
enhancement of α-β filter with ANN-based learning tool in
the internal navigation system. The development of small sen-
sors makes it easy to track the entity in an interior room atmo-
sphere. These sensors can deal with information about the
user like patterns, communication, posture, location, which
helps catch the user perspectives. Interior Localization is a
new challenging area and getting a lot of consideration, while
attention towards position-based facilities is also growing.
Jamil et al. proposed a new methodology for the accuracy
improvement of interior direction-finding using a learning-
to-prediction ideal based on ANN. In an indoor environment
GPS not working properly, the proposed system tack the
position of an individual in an interior location. The results
show that the proposed filter with a learning component
outperforms compared to the outdated α-β filter. The main
drawback is that the algorithm tested for the fixed value of
alpha and beta [32].

So these filters have been used in different fields to
solve the problems. The machine learning algorithms also
have importance and have been used in many areas,
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as Yates et al. [33] Presented a new technique based upon
the K-nearest neighbor for generating alternative climate
dataset conditions. In [34], a new technique, K-nearest
neighbor (KNN) multi-label multi-instance learning, has
been applied for text categorization and scene classification.
Gunn in [6] used the SVM for regression and classification.
Suthaharan in [35] discussed the ML algorithms for the clas-
sification of big data analysis.

The classification and regression tree have also been used
in different areas for classification and regression prob-
lems. The CART problem has the potential to resolve the
complex interrelationship between predictive factors. The
CART algorithm merges two trees: classification and regres-
sion tree, constructed for the dependent variable with order
and without order correspondingly. The square difference is
used to compute the inaccuracy between predicted values and
actual values in the data [36].

One of the most popular prediction algorithms and widely
used for different areas is ANN, which is not application-
specific; therefore, it can solve numerous problems. The
ANN can resolve the problems of classification, regression,
clustering, and pattern recognition problems. If the problem is
classification type, then the number of the output layer and the
number of neurons in the hidden layer relies on the number of
classes. While in the case of regression, only a single neuron
is specified in the output layer [6], [7], [33], and [37].

Nowadays, deep learning methods are also used for classi-
fication and regression purposes [19]. The numbers of hidden
layers in deep learning are more than one as opposed to a
simple neural network. The deep learning methods perform
better when the input parameters are greater in number. Some
famous deep learning algorithms are convolutional neural
networks, deep extreme learning machines, [11], [38]. The
ANN has been combined with many other techniques, such
as the Sugeno fuzzy inference technique [39] and Mamdani
fuzzy inference technique [40]. The Sugeno fuzzy inference
system and the feedforward neural networks both combine
and make a new method named adaptive-neuro-fuzzy infer-
ence system (ANFIS) [41]. This system has the capability
of mapping human intelligence in the shape of rules. The
ANFIS has five layers; the input data are used as parameters
to the input layer, which is the first layer of ANFIS. The
fuzzy system’s membership function is determined for the
input layer’s respective input neurons in the second layer;
the rules are defined in the third layer of the ANFIS. The
membership function is defined in the fourth layer for output
neurons. The last layer generates the output of the ANFIS.
Different authors have used the ANFIS for various purposes,
such as Fayaz and Kim [11] used the ANFIS for energy
consumption prediction in the smart home. Wang et al. [42]
used a technique based on ANFIS for risk assessment of the
bridge. Kassa et al. [43] worked on another technique for
short-term wind power prediction based on ANFIS.

Fayaz et al. [44] Suggested a new technique based upon
Mamdani fuzzy-logic and feedforward backpropagation NN
for the consumption of energy in smart electric vehicles.

This method consists of a learning module and a control
module. The control module used the Mamdani fuzzy logic
system, and in the learning module, they also used the
feedforward backpropagation neural network (FFBNN). The
learningmodule’s output is the desiredmembership functions
for the fuzzy logic controller, and the mandatory power for
actuators is the output of the fuzzy logic controller.

Fayaz and Kim [11] suggested a novel approach based
upon the DELM for the consumption of energy in the residen-
tial building. This method has improved the performance and
energy consumption prediction accuracy. Ding et al. [45] also
proposed a new approach that focused on applying the deep
ELM for the experimental analysis of the visual-feedback
and classification of brain-computer interface (BCI) for EEG
classification using a deep extreme learning machine. The
DELM result was very useful in EEG classification when
combined MLELM and ELM with kernel and put forward
to DELM. Hoang and Bui [46] carried out a relative method
for the prediction of slope steadiness using different types
of innovative machine learning approaches and computing
algorithms using extreme learning machines, Least Squares
SVM (LSSVM), and Radial Basis Function Neural Network
(RBFNN). The binary classification has been used for slope
assessment. The research indicates that LSSVM and ELM are
both superior in terms of performance to RBFNN.

Huang [47] suggested a new approach to compare extreme
learning machines with feedforward NNs. The study indi-
cates that the learning rate of the ELM is too much higher
than the feedforward neural network (FFNN). The study also
suggested two reasons behind the slow learning rate of FFNN
that are slow gradient-based learning, and all the parameter
values of the model are tuned recursively.

III. METHODOLOGY
All the algorithms used for prediction are usually trained by
using historical data to achieve better prediction accuracy.
The training lets the algorithms learn the data’s hidden pat-
terns and the relationship between input and output parame-
ters. The models that have been trained are used to take input
data or parameters and predict the output values. The predic-
tion algorithm will outperform when the application scenario
and the given input data remain constant as the training
data circumstances. In contrast, all the available prediction
algorithms do not permit modification on the trained model
to deal with dynamic scenarios. The proposed learning to
prediction model overcomes this limitation and modifies the
alpha-beta filter parameters according to dynamic conditions.

The conceptual model of our proposed algorithm is pre-
sented in Figure 1.

The proposedmodel comprises twomainmodules, namely,
prediction and learning modules. In the prediction module,
inputs are different parameters (sensor temperature and sen-
sor humidity), and its output is the predicted parameter values
(predicted temperature and predicted humidity). The learning
module inputs are the parameters that are needed to be pre-
dicted. It also uses other parameters because of the impact on
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FIGURE 1. Conceptual learning to the prediction model.

parameters that need to be predicted. The learning module is
used to tune some parameter values in the prediction module.
The detailed working mechanisms of learning to alpha-beta
filter are shown in Figure 2.

FIGURE 2. The working mechanism of the alpha-beta filter.

For experimental analysis of the algorithm, the alpha-beta
filter as the prediction algorithm has been used to predict
the parameters. The proposed learning component is based
upon the DELM, as can be seen in Figure 3. The α-β filter
does not need the entire historical data information. However,
only the preceding state data makes the algorithm more and
more intelligent for prediction and determination of the actual
state of the system, which is because it is a lightweight
algorithm [31]. In this study, we have used this filter to predict
the real temperature values from the noisy readings in temper-
ature sensor data, whereas noisy readings in the temperature
sensor depend upon the scenario under which the readings
in the temperature sensor are deeply affected by the level of
humidity in the surroundings. In the conventional alpha-beta
filter, the values are static. The fixation of values is the main
weakness of this algorithm because different alpha-beta filter
provides different results on different alpha-beta filter values.
So, the primary aim of this research contribution is to tune
the alpha-beta values based on some previous experience for
every input. In our proposedmodel, we have used the learning

module comprised of DELM for tuning the alpha-beta values
to increase the performance.

In the learning unit of the model, the DELM network takes
two parameters as an input such as the values of current
temperature and the level of humidity. The alpha-beta filter
acquires data from the temperature sensor with respect to
time, and guess the real temperature Tt by the elimination
of noise. The performance of our filter is primarily mea-
sured and managed by tunable parameters identified by alpha
and beta. After every iteration, these tunable parameters are
updated. In the learning module, the DELM based on tun-
able parameters will find out the projected error in read-
ings sensors, so that alpha and beta values can be updated
intelligently.

The following subsection describes the DELM and the
alpha-beta filter in detail.

A. DEEP EXTREME LEARNING MACHINE (DELM)
DELM is the most popular method, which is the mixture of
deep learning (DL) and an ELM algorithm that has also been
used in energy consumption prediction and different other
fields for the prediction and classification problems [13]. The
ordinary ANN-based algorithm requires more data samples
for training, more computation time, and slower training for
learning, and sometimes the learning model may lead to over-
fitting [18]. The ELM learns very quickly and computation-
ally efficiently, and because of its efficiency, it is widely
used in different areas, such as classification and regression
purposes [48]. This model is comprised of two input layers,
different hidden layers, and a single output layer. The ELM
structure diagram is depicted in Figure 4, whereas the input
layer nodes are represented by p, hidden layer nodes are
denoted by q, and output layer nodes are indicated by r .
Initially, we take training samples [A,B] = {ak,bk,}(i =

1, 2, . . . ,Z ), input feature A = [ak1ak2ak3 . . . . . akZ ] and
a targeted matrix B = [bl1bl2bl3 . . . . . blZ ]. It comprises
samples for training, matrices A, B that can be represented
as in (1) and (2), respectively. The input and output matrix
features are represented by a and b, and then ELM arbitrarily
fine-tuned the weights between the input and the hidden
layers. While wkl are the weights between the Nth input layer
nodes and Ith hidden layer nodes, as depicted in (3). The
hidden layer parameters of ELM are randomly generated, and
the weights between hidden and output layer neurons are cal-
culated through a least-square manner, which is represented
in (4), and the weights between the input and hidden layers
nodes are represented by γkl .

A =


a11 a12 . . . a1z
a21 a22 . . . a2z
a31 a32 . . . a3z
...

...
...

ap1 ap2 . . . apz

 (1)
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FIGURE 3. Detail proposed diagram of learning to an alpha-beta filter model.

B =


b11 b12 . . . b1z
b21 b22 . . . b2z
b31 b32 . . . b3z
...

...
...

br1 br2 . . . brz

 (2)

w =


w11 w12 . . . w1p
w21 w22 . . . w2p
w31 w32 . . . w3p
...

...
...

wi1 wi2 . . . wip

 (3)

γ =


γ11 γ12 . . . γ1r
γ21 γ22 . . . γ2r
γ31 γ32 . . . γ3r
...

...
...

γp1 γp2 . . . γpr

 (4)

Then, in the hidden layers, the extreme learning machine’s
biases are selected arbitrarily, as shown in (5). Next, g(x)
function is carried by the ELM that is the activation

FIGURE 4. Structure diagram of ELM.

function of the whole network for ELM as shown in Figure 4,
where the resultant matrix is depicted in (6), and the resultant
matrix T of the column vector is depicted in (7) respectively.

B = [b1,b2,b3,··· ,bp]T (5)
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FIGURE 5. Deep extreme learning machine.

V =
[
v1, v2,v3, · · · , vZ

]
r×Z (6)

vl =


v1j
v2j
t3j
...

trj

 =


∑q
l=1 γk1g(wkal + bk )∑q
l=1 γk2g(wkal + bk )∑q
l=1 γk3g(wkal + bk )

...∑q
l=1 γkrg(wkal + bk )


(l=1,2,3,...,Q)

(7)

If we compute (6) and (7), the resulted equation is obtained
in (8). The hidden layer output is denoted by H , V ′ is the
transposition of V , and the weight matrix values were calcu-
lated using the least square method, which is denoted by γ ,
as shown in (9) [47],[48].

Hγ = V ′ (8)

γ = H+V ′ (9)

Accordingly, to make the network more stabilized and
more generalized, the term regularization γ has been used,
as in [49].

Nowadays, deep learning is the most popular, emerging,
and widely used topic for researchers. DL network with
input/output layers and having at least four layers meet the
DLN criteria. The deep learning network neurons are trained
in each layer, having a different type of constraints and
parameters using the previous layers’ output. DL networks
also enable researchers to handle a widespread large variety
of data sets. Because of the efficiency of deep learning,
it grasped the attention to solve real-world problems that are
very complex too. In the proposed methodology, we have
combined DL, and ELM features to encapsulate the advan-
tages of both and developed a newmethod called DELM [20].

The structure model of DELM is shown in Figure 5; the
model of DELM has two neurons in the input layer, six dif-
ferent hidden layers, and every single hidden layer comprised
of ten neurons and two neurons in a single output layer. Due
to the lack of any technique to identify hidden layers neurons,

how many neurons should be used in the hidden layers, and
how many nodes should be selected, we used the technique
called trial-and-error. To calculate the output neuron in the
2nd hidden layer (10) has been used.

H1 = Vγ+ (10)

where the general inverse of matrix γ is denoted by γ+.
Whereas the 2nd hidden layer values can be normally com-
puted in (11), and the activation function inverse can also be
used.

H1 = Vγ+ (11)

g (W1H + B1) = H1 (12)

The parameters used in the (12) are defined as; the
weighted matrix is denoted by W1 of the first two hidden
layers of the total network, H represents the biasness of
the first neuron’s hidden-layer. The predictable output of the
first and the second hidden-layer are denoted by B1 and H1
respectively.

WHE = g−1(H1)H
+

E , (13)

The inverse ofHE is represented byH+E and g(x) is the acti-
vated function used to signifies (3), and the desired output of
the second hidden layer is updated to specify any appropriate
activation function g(x), as shown in (14).

H2 = g (WHEHE ) (14)

To update the γ weight Matrix among hidden-layer ii and
hidden layer iii has been performed using (15). Whereas the
inverse of H2 is indicated by H

+

2 and the desired value of the
hidden layer three is denoted in (16).

γnew = H+2 V (15)

H3 = Vγ+new (16)
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The inverse of the weight matrix γnew is represented
by Vγ+new. Subsequently, DELM defines the matrix
WHE1 = [B2,W2], and output results of the third layer are
accomplished through (8 and 9).

H3 = g−1(H2W2 + B2) = g(WHE1HE1) (17)

WHE1 = γ
−1(H3)H

+

E1) (18)

If we discuss the rest of the equations, the inverse of the
activation function g (x) is denoted by g−1(x). The hidden
layer two and desired result is denoted by H2,W2 represent
the weight between the hidden layer two and three, where
the biasness of the hidden layer three neurons is signified
by B2. Whereas the inverse ofHE1 is represented byH

+

E1. The
logistic sigmoid function has been adopted as represented
in (19). Now we compute the output of the 3rd hidden layer,
as shown in (20).

g (x) =
1

1+ e−x
(19)

H3 = g (WHE1HE1) (20)

The final weighted resultant matrix of the hidden-layer
three and the final layer’s output is calculated, so the expected
output of hidden layer three is also calculated; both are shown
in (21,22).

γnew = HT
4 (

1
λ
+ HT

4 H4)
−1
V (21)

H4 = Vγ+new (22)

The inverse of the weight matrix γnew is represented
by Vγ+new. Subsequently, DELM defines the matrix WHE2 =

[B3,W3], and the fourth layer’s output result is accomplished
by the above equations (10 and 19).

H4 = g−1(H3W3 + B3) = g(WHE1HE1) (23)

WHE2 = γ
−1((H4)H

+

E2 (24)

The inverse of activation function g (x) is denoted by
g−1(x) as shown in (9), H3 represents the output required
for the 3rd hidden-layer network, W3 represent the weight
between the 3rd layer and the 4th hidden layers, where the
biasness of the 3rd hidden layer neurons is signified by B3.
H+E1 denotes the opposite of HE1.The logistic sigmoid func-
tion has been adopted as described. Now we compute the
fourth hidden layer, as shown in (25).

H4 = g (WHE2HE2) (25)

Finally, in (26), the matrix weight output between the 4th

and the output layers is calculated. The predictable output of
the fifth hidden layer is denoted in (27), and the desired result
of the DELM network is shown below in (28).

γnew = HT
5 (

1
λ
+ HT

5 H5)
−1
V (26)

H5 = Vγ+new (27)

f (x) = H5βnew (28)

In conclusion, we have briefly discussed the complete
mathematical calculation of the DELM network for four hid-
den layers. To get the parameters and store individual hidden
layers parameters, (16-20) has been recalculated and ulti-
mately recorded the final output of the DELM network. For
further computation and calculation of the network, we have
applied the cycle theory. If the proposed computation gives
higher performance accuracy in the hidden layers network,
then a similar calculation practice can be recycled and exe-
cuted correspondingly to gain maximum performance. The
trial and error method [50], [51] in the proposed work is used
to generate an optimal neural network model.

B. ALPHA-BETA (α-β) FILTER
α-β filter is a simplified form of observer typically used for
estimation, control applications, and smoothing. The func-
tionality of the α-β filter is the same as the linear observers
and the Kalman filter algorithm. The key benefit of the
α-β filter is its Simplicity because it does not need a com-
prehensive model for learning. It is derived from the Kalman
filter algorithm [1]. α-β filter needs very low space, and com-
putation time as associated with the Kalman filter algorithm,
the performance of α-β filter is also improved as related to
the linear filter.

If we derive the α-β filter, then we have to presume that
a system is adequately estimated by a model with two inter-
val positions. In the first step, we can do the initialization,
as shown in Equations (29, 30) [52]–[54].

xk−1 = c1 (29)

vk−1 = c2 (30)

Equation (31) is used to update the position, and for reading
sensor data, (32) is used.

xk = xk−1 + vk−1.1t (31)

xm = Sensor() (32)

For computing, the difference (33) is used, and for com-
puting predicting position (34) has been used.

1xk = xm − xk (33)

xk = xk + α ·1xk (34)

For computing predicted velocity (35) is used, we also have
used (36-37) for updating the position & velocity for the next
iteration.

vk = vk−1 + β.1xk/1t (35)

xk−1 = xk (36)

vk−1 = vk (37)

The configuration model of the α-β filter is shown
in Figure 6.

C. PERFORMANCE EVALUATION METHOD
There are a different number of parameters available to com-
pute the performance of the algorithm, but three of them

VOLUME 9, 2021 61555



J. Khan et al.: Improved Alpha Beta Filter Using a DELM

FIGURE 6. Configuration diagram of alpha-beta filter.

we have used. In our proposed work, to calculate the per-
formance of the algorithm, the three performance-evaluation
methods are considered: Mean Absolute Error (MAE),
Root Mean Square Error (RMSE), and Mean Square
Error (MSE) [1], [11]. These three methods are used
for the measurement of the proposed approach. The dis-
cussed performance measurement is calculated using the
Equations (38-40), respectively.

RMSE =

√
1
N

∑n

k=0
(A− Pi)2 (38)

MAE =
1
N

∑n

i=1
|Ai − Pi| (39)

MSE =
1
N

∑n

k=0
(A− Pi)2 (40)

In the above three equations, A signifies the actual values,
N represents the total number of observations, and P denotes
the predicted values.

IV. EXPERIMENTAL SETUP, IMPLEMENTATION RESULTS,
AND PERFORMANCE EVALUATION
A. EXPERIMENTAL SETUP
For experimental analysis and performance evaluation of the
alpha-beta filter, we have used a collected actual dataset of
Seoul containing temperature and humidity data and simu-
lated noisy sensor readings for the one-year duration in Seoul.
Figure 8 (a, b) represents the actual temperature data and the
humidity data collected from January-December, 2010, over
every day’s hourly interval [1]. The total number of days in a
year is 365, temperature values for 12 months are 12, and for
humidity for 12 months is 12, which both are 24. There were

8760 total data instances because of 365 × 24 = 8760 sam-
ples. The correlation between the actual temperature values
and humidity values has been calculated using the Pearson
correlation coefficient (CC) as denoted in (41).

CC (T,H) = ρ =

∑
(ti − t̄)(hi − h̄)√∑

(ti − t̄)
2∑ (hi − h̄)

2
(41)

where the correlation coefficient (CC) between temperature
and humidity is denoted by CC (T,H) also denoted by ρ, and
ti represent the temperature values and hi denotes the values
of humidity in the ith hour. The mean temperature values are
represented as t̄ and mean humidity values are represented
by h̄.

A significant positive correlation between the actual tem-
perature and the humidity level occurs and r(8758) = 0.22,
where p < 0.0001, but weak correlation. For the generation
of varying conditions and scenarios dynamically, the error
has been added into the sensor readings of temperature based
upon humidity level, and here a uniform distribution has
been used. The total quantity of error was arbitrarily created,
but the stabilized current humidity level was proportional,
as shown in (42).

|Err| =
hcur − hmin
hmax − hmin

(42)

where the absolute error is represented by |Err| in the tem-
perature sensor readings, the current humidity level is rep-
resented by hcur , the maximum humidity level is denoted
by hmax , and minimum humidity level is denoted by hmin.
Equation (43) has been used to calculate the simulated sensor
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TABLE 2. Different configurations of training and testing with the help of 4-folds cross-validation method prediction & results shows with the help
of RMSE.

FIGURE 7. 4-folds cross-validation model for training and testing datasets.

readings with noise.

|Err| =
hcur − hmin
hmax − hmin

×R(−1, 1)× S+ Torg (43)

where the simulated noise sensor reading is represented by
Tsen to produce arbitrary values in the range of −1 and +1,
R is used with a uniform distribution, the scaling factor of
the error is represented by S, and Torg denotes the original
temperature.

An appropriate number of hidden layers and the quantity
of neurons in the hidden layers in a network is a trial-and-
error type of practice. In the proposed work, we have tried a
different number of hidden layers and a different number of
neurons in hidden layers to select the appropriate number of
hidden layers and the number of neurons in hidden layers.
Similarly, we have also applied different activation func-
tions to select the proposed model’s appropriate activation
function.

In the proposed work, we have considered 10 hidden lay-
ers and a hyperbolic tangent function as an activation func-
tion because the RMSE value for this configuration is low
related to the other configurations, as shown in Table 2. The
network’s initialization is carried out with random weights
because there is no proper mechanism to initialize the proper

weight to the network [2]. To avoid overfitting in the train-
ing processes, different configurations and 4-folds cross-
validation methods have been used. The dataset has been
divided into four subsets of equal size. In Figure 7, the
training and testing of the dataset used for each model use
4-folds cross-validation process. As we have used the 4 folds
cross-validation model in the proposed work, in each fold,
75% of data are used for training and 25% for testing. The
total number of epoch used to test the algorithm is 100.

In the proposed DELM, we have used the random weight
technique [14].

To select the best configuration, we have used the
configuration of DELM and the predicted accuracy of each
configuration and recorded in terms of RMSE for training and
testing, as given in Table 2.

B. IMPLEMENTATION RESULTS
In the proposed work, we have two main modules learning
and prediction; the implementation of both modules has been
done on Intel(R) Core (TM) i3-4010U with RAM 4.00 GB
and CPU @ 1.70GHz and MATLAB version R2018a. The
dataset comprised hourly temperature, humidity, and simu-
lated noisy sensor readings data for a one-year duration. The
data are comprised of four different input parameters; one
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TABLE 3. Summarization of gathered data and noisy simulated data.

is original temperature values, the second is humidity level
parameters, third is the noisy sensor reading data, and the last
is the number of sensor readings, as illustrated in Figure 8.
The root mean square error for the readings sensor is 5.21,
which is very high.

The given results show that with the Tanh activation func-
tion, the results of DELM are rarely affected by increas-
ing and decreasing the number of neurons in the hidden
layer. However, the remarkable difference in the forecasting
accuracy can be noticed with an individual model in the
4-folds cross-validation process. But an interesting fact is that
in the case of the Model-2, higher forecasting accuracy is
attained with the testing of the Model-2 as compared with the
other training datasets. The Tanh activation function is used
in DELM, and remarkable enhancement in the prediction
accuracy can be noticed in the given results as compared to
the linear AF as shown in Table 2. The best-case accuracy
was achieved for the alpha-beta filter with DELM having
ten neurons in the hidden layer and Tanh as an activation
function.

Further, we have calculated the statistical measures to
indicate the variation between original temperature values
and noisy sensor reading values. The summarization of the
gathered data and noisy simulated data is given in Table 3.

The alpha-beta filter has been applied because the variation
between sensor temperature values and the original values is
very high, as shown in Figure 9. The MAE and RMSE, and
MAPE values are 3.9515, 5.2158, and 27.2046, respectively.
For the alpha-beta filter, we have included the learning unit
to increase the efficiency of the conventional α-β filter’s
performance.

In the proposed work, we have used the DELM for tuning
the alpha-beta values based on the previous data, as shown
in Figure 10. The sample values of alpha-beta are given
in Table 3. To increase the DELM performance, we have
normalized the input and output data and feed it to the DELM.
The output of the DELM is then deformalized to get the orig-
inal alpha-beta values. We have used (44) for normalization
and (45) for de-normalization.

Nor(i) =
curr (i)−min(i)
max (i)−min(i)

(44)

D_Nor(i) = Nor (i)× (max (i)−min (i))+min(i) (45)

where Nor(i) represents the desire normalized data,
curr(i) indicates the current value that is to be normalized,

min(i) represents the minimum values and max (i) represents
the maximum values in the data, respectively.

The sensor reading values, the conventional alpha-beta
predicted temperature values, and the original temperature
values are shown in Figure 11. Similarly, sensor reading
values, the learning to alpha-beta filter predicted temperature
values, and the original temperature values are presented
in Figure 12. The variation between predicted learning to
alpha-beta filter temperature values and the original temper-
ature values is less than the conventional alpha filter pre-
dicted values. The original temperature values indicate the
performance of the learning to the α-β filter is outperformed
as compared to the conventional alpha-beta filter values.
We have also taken sample values and shown them as sub-
figures in Figures (11 and 12) to exhibit the results better.

The MAE, RMSE, MSE have been calculated for the con-
ventional α-β filter and proposed learning to alpha-beta filter
as listed in Table 4 and Figure 13. The comparative enhance-
ment in the prediction accuracy of the proposed learning-to-
prediction model was 7.72% −16.47% in terms of RMSE
andMSEmetrics. The values of statistical measures represent
that the performance of our proposed learning to alpha-beta
filter is too much better as compared with the conventional
alpha-beta filter that validates that the proposed technique
outperforms the conventional α-β filter.

TABLE 4. Statistical measures for learning and conventional α-β filter.

C. COMPARISON OF PROPOSED ALPHA BETA FILTER
WITH EXISTING KALMAN FILTER ALGORITHM
We have already discussed in our proposed methodology
that the α-β filter is resulting from the Kalman filter algo-
rithm and the performance of the α-β filter is outperform
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FIGURE 8. Input parameters (a) temperature, (b) noisy sensor reading, (c) absolute error, and (d) humidity level.
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FIGURE 9. Original temperature and simulated noisy sensor reading data.

FIGURE 10. Sample values of alpha-beta for deep extreme learning machine training.

FIGURE 11. Original temperature, sensor reading, and predicted alpha-beta filter temperature values.

as compared to the Kalman filter algorithm because in the
Kalman filter algorithm, every time we need to calculate the

Kalman gain, but alpha-beta filter does not require Kalman
gain. Simplicity is the key feature of the α-β filter. If we
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FIGURE 12. Original temperature, sensor reading, and predicted learning to alpha-beta filter temperature values.

FIGURE 13. omparison of proposed and conventional alpha beta filter.

compare the results of both the Kalman filter algorithm and
alpha-beta filter with learning modules added to it and show
the performance in terms of RMSE and MSE. The Kalman
filter relative performance improvement was 4.41-11.19%
with the learning module added. If we can see the relative
performance improvement of the α-β filter with the learning
unit, this performance can jump to 7.72-16.47%, as shown in
detail in Table 5 and Figure 14.

V. DISCUSSION
The accuracy of the algorithms depends on the data provided
to them, and for reliable data, the filters play an essential role.
The tuning of the parameters is necessary for reliable data.

For experimental analysis of the algorithm, the α-β filter
has been used to predict the parameters as a prediction algo-
rithm. The conventional alpha-beta filter flops to predict real
parameters in dynamic situations. Therefore, the proposed

TABLE 5. Comparison of the proposed method with existing method in
terms of RMSE and MSE.

FIGURE 14. omparison of the proposed learning to alpha-beta filter with
existing kalman filter in terms of performance increase.

improved learning to prediction algorithm improves the per-
formance of the alpha-beta filter algorithm.

In the conventional alpha-beta filter, the alpha filter and
beta filter values are fixed. The fixation of values is the
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main weakness of this algorithm because different alpha-beta
filter provides different results on different alpha-beta filter
values. Thus, main objective of this work is to tune the alpha-
beta values based on some previous experience for every
input. In our proposed model, we have used the learning
module comprised of DELM for tuning the alpha-beta values
to increase the alpha-beta filter’s performance.

The basic objective was to use historical data to make the
alpha-beta values dynamic in the proposed work. We used
the DELM algorithm, a machine learning approach, to tackle
this problem in this work. First, we trained the DELM on
historical data and then used the current inputs from the
environment to the DELM algorithm and alpha-beta filter.
Based on the previous training data, the DELM set the alpha-
beta values for each input of the environment and provide the
output.

In the proposed work to set the appropriate number of
hidden layers, the number of neurons in hidden layers, and
the appropriate type of activation function, we have used
the trial-and-error method. We applied a different number
of hidden layers with different neurons in the hidden layers
and different types of activation functions and recorded the
results. Then we select the best combination of the hidden
number of layers, hidden number of neurons in hidden layers,
and activation function.

Different authors have also used many other techniques,
such as fuzzy inference, to tune the alpha-beta filter values
in the alpha-beta filter. However, these techniques are not
effective because the alpha-beta values are provided through
fuzzy logic, but these values are randomly assigned to alpha-
beta parameters in the alpha-beta filter.

The proposed approach has been evaluated using different
performance measures, and the results are satisfactory com-
pared to the conventional alpha-beta filter algorithm. We can
improve the results more improve as the number of instances
in the historical dataset increase.

In the proposed work, we have considered less number of
parameters, and the data size is also small, and these are the
main limitation of the proposed work. In the future, we will
consider more parameters such as illumination, air quality.

Another fact is that a lot of machine learning algorithm
exists and there is still a need to test the alpha-beta filter with
other machine learning algorithm and compare the result of
the different algorithm. In the future, more methodology can
be explored and incorporated into the proposed work.

VI. CONCLUSION
This paper focuses on the learning to prediction method to
boost the algorithms’ prediction performance in dynamic
circumstances. This paper has proposed a new method based
upon the alpha-beta filter and DELM named learning to alpha
beta filter. The proposedmethod consists of twomain compo-
nents, namely the prediction unit and the learning unit. In our
prediction component, we have used the α-β filter, and in
the learning unit, the DELM has been used. The conventional
alpha-beta filter’s main problem is that alpha-beta values are

typically selected using the trial-and-error approach. Once
the alpha-beta values are chosen for a specific problem, they
remain fixed for the entire data. It is observed that differ-
ent alpha-beta values for the same problem give different
results. Hence, in the proposed method, we have addressed
this problem and added the learning module to the conven-
tional alpha-beta filter to improve its performance. The rela-
tive improvement in the prediction accuracy of the proposed
learning to prediction model was 7.72% and 16.47% in terms
of RMSE and MSE metrics. We have applied the proposed
learning to the alpha-beta filter on the data, and the results
show that the performance of the proposed learning to the
alpha-beta filter is too much better than the conventional
alpha-beta filter.
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