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ABSTRACT Unmanned aerial vehicles (UAVs) have been widely used in many applications due to its
small size, swift mobility and low cost. Therefore, the study of guidance, navigation and control (GNC)
system of UAV has becoming a popular research direction. Path planning plays an important role in the
GNC system. In this paper, a multi-layer path planning algorithm based on reinforcement learning (RL)
technique is proposed. Compared to the classic Q-learning, the proposed multi-layer algorithm has a distinct
advantage that it collects both global and local information which greatly improves overall performance.
The proposed RL algorithm has two layers, the higher layer deals with the local information, which could
be considered as a short-term strategy. The lower layer deals with the global information, which could be
considered as a long-term strategy. Both the higher layer and lower layer are working in harmony to plan
a collision-free path. B-spline curve approach is applied for on-line path smoothing. Simulation results in
different scenarios prove the effectiveness of multi-layer Q-learning algorithm.

INDEX TERMS Path planning, reinforcement learning, multi-layer Q-learning, B-spline curve.

I. INTRODUCTION
Nowadays, with the fast developing technology, unmanned
aerial vehicle (UAV) is becoming a popular autonomous
robots according to its distinct advantages such as cheaper
price, smaller size, extraordinary flexibility and swift mobil-
ity [1], [2]. The UAVs are required to have higher intel-
ligence when facing complex and complicated missions.
Therefore, the self-learning and self-decisionmaking abilities
are becoming more and more important.

In the related research topics of UAV, the path planning
is a fundamental topic of the guidance navigation and con-
trol (GNC) of UAV. The objective of path planning aims
at finding the optimal trajectory from the start location to
the terminal location. One important feature of path plan-
ning is the obstacle avoidance, which means the UAV has
to avoid the obstacles during execution no matter they are
static of dynamic. However, with the fast developing machine
learning (ML) and reinforcement learning (RL) techniques,
the UAV path planning approaches have revealed a new page.

According to the collected information, path planning
approaches will be categorized into two directions [3]. One
is global path planning and the other is local path planning.
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Global path planning means the environment information is
pre-known. The objective of global path planning aims at
finding a collision-free path which connects the start point
and terminal point before execution. Since the environment
information is known, the algorithms for global path planning
problems usually use off-line policy. Voronoi graph [4]–[6],
cell decomposition [7]–[10], potential fieldmethod [11]–[15]
are the most commonly used methods for global path plan-
ning problem. Local path planning means the environment
information is unknown or partially known. In local path
planning, the moving direction of UAV is based on lim-
ited environment information acquired in real-time. As a
result, the algorithms for local path planning problems often
based on on-line policy. There are a number of local path
planning approaches, such as particle swarm optimization
(PSO) [16]–[18], fuzzy logic system (FLS) [19]–[21], and
ant colony (ASO) algorithm [22]–[24]. It should be noted
that the global path planning approaches will be extraor-
dinary computationally expensive when facing a complex
environment.

ML techniques have been deeply investigated and used
in a wide applications in the autonomous agents and
unmanned systems because of its adaptive learning abil-
ity [25], [26]. RL is one of the branches of ML, which
can optimize the action policy based on the interactions
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between agent and environment. Especially for navigation in
complex environment, RL has showed its powerful learning
ability [27], [28].

In recent years, RL is becoming a promising approach
for solving path planning problem. Q-learning was first pro-
posed in [29], it can be learned from delayed rewards and
punishments. After that, a number of researchers focus on
solving the path planning problem using RL. In [30], [31],
the authors proposed a Q-learning based navigation system
for obstacle avoidance problem. The successful rate is con-
sidered to the high and the overall performance is good. Some
literatures improved the Q-learning algorithm for navigation
system design. In [32], an extended Q-learning algorithm is
investigated, only the best action of a state will be stored
in the Q-table. This design greatly increases the learning
speed but has poor performance when facing complicated
environment. In [33], an improved Q-learning is investigated,
which can be considered as the future work of [32]. The main
idea of this algorithm is the definition of locked state. When
a state is locked, there will be no exploration in this state.
This mechanism guarantees the fast convergence speed and
good performance at the same time. Some of the researchers
have extended RL to a more complicated environment such
as 3-D environment, Aranibar et al. [34] use RL to solve path
planning problem in 3-D environment, both Q-learning and
neural Q-learning are applied in the greedy search algorithm.
It should be noted that the reward function used in Q-learning
is the same one used in [30]. Simulation results showed that
Q-learning is more suitable for small and medium size of
environment while the neural Q-learning works better on
the large size of environment. Some algorithms also try to
combine RL with other intelligent methods such as FLS
and neural network (NN). A hybrid method combining RL
and fuzzy logic is proposed in [35], the navigation system
has two tasks, one is obstacle avoidance and the other is
goal seeking. Compared to other RL algorithm, the major
difference of this method is that two Q-learning algorithm is
constructed independently. The fuzzy rules are designed with
the assistant of RL algorithms. Another hybrid approach is
proposed in [36], the designed navigation system has three
main functions, the first one is obstacle avoidance, the second
one is goal-seeking and the last one is supervising fuzzy
logic system. The fuzzy supervisor mechanism generate the
best action based on the information from obstacle avoid-
ance module and goal-seeking module. For the problem of
continuous action and state space, Yang et al. [37] proposed
a method combining deep neural network and RL. A mul-
tiple layers neural network is utilized to estimate Q-values.
This algorithm can generate path from start position to goal
position in a continuous environment. It can be inferred that
using RL as solution of path planning problem is becoming
a tendency due to the excellent performance of Q-learning
algorithm.

As the literatures indicates, most of the existing RL path
planning algorithms are heavily relied on the pre-known
information of the map. These algorithms cannot deal with

unknown environment information because it is impossible to
train a new Q-table at each time step. It is a quite challenging
issue for RL algorithm if there are dynamic obstacles or
unknown static obstacles in the map.

In this study, a multi-layer Q-learning algorithm is pro-
posed as the solution of path planning problem. The proposed
RL approach consists of two layers of Q-learning, one is
the lower layer Q-learning and the other is the higher layer
Q-learning. The lower layer Q-learning aims at avoiding
static obstacles and leads the UAV approaching to the ter-
minal position. The higher layer Q-learning deals with the
dynamic obstacles. Specifically, for the lower layer, the flight
environment is decomposed into grid cells, each cell unit
refers to a state. The actions of UAV are restricted to five
directions due to the turning constraints of UAV dynamics.
The lower layer Q-learning is trained by exploring the static
environment using a combination of Boltzmann and ε-greedy
strategy. The Q-value Qlow(s, a) will be updated with the
assistant of the immediate reward function r(s, a). For the
higher layer, the state space has four elements. The first two
elements are the locations of nearest obstacle and goal. The
third element represents the moving direction of dynamic
obstacle. The last element is the angle between target line
and obstacle line. The Q-value Qhigh(s, a) is updated using
the same exploration strategy of lower layer. After the two
layers of Q-learning have been well trained, the planned
optimal path will be generated by selecting the best action at
each state from the initial point to the target point. Since the
planned path is obtained by connecting the adjacent states,
there must be hard turning angle in the planned path, which
is impossible for the UAVs to follow. Therefore, the B-spline
curve approach is applied at each state to generate a smooth
path for UAVs.

The main contributions of this paper are listed as fol-
lows. 1) The design of multi-layers Q-learning enables the
proposed algorithm to consider the global information and
local information at the same time. Generally, the dynamic
path planning methods only considers the surrounding envi-
ronment information. Which makes the algorithm easily get
trapped in the local optimal path. However, the proposed
multi-layer Q-learning uses a combination Q-value to select
the best action each time step, which comprehensively con-
siders the global and local optimization.

2) The design of state space in higher layer, which can be
also regarded as the modeling of environment, is totally dif-
ferent from the traditional environment model in Q-learning
path planning. The traditional model uses the specific loca-
tion to represents each state in the MDP model. This is
accurate but cannot deal with dynamic obstacles. Inspired
by the human behavior, this paper proposes a new definition
of state space which does not contain the specific locations
but uses the area concept, movement information and angular
relationship to model the environment.

3) A combination of exploration strategy is proposed.
Compared to a single strategy, the proposed one combines the
ε-greedy and Boltzmann which can guarantee the diversity
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of learning data at beginning and then accelerate learning
process with training episode goes on.

The reminder of this paper is organized as follows.
Preliminaries and assumptions are listed in the second
section. Section 3 details the multi-layer path planning algo-
rithm. Path smoothing is achieved by B-spline curve in
Section 4. Numerical simulations are carried out in Section 5.
Conclusions and summaries are outlined in Section 6.

II. PRELIMINARIES
A. MARKOV DECISION PROCESS MODEL
Generally, the Markov decision process (MDP) model is
the basic model for RL algorithm, especially for path plan-
ning. The MDP for path planning is defined with four basic
elements (S,A,P,R) Specifically, S stands for all possible
states. A refers to the total possible actions. P represents the
transition probability. R is the reward which evaluates the
performance of a possible action at a specific state. A typical
MDP model is shown in Fig. 1.

FIGURE 1. The MDP model.

During a time instant, s is the current state. Decision mak-
ing mechanism may choose any action a which is available
when the agent is at state s. After the execution of action a,
the UAV will be at a new state s′. At the same time, it will
receive the a reward R(s, a). The reward R is defined as:

R(s, a) =
∑
a∈A

R(s, a)p(s, a) (1)

Q(s, a) is defined as a reward value when the agent takes
action a at state s. The values of Q(s, a) can be generated
using the Bellman equations:

Q(s, a) = R(s, a)+ γ
∑
a∈A

p(s, a)
∑
a′∈A

Q(s′, a′) (2)

B. ASSUMPTIONS
In this paper, the environment consists of two categories of
obstacles, one is static obstacle and the other is dynamic
obstacle. The location of static obstacles are fixed during the
flight while the position of dynamic obstacles continuously
changes at each time step. The goal of the proposed method
is trying to plan an optimal path for the UAV to reach goal
state in the environment within static and dynamic obstacles.

Start point, terminal point and all non-dynamic obstacles are
considered to be fixed in the path planning mission. It is also
assumed that the UAV has all necessary sensors on-board to
detect the dynamic obstacles within the sensor range. The
following assumptions are outlined to clarify and narrow the
path planning problem of this paper.
Assumption 1: The UAV position is known at each time

step.
Assumption 2: The target point is known to UAV at each

time step.
Assumption 3: The positions of the static obstacles are

known at each time step.
Assumption 4:At each time step, the sensors can detect the

position of the dynamic obstacle within the sensor range.
Assumption 5: The speed of UAV and dynamic obstacles

remains constant.
Assumption 6: At each time step, the speed of UAV is

greater than the speed of the dynamic obstacle.

III. MULTI-LAYER Q-LEARNING ALGORITHM
The proposed RL path planning algorithm consists of two
layers. One is the lower layer, which is designed for the
long-term strategy, considering the global information of the
static obstacles. The other is the higher layer, which aims
at the short-term strategy, considering the local information
of the moving obstacles. The two layers are working in har-
mony to generate a collision-free path. Specific steps are as
follows. At each time step, the on-board sensors are working
to detect the moving obstacle. Once there is a moving obsta-
cle detected in sensor range, the dynamic Q-learning of the
higher layer will be activated. Defining the nearest moving
obstacle position and the goal direction. After that, all the
Q-values of higher layer at the current state are extracted.
At the same time, all the Q-values of lower layer at the
current state are also extracted. Comprehensively considering
the Q-values of higher layer and lower layer, an action with
the greatest Q-value will be generated and this is the optimal
action at the current state. Repeat the process until the goal
has been reached. Specific steps of the proposed multi-layer
Q-learning algorithm is described in Fig. 2.

In order to use the RL algorithm in path planning prob-
lem, four fundamental parts should be defined. They are the
environment model, state and action space, reward function
and exploration strategy. The details will be described in the
following for both static layer and dynamic layer.

A. LOWER LAYER Q-LEARNING
The lower layer of the proposed algorithm is constructed
by a Q-learning algorithm which aims at learning the static
environment.

1) ENVIRONMENT MODEL AND STATE SPACE
As shown in Fig. 3, a grid-based model, which is generated
by cell decomposition, is proposed to illustrate the environ-
ment space in this paper. The method of cell decomposi-
tion is a common solution in the environment modeling in

59488 VOLUME 9, 2021



Z. Cui, Y. Wang: UAV Path Planning Based on Multi-Layer RL Technique

FIGURE 2. The flowchart of multi-layer Q-learning algorithm.

path planning approaches and it is also the best model for
RL algorithms. The environment contains both static and
dynamic obstacles. It can be seen form Fig. 3, the black region
represents the static obstacle while the area with red color
stands for the dynamic obstacle, the red arrow is pointing the
moving direction of dynamic obstacle.

The state space is defined as the each cell grid in the envi-
ronmentmodel. The state is illustrated in two dimensions, one
is the coordinate of x-axis and the other is the coordinate of
y-axis.

2) ACTION SPACE
In the environment model as shown in Fig. 3, there are eight
adjacent states of one state. Therefore, the possible actions
contains eight directions, as shown in Fig. 4.
However, for the fixed-wing UAV, it is impossible to move

backwards due to the turning constraints. As a result, the eight
possible actions will be restricted to 5 of them. They are
left, forward-left, forward, forward-right and right, as shown
in Fig. 5.

FIGURE 3. The environment model.

FIGURE 4. The 8 possible actions in the environment model.

FIGURE 5. The 5 possible actions for UAV path planning.

3) REWARD FUNCTION
The reward function of a RL algorithm is used to give reward
or punishment while UAV takes an action. Reward function is
considered to be the most important factor of a RL algorithm
because it directly determines the effectiveness and efficiency
of the algorithm. In the proposed lower layer Q-learning,
the UAV takes an action and finally arrive at next state, then
the UAV will receive a reward. The goal of the UAV is to find
an optimal path which has the greatest reward. The reward
function of the proposed lower layer Q-learning is

rlow(s, a) = αlow(ds−1 − ds)− β(
n∑
i=1

1
obi

) (3)

where ds and ds−1 are the distance to the terminal point of
current position and previous position. obi refers to the dis-
tance between the ith obstacle and current position. n stands
for the number of obstacles. αlow and β are the parameters to
balance the importance of the two terms.
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4) EXPLORATION STRATEGY
The exploration strategy is an important mechanism in the
learning efficiency of the proposed lower layer Q-learning
algorithm. The most widely used approaches are ε-greedy
and Boltzmann strategy. In this study, the lower layer
Q-learning uses a combination of Boltzmann and ε-greedy
exploration strategy. Compared to using a single strategy,
the advantage of the proposed strategy is that it can avoid to be
trapped in local optimal value and accelerate the convergence
speed. In addition, it can also guarantee the diversity of learn-
ing data at beginning and then accelerate learning process
with training episode goes on.

The specific steps of the exploration strategy is shown as
follows. At first step, generate a random value pflag, pflag ∈
(0, 1). Then, comparing this value pflag to the value of ε.
If pflag is smaller than ε, the action is randomly selected in A.
If pflag is greater than or equal to ε, the action is selected by
the Boltzmann law. In Boltzmann exploration strategy, each
action is assigned a probability. The probability of selecting
the possible action ai at state st is defined as p(st , ai),

p(st , ai) =
Q(st ,ai)
Tk∑

aj∈A
Q(st ,aj)
Tk

(4)

where Tk is the temporary parameter, this parameter will
decrease with the number of iteration increases.

Tk = λkT0 (5)

where λ is the discount factor and T0 refers to the initial value
of temporary parameter.

5) UPDATING Q-TABLE
During the execution of the path planning problem, the UAV
is searching for the optimal action starting from initial posi-
tion to the target position. During this process, the UAV is
trying to find an action at each time step which has the
maximum cumulative reward. The Q-value is updated by
state-action pair, which is shown as follows,

Qlow(s, a) = Qlow(s, a)+ αlearningrlow(s, a)

+αlearning(γmaxa′Qlow(s
′, a′)− Qlow(s, a))

(6)

where αlearning is the learning efficiency ranged from 0 to 1.
γ (0 ≤ γ ≤ 1) refers to the discount rate. rlow(s, a) stands for
the immediate reward which is generated by taking the action
a at state s.

B. HIGHER LAYER Q-LEARNING
The higher layer of the proposed algorithm is designed for
local path planning, which aims at avoiding the dynamic
obstacle. Let us consider how a human tries to avoid moving
obstacles. Human will focus on the surrounding environment
and ignore the environment far away until it comes near.
And human will never go too close to the obstacle, instead,
he or she will move away from the obstacle in distance.

In other words, human cares more about the direction and
approximated distance of the obstacle and care less about
the specific location or specific distance of the obstacle. The
proposed algorithm is motivated by this idea.

1) ENVIRONMENT MODEL AND STATE SPACE
The environment model of higher layer Q-learning is quite
different from the one of lower layer Q-learning. The rea-
son is that the higher layer Q-learning deals with the local
environment which contains dynamic obstacles. Compared
to the lower layer, the major difference of the environment
model used in higher layer Q-learning is that the environment
is a local environment, it only considers the states within the
sensor range. At each time step, the UAV is located in the
center of the sensor area. In this paper, the radius of the sensor
range is considered as the length of 3 cell units. As shown
in Fig. 6, the sensor range consists of 29 cell units.

FIGURE 6. The sensor range of UAV.

However, since the position of dynamic obstacle is chang-
ing rapidly, the fixed location could not be used as the system
state. Aiming at presenting the full status of moving obsta-
cle, the state space of higher layer Q-learning is defined as
follows.

The first element in the state space is the obstacle location.
The sensor area will be divided into 8 small regions due to
the eight possible directions of action. The 8 small regions
are labeled as R1,R2, . . . ,R8 shown in Fig. 7.

The second element in the state space is the moving
direction of dynamic obstacle. There are only four mov-
ing directions of the dynamic obstacle. They are upward,
rightward, downward and leftward, which are labeled as
D1,D2,D3 and D4.
The third element in the state space is the location of termi-

nal point. Extend the lines in Fig, 7, the entire environment
will be divided into eight regions: they are R1,R2, . . . ,R8,
as illustrated in Fig. 7. The terminal point will be located in
one of the 8 regions.

However, the above state definition is not accurate enough
to illustrate the surrounding environment. For example,
as shown in Fig. 8, the obstacle and the terminal are located in
the same region. Under this circumstance, it is impossible for
the UAV to recognize the surrounding environment and then
make the best action. As a result, the angle α, which is the
included angle of the two lines: obstacle line and target line,
should be added in the state space. The obstacle line refers
to the line connect the center of the closest obstacle and UAV
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FIGURE 7. The 8 sub-regions of the sensor range.

FIGURE 8. The obstacle and goal are located in the same sub-region.

while the target line stands for the line connecting the terminal
point and UAV. The definition of angle α and two lines are
shown in Fig. 9. The value of angle α is calculated as follows.
At each time step, the UAV location is Puav = [xu, yu],
the terminal point is located at Pterminal = [xt , yt ], and the
position of the obstacle is Pobstacle = [xo, yo]. Therefore,
the distance from the UAV current location to the terminal
point can be generated by

du→t =

√
(xu − xt )2 + (yu − yt )2 (7)

The distance between obstacle and UAV can be given by

du→o =

√
(xu − xo)2 + (yu − yo)2 (8)

The equation of the target line can be defined as

y = kx + b (9)

where k and b are the parameters calculated by

k =
yt − yu
xt − xu

b = yu − kxu (10)

The distance between the target line and obstacle position
can be calculated by

do→line =
|xo − kyu − b|
√
k2 + b2

(11)

Based on (8) and (11), the angle α is obtained by

α = sin−1(
do→line

du→o
) (12)

FIGURE 9. The definition of obstacle line and target line.

The angle α is ranged from 0 to π , α ∈ [0, π]. Since the
two distances do→line and du→o is positive, so the ratio of
two distances do→line

du→o
is also positive. As a result, the value of

α is from 0 to π . Directly adding the value of angle α to the
state space will lead to an infinite number of states, which is
impossible for the UAV to learn the optimal policy. Aiming at
decreasing the total number of states, the value range [0, π]
is divided into 8 sub-regions.

At→o =



a1, 0 ≤ α <
1
8
π

a2,
1
8
π ≤ α <

1
4
π

a3,
1
4
π ≤ α <

3
8
π

a4,
3
8
≤ α <

1
2
π

a5,
1
2
π ≤ α <

5
8

a6,
5
8
π ≤ α <

3
4
π

a7,
3
4
π ≤ α <

7
8
π

a8,
7
8
π ≤ α < π

(13)

Therefore, the fourth element in the state space is At→o.
Using this state definition will clearly illustrate the surround-
ing environment of UAV. For example, the surrounding envi-
ronment is shown in Fig. 14, the state space at time step t will
be

S = [Ro,Do,Rt ,At→o] (14)

where Rt is the region where the goal located and Ro stands
for the region of obstacle. At→o refers to the angle value
between terminal line and obstacle line.

2) ACTION SPACE
After the state space has been defined, the possible actions
at each state should be addressed. Unlike other autonomous
moving robot, UAV has turning constraints and cannot move
backward. As a result, the UAV can only execute 5 possible
actions in the cell decomposition environment (as shown
in Fig. 5), they are left, forward-left, forward, forward-right
and right, which are labeled as A1,A2,A3,A4 and A5.

VOLUME 9, 2021 59491



Z. Cui, Y. Wang: UAV Path Planning Based on Multi-Layer RL Technique

3) REWARD FUNCTION
Reward function can be regarded as an immediate feedback
from the environment while UAV takes an action. It is an
evaluation indicates the performance of the action at current
state.

rhigh(s, a) = β1(du→t (s− 1)− du→t (s))

+ eβ2(du→o(s−1)−du→o(s))

+β3 sinα (15)

It should be noted that the exploration strategy used in the
higher layer Q-learning is the same exploration strategy used
in lower layer Q-learning.

4) UPDATING Q-TABLE
In the high layer Q-learning algorithm, the Q-value is quite
different from the lower layer Q-learning because it has two
dimensions of states. One state is the nearest obstacle position
and the other state is the goal direction. The initial value of
Q-table is set to be zero. With the training phase, Q-table
will be full-filled with Q-values updated by the following
equation.

Qhigh(s, a) = rhigh(s, a)+ γMax(Qhigh(st+1, at+1)) (16)

C. TRAINING THE ALGORITHM
Since the lower layer and higher layer Q-learning are working
separately. The training process of the proposed algorithm
is divided into two independent sections. One is training the
lower layer Q-learning algorithm and the other is training the
higher layer Q-learning algorithm. Both training processes
will be realized by exploring the map and then reach the goal
position. Every success trial will be considered as an episode.

In the proposed multi-layer Q-learning algorithm,
the lower layer Q-learning focuses on the avoidance of static
obstacles. In each training episode, the goal position and
the static obstacles remain the same. Generally, the more
training episode has been executed, the better performance
the algorithm will have. However, considering the training
time, there will be a balance between the algorithm per-
formance and total training time. In this paper, there are
two end conditions for the training process. One is the
maximum limit of total episode, when the training process
reach a specific number of episode, the training process is
end. The second end condition is the changes between total
accumulated discount reward. If the accumulated reward does
not change within 10 episodes, the training process is end.
The structure of the lower layer Q-learning training process
is shown in Fig. 10 and the training process of higher layer is
illustrated in Fig. 11. From the two flowcharts, we can see the
training will repeat until end condition has been achieved.

D. PLANNING THE PATH
After both the lower layer and higher layer Q-learning algo-
rithm have been trained, the collision-free path can be gen-
erated by the updated Q-table. Specific steps are shown in
Algorithm 1.

FIGURE 10. The Flowchart of training lower layer Q-learning algorithm.

IV. PATH SMOOTHING
As shown in Fig. 12, the planned path is constructed by
connecting the cell units sequentially. However, this path is
not feasible for the UAVs to follow because it has sharp
turning angles. Therefore, the B-spline path smoother is intro-
duced in this paper to produce a smooth path for UAV to
follow as shown in Fig. 13. The cubic B-spline method is
the best solution for path smoothing in this paper because
it can comprehensively consider the smoothness of path and
the computational complexity [38]. In addition, the B-spline
modeling aims at providing local control of the curves [39].
Adding or changing a waypoint only changes the local curve
andwill not change the previous curve, which is perfectmatch
for the on-line path planning algorithm. In other words, you
can do path smoothing at anytime without knowing the all the
control points.

The B-spline curve is defined as

P(t) =
n+1∑
i=1

BiNi,k (t), 0 ≤ t ≤ tmax (17)

whereBi is the ith control point,P(t) refers to the (k−2) times
continuously differentiable, Ni,k (t) stands for the normalized
B-spline basis function, which is defined by the follows

Ni,k (t) =
(t − xi)Ni,k (t)
xi+k−1 − xi

+
(xi+k − t)Ni+1,k−1(t)

xi+k − xi+1
(18)
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FIGURE 11. The Flowchart of training higher layer Q-learning algorithm.

FIGURE 12. The planned path contains hard turning angles.

where t ≤ n−k+2 and xi is knot value. These knot values are
monotonically increasing, which means the next knot value
must be greater than the previous knot values.

xi =


0, 0 ≤ i < k
i− k + 1, k ≤ i ≤ n
n− k + 2, n < i ≤ n+ k

(19)

Algorithm 1 Path Planning Algorithm
Input:Initial state S and goal state T

Q-table of lower layer Qlow and higher layer Qhigh
Initialize path sequence P = S
Environment Information

Planning process
Set the UAV current state as the initial state: Scurrent = S
While (Scurrent 6= T )
If(No moving obstacles in sensor range)
Find the best action at current state using Qlow
Q(Scurrent , amax) =Max[Qlow(Scurrent , a)]
Execute the best action and obtain the next state
Smove = Execute(Scurrent , amax)

End If
If(There is moving obstacle in sensor range)
Find the best action at current state using Qlow
and Qhigh
Q(Scurrent , amax) =Max[Qlow(Scurrent , a)
+Qhigh(Scurrent , a)]
Execute the best action and obtain the next state
Smove = Execute(Scurrent , amax)

End If
Set the current state as next state
Scurrent = Smove
Store the movement to the path sequence
P = [P, Smove]

End While
Output:The path sequence P

FIGURE 13. The B-spline curve with 8 control points.

It should be noted that in special cases when k = 1,
the value of Ni,1(t) should be defined as

Ni,1(t) =

{
1, xi ≤ t ≤ xi+1
0, otherwise

(20)

V. SIMULATION RESULTS
The numerical simulation will be carried out in the Matlab
software to validate the proposed method. An environment
of 30×30 cell grids is considered. S and T denote start point
and the terminal point and they are fixed during the following
simulation. The UAV remains a constant speed while the
speed of dynamic obstacles is half of the UAV speed.

As it can be seen from Fig. 14, the coordinate of the
start point is [1, 1], the coordinate of the terminal position
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FIGURE 14. The simulation environment.

is [29, 29]. Seven static obstacles and one moving obstacle
block the way from start to terminal. The static obstacles
can be presented by a black square-shaped area. The obstacle
location can be determined by the location of four vertices
of the rectangular area. The specific coordinates of the four
vertices are listed as follows.

Obstacle1 = [(8, 8), (10, 8), (10, 11), (8, 11)]

Obstacle2 = [(4, 2), (5, 2), (5, 5), (4, 5)]

Obstacle3 = [(6, 13), (8, 13), (8, 18), (6, 18)]

Obstacle4 = [(12, 3), (12, 5), (18, 5), (18, 3)]

Obstacle5 = [(13, 14), (14, 14), (14, 19), (13, 19)]

Obstacle6 = [(4, 23), (4, 23), (10, 25), (10, 25)]

Obstacle7 = [(18, 9), (18, 11), (25, 11), (25, 9)] (21)

The red square-shaped area refers to the moving obstacle,
the red arrow shows its moving direction.

A. TRAINING SETTINGS
In this paper, the two layers of Q-learning are trained inde-
pendently.

1) LOWER LAYER Q-LEARNING
The training environment for lower layer Q-learning remains
the same during the training process. As shown in Fig. 14,
there are 7 static obstacles in the environment which block
the way from starting position to the terminal position.
The goal of the training process is to explore this envi-
ronment and updated Q-table based on (3). In the training
process, the specific steps of an episode are illustrated as
follows First, the UAV starts from the initial position. Second,
the UAV observes the environment, collects information.
Third, the exploration strategywill generate an action. Fourth,
the UAV follows this actionwill receive an immediate reward.
Fifth, the Q-table will be updated. Repeat step 1 to step 5 until
the UAV has reached the goal position or the UAV fails the
mission. Two conditions will be considered as a failure in the
training phase. One is the UAV hits the obstacle. The other

TABLE 1. Training effect on successful rate.

is the total number of iterations exceeds the maximum value
1000. Due to the random exploration strategy and uncom-
pleted Q-table, it is easy for the UAV to be trapped in the
obstacles. Therefore, a maximum number of iterations within
an episode is necessary to prevent the endless loop.

The maximum episode for training is 1000.

2) HIGHER LAYER Q-LEARNING
The training environment for higher layer Q-learning is quite
different compared to the one of lower layer Q-learning. Only
the moving obstacles are used in the dynamic environment.
Training in the higher layer Q-learning is completed by
exploring a series of dynamic environments. Each dynamic
environment is considered as an episode. In each dynamic
environment, the number of moving obstacles are different.
Also, the locations and directions of the moving obstacles
are chosen randomly. It should be noted that the directions
of moving obstacles are restricted into 8 directions, which
are the same directions shown in Fig. 4. The direction of a
moving obstacle will not change within the episode.

B. TRAINING EFFECT
Success rate or miss rate is considered to be an important
evaluation factor of the training effect in learning algorithm
design. During training phase, if the UAV hits obstacle or the
UAV cannot reach the terminal point within the maximum
iterations, this episode is considered to be unsuccessful. Gen-
erally, for all the learning algorithm, it is expected that with
more training episodes, the performance will be better and the
successful rate is greater. The successful rate of the training
process is sampled every 100 episodes. During the training
phase, the number of successful episode is counted and then
successful rate can be calculated. The training effect on suc-
cessful rate is presented in Table 1 and Fig. 15. In Table 1,
the successful rate increases as the episodes goes up. When
the training just started, there is only 100 training episodes,
the successful rate is 65%. After that, the algorithm has been
trained hundreds of times until 800 training episodes was
reached, where the successful rate is increased to almost 90%,
which is considered to be a high successful rate.

Fig. 15 shows the successful rate of every 100 episodes.
The successful rate increases fast at the beginning and main-
tains in a high level after 500 episodes.

Another important evaluation factor of the training effect
is the algorithm performance. In this paper, the objective of
the path planning algorithm is to find a shortest path which
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FIGURE 15. The successful rate of every 100 episodes.

FIGURE 16. The distance of the planned path at different training
episodes (with moving window of every 10 episodes).

can avoid both the static and dynamic obstacles. Therefore,
the performance evaluation can be simply considered as the
total length of the planned path. Fig. 16 shows the length of
the planned path in different stages of the training process. At
the beginning, the total length is extremely high because the
environment is unknown to the UAV. The algorithm needs to
explore a wide range of states to find the best path. As the
training episodes increase, the total length of planned path is
decreasing quickly and finally converges.

C. TESTING PERFORMANCES
After the proposed algorithm has been well trained, the test-
ing phase will be carried out under more complicated envi-
ronment in several testing scenarios.

1) SCENARIO 1
The first testing scenario is to validate the algorithm perfor-
mance of avoiding static obstacles. Since there is no dynamic
obstacles, the result of testing scenario 1 shows the effective-
ness of lower layer Q-learning.

In Fig. 17, the UAV successfully reaches the terminal posi-
tion with a collision-free path. The black circle stands for the

FIGURE 17. The planned path facing static obstacles.

FIGURE 18. The planned path when facing seven static obstacles and one
moving obstacle.

waypoints, the blue lines is the path planned by multi-layer
Q-learning algorithm, the red line refers to the smooth path
generated by the B-spline curve approach.

2) SCENARIO 2
The second testing scenario is shown in Fig. 18. The static
obstacles remain the same. Besides the seven static obstacles,
there is a dynamic obstacle with shuttle movement in the left
and right direction. Starting from (23, 25) to (25, 25).

From this figure, it is obviously that the UAV successfully
avoid crashing on the moving obstacle and finally reaches the
terminal point.

3) SCENARIO 3
The environment of the third scenario 3 is shown in Fig. 19.
The static obstacles remain the same. It has two dynamic
obstacles, one is moving in the left and right direction and
the other is moving in the up and down direction. In addition,
the second dynamic obstacle is hiding in the static obstacles,
which makes the environment more complicated to recognize
and plan collision-free path.
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FIGURE 19. The planned path when facing seven static obstacles and two
moving obstacles.

FIGURE 20. The planned path when facing seven static obstacles and ten
moving obstacles.

D. SCENARIO 4
The above three testing scenarios have validated the effec-
tiveness of the proposed algorithm, however, the environment
is comparative basic since it has only one or two moving
obstacles. The environment of the third scenario 4 is shown
in Fig. 20. The static obstacles remain the same. It consists
of 10 moving obstacles. Among them, four obstacles are
moving in a rectangular-shaped path. The red arrow shows
the moving direction of them. This testing environment is
complicated and the UAV has to fly carefully to find a
collision-free path.

E. SCENARIO 5
The environment of scenario 5 only consists of moving
obstacles. However, they are extremely densely distributed as
shown in Fig. 21. This is quite challenging for the real-time
planning ability of the proposed algorithm.

The total distances of the planned path in different sce-
narios are shown in Fig. 22. For the testing environment
with 30km × 30km, the ideal optimal path length will be
39.59km, which is directly connecting the start point and the

FIGURE 21. The planned path when facing twelve moving obstacles.

FIGURE 22. The path length of different scenarios.

target point. Among the five testing scenarios, the shortest
path length is 42.53 of scenario 1. The longest path length is
51.21 of scenario 5. It can be concluded from the figure that
the optimal path will be longer when facing more moving
obstacles.

VI. CONCLUSION
In this paper, a newmulti-layer Q-learning approach for UAV
path planning problem is proposed. This new algorithm has
two layers of Q-learning. One is lower layer Q-learning,
which collects the information globally. It is used for global
planning. The other one is higher layer Q-learning, which
focuses on the local information. This one is considered
as local planning. The performance of the planned path is
improved by B-spline method for path smoothing. Different
testing scenarios have been carried out to validate the effec-
tiveness of the proposed method when facing different types
of environment.
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