
Received March 5, 2021, accepted April 6, 2021, date of publication April 16, 2021, date of current version April 29, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3073776

Integrated Churn Prediction and Customer
Segmentation Framework for Telco Business
SHULI WU 1, WEI-CHUEN YAU 1, (Member, IEEE),
THIAN-SONG ONG 2, (Senior Member, IEEE),
AND SIEW-CHIN CHONG 2, (Senior Member, IEEE)
1School of Electrical and Computer Engineering, Xiamen University Malaysia, Sepang 43900, Malaysia
2Faculty of Information Science and Technology, Multimedia University, Melaka 75450, Malaysia

Corresponding authors: Wei-Chuen Yau (wcyau@xmu.edu.my) and Thian-Song Ong (tsong@mmu.edu.my)

This work was supported in part by the Xiamen University Malaysia Research Fund under Grant XMUMRF/2019-C4/IECE/0011, and in
part by the Multimedia University Mini Fund under Grant PRJMMUI/180251.

ABSTRACT In the telco industry, attracting new customers is no longer a good strategy since the cost of
retaining existing customers is much lower. Churn management becomes instrumental in the telco industry.
As there is limited study combining churn prediction and customer segmentation, this paper aims to propose
an integrated customer analytics framework for churn management. There are six components in the frame-
work, including data pre-processing, exploratory data analysis (EDA), churn prediction, factor analysis,
customer segmentation, and customer behaviour analytics. This framework integrates churn prediction and
customer segmentation process to provide telco operators with a complete churn analysis to better manage
customer churn. Three datasets are used in the experiments with six machine learning classifiers. First,
the churn status of the customers is predicted using multiple machine learning classifiers. Synthetic Minority
Oversampling Technique (SMOTE) is applied to the training set to deal with the problems with imbalanced
datasets. The 10-fold cross-validation is used to assess the models. Accuracy and F1-score are used for model
evaluation. F1-score is considered to be an important metric to measure the models for imbalanced datasets
since the premise of churn management is to be able to identify customers who will churn. Experimental
analysis indicates that AdaBoost performed the best in Dataset 1, with accuracy of 77.19% and F1-score
of 63.11%. Random Forest performed the best in Dataset 2, with accuracy of 93.6% and F1-score of 77.20%.
Random Forest performed the best in Dataset 3 in terms of accuracy, at 63.09%, whileMulti-layer Perceptron
performed the best in terms of F1-score, at 42.84%. After implementing churn prediction, Bayesian Logistic
Regression is used to conduct the factor analysis and to figure out some important features for churn customer
segmentation. Churn customer segmentation is then carried out using K-means clustering. Customers are
segmented into different groups, which allows marketers and decision makers to adopt retention strategies
more precisely.

INDEX TERMS Telco business, churn prediction, Bayesian analysis, customer segmentation.

I. INTRODUCTION
The advent of 5G technology and the shifting customer
preferences have created a lot of opportunities for telecom-
munication (telco) companies. Such immense business
opportunities have also led to fierce competition in the
telco market, accompanied by a high customer churn rate.
It is pressing for telco operators to come up with effective
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marketing strategies based on extensive customer analytics
to prevent customer turnover and bolster company revenue.

Customer analytics in the telco industry consists of two key
components, namely churn prediction and customer segmen-
tation. As the telco market tends to be saturated, too much
focus on attracting new subscribers is no longer applicable to
the telco industry. The cost of attracting new customers by
investing considerable resources is confirmed to be signifi-
cantly higher than the cost of retaining existing customers [1].
In this context, churn management becomes instrumental in
the telco industry. Churn management includes identifying

62118 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-1553-7965
https://orcid.org/0000-0003-4059-6358
https://orcid.org/0000-0002-5867-9517
https://orcid.org/0000-0003-0421-4367
https://orcid.org/0000-0002-0726-4979


S. Wu et al.: Integrated Churn Prediction and Customer Segmentation Framework for Telco Business

customers who are likely to churn and making relevant rec-
ommendations based on their characteristics. There are two
types of methods for managing customer churn: reactive and
proactive [2]. Most current studies, for example [3], consid-
ered the proactive method to be a better strategy. Operators
are recommended to identify those customers who are about
to churn before they actually churn. Customer churn pre-
diction allows operators to have a period of time to reme-
diate and implement a series of tactical retention measures
before existing customers migrate to other operators. On the
other hand, customer segmentation is an important mean to
perform customer analytics, which targets customers into
several different groups according to different schemes. The
most common segmentation method in the telco industry is
segmentation based on customer value and behaviour [4].
Through effective customer segmentation, telco operators
are able to provide differentiated products and personalised
services and carry out precision marketing based on customer
needs and consumption characteristics in different customer
segments.

To help telco marketers make better decisions, churn pre-
diction is supposed to be combined with customer segmen-
tation. Additionally, telco operators often need more than
just predictions about whether customers will churn. They
also need a more detailed analysis of the factors that may
cause churn as well as the overall probability of customer
churn. Among all the customers who are about to churn,
in practice, telco operators are not supposed to take the same
measures for every single customer. To be more specific, not
all customers are of high-value, telco operators should spend
more retention resources on those high-value customers. And
for some customers who are not very helpful to the company’s
revenue, telco operators do not have to pay toomuch attention
to them.

This paper proposes an integrated customer analytics
framework for churn management in telco industry, aiming
to achieve efficient company resource allocation and improve
customer retention. Specifically, this work provides insights
on customer churn prediction and customer segmentation
while combining Bayesian Analysis to seamlessly connect
these two parts. After predicting whether the customer will
churn, Bayesian Analysis will be used to select important
factors and feed them into customer segmentation, which
makes the segmentation process more effective. And the
characteristics of each cluster will be analysed to provide
recommendations to the operator and lay the foundation for
further countermeasures in the future.

II. LITERATURE REVIEW
A. CHURN PREDICTION
In the telco business, most of the earlier researches related
to churn prediction focused on a few machine learning clas-
sifiers. To make comparisons and get the best predictive
model, [5] performed three experiments on different fea-
ture sets with 7 predication methods, which are Logistic

Regression, Linear Classification, Naïve Bayes, C4.5 Deci-
sion Tree (C4.5), Multilayer Perceptron, Support Vector
Machine (SVM), and Data Mining by Evolutionary Learning
(DMEL). C4.5 and SVM were considered more effective in
their research. DMEL method was found impractical on a
large dataset context. They indicated that different methods
can be used depending on different marketing objectives
since the outputs of them are different. If strategists only
interested in churn rates, SVM or Linear Classification can
be used. If probabilities of churn are required, then Naïve
Bayes, Logistic Regression can be more effective. In the
research of [6], Induja and Eswaramurthy proposed Ker-
nelized Extreme Learning Machine (KELM) algorithm to
predict the customer churn patterns. Their methods achieved
AUC of 83%.

Verbeke et al. [7] also explored different ways on multiple
datasets to predict customer churn, with twenty-one meth-
ods, including Naïve Bayes, Random Forest, Support Vector
Machine, Gradient Boosting, Decision Tree and so on. They
conducted experiments both with and without oversampling
and both with and without input selection. They obtained the
highest AUC of 97.2% on Dataset of Operator in East Asia
with ID O5, using Alternating Decision Tree.

In the research of [8], Logistic Regression and Decision
Tree were used to predict customer churn. Their results
showed that Decision Tree outperformed Logistic Regression
in their datasets. And they obtained the highest accuracy
of 99.67% on their large dataset using Decision Tree. KNN,
Random Forest and XGBoost were used by [9] to predict
customer churn. In their research, XGBoost obtained the
highest accuracy of 79.8% and the highest AUC of 58.2%.

KNN, Naïve Bayes, C4.5, Random Forest, AdaBoost, and
ANN were used by [1] to predict customer turnover. They
used SyntheticMinority Over-sampling Technique (SMOTE)
to balance the instances in their dataset. Different param-
eter combinations of different algorithms were explored to
obtain the most adequate model. In their research, KNN,
C4.5, and Random Forest classifiers performed well in AUC
value. The results also showed that Random Forest ranked
top, at 91.10%. They indicated that older data contained in
the datasets may negatively affect their experimental results.
Naïve Bayes, Random Forest were also used by [10]. Their
results indicated that Random Forest performed better than
Naïve Bayes, with the accuracy of 71.99%.

In the research of [11], they compared the performance of
more than 100 classifiers in the churn prediction problem in
the telecom industry. Their results showed that Regularized
Random Forest obtained the highest accuracy of 73.04% and
Bagging Random Forest outperformed all other classifiers in
terms of AUC, standing at 67.20%.

Idris et al. [12] studied undersampling methods based
on particle swarm optimisation (PSO) with different feature
reduction methods and used random forest and KNN clas-
sifiers. Experimental results showed that the method based
on PSO, mRMR and RF (Chr-PmRF) performed the best in
terms of AUC, at 75.11%.
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In the research of [13], Ahmed and Maheswari adopted
meta-heuristic algorithms to predict the loss of telecom
customers. Their results show that the Firefly algorithm
is suitable while the hybrid Firefly algorithm can provide
effective and faster results. In the research of [14], Vijaya
and Sivasankar used particle swarm optimisation (PSO) and
combined feature selection and simulated annealing (SA)
to predict customer churn. Their method was compared
with traditional machine learning algorithms, and the results
showed that PSO-FSSAperformed the best, with the accuracy
of 94.08% and F1 score of 96.06%.

In the research of [15], Ahmed et al. used deep learning
method and proposed a method called ‘‘TL-DeepE’’, which
first conducted Transfer Learning (TL) by fine-tuning mul-
tiple pre-trained deep convolutional neural networks (CNN).
They converted the telecom dataset into 2D image format.
Then, they used these CNNs as base classifiers, and the
Genetic Programming (GP) and AdaBoost as the meta-
classifier. Their method obtained accuracy of 75.4% and
68.2%, and AUC of 83% and 74%, for the Orange and
Cell2Cell datasets, respectively.

In the research of [16], Amin et al. proposed an intel-
ligent rule-based decision-making method based on rough
set theory. They used four algorithms, which are Exhaus-
tive Algorithm, Genetic Algorithm, Covering Algorithm and
LEM2 Algorithm. Their results showed that the Genetic
Algorithm based on rough set theory is the most effective
method, with accuracy of 98.1% and F1 score of 92.5%.
In the research of [17], Amin et al. proposed a novel method
of customer churn prediction. They divided the dataset into
different regions based on the distance factor and then divide
it into data with higher certainty and data with lower certainty
to predict customer churn. Their results show that the dis-
tance factor has a great relationship with the certainty of the
classifier, and the greater the distance factor, the greater the
accuracy of the classifier.

Due to the possibility of missing historical data, [18] used
cross-company dataset to predict customer churn. In order
to explore the performance of data conversion methods in
cross-company churn prediction, they made extensive com-
parisons and adopted the methods of Naïve Bayes, K-Nearest
Neighbour, Gradient Boosted Tree, Single Rule Induction
and Deep learner Neural net. Experimental results show
that Naïve Bayes achieved the highest AUC values 0.51,
0.51, 0.513 in raw, log, and Box-Cox transformation. In
the research of [19], Amin et al. proposed a just-in-time
churn prediction method. The cross-company dataset was
used for training, and the results show that the heteroge-
neous ensemble-based just-in-time model is more suitable
for predicting customer churn, with accuracy of 77.27% and
F1 score of 71.42%.

Six oversampling methods were explored by [20] for
handling the problems with imbalanced datasets in the
telco industry. These six methods are Adaptive Syn-
thetic Sampling Approach (ADASYN), Couples Top-N
Reverse k-Nearest Neighbour (TRkNN), Immune Centroids

Oversampling Technique (ICOTE), Mega-trend Diffu-
sion Function (MTDF), SMOTE, and Weighted Minority
Oversampling Technique (MWMOTE). They applied these
oversampling methods on 4 public telco datasets to predict
customer churn, with 4 rules-generation algorithms (LEM2,
Covering, Exhaustive, and Genetic algorithms). Their exper-
iments showed that MTDF with the Genetic algorithm per-
formed the best.

B. CUSTOMER SEGMENTATION
Telco customer segmentation was introduced in four schemes
in [4] and they pointed out that different segmentation meth-
ods can be applied to different specific business purposes.
They gave us some insights that combined value segmenta-
tion with behavioural segmentation, the customer base can
be sub-divided by several levels of value and behavioural
clusters. And each of these sub-segments can be further char-
acterised by attributes such as their retention likelihood, their
stickiness, their promotion score, and their average value.

A novel customer segmentation method based on the cus-
tomer life cycle was proposed by [21] to identify high-value
customers more effectively. Customer value was divided into
direct value, including historical value, long-term value, cur-
rent value, and indirect value. The calculation of these five
parts constitutes five models. These five components were
assigned weights by experts and the high-value customers
were identified through ranking.

A customer segmentation method was proposed by [22]
for Jiangsu Changzhou Telco by using K-means clustering
and commercial automated tool KXEN. The customer seg-
mentation was done within small business customers in two
dimensions, namely values and behaviours. Customers are
divided into six groups based on their value and five groups
based on their behaviour, and a crossing matrix was illus-
trated. By analysing the customer characteristics of each seg-
ment, marketing analysts were able to understand customers’
needs and recommend their favourite business or packages.
Practical results showed that this method was successful and
effective in Jiangsu Changzhou Telco.

Namvar et al. [23] also proposed a 2-dimensional seg-
mentation to segment telco users in both behavioural and
beneficial phases using K-means clustering. Usage-based
features were applied to the behavioural segmentation, while
revenue-based features were applied by the beneficial seg-
mentation. Both studies have shown that customer segmen-
tation with a two-dimensional method has better results than
considering all features in one dimension.

C. CHURN PREDICTION AND CUSTOMER SEGMENTATION
Few researches have explored both churn prediction and
customer segmentation. In the research of [24], exploratory
data analysis (EDA) was first done to explore those possible
variables in the database that contributed to customer churn.
Two methods were used to build predictive models. One was
to assess the customer churn behaviours in different ‘value-
loyalty’ segments. First K-means clustering method was used
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to segment the customers into five groups. Then a decision
tree (C5.0) model was built in each cluster to predict customer
churn. In the other method, the entire dataset was used, and
the customer churn was predicted, using Back Propagation
Neural Network (BPN) followed by the Decision Tree. How-
ever, Hung et al. focused only on predicting clients’ churn.
Predictive models can only let operators know which cus-
tomers are leaving without providing effective retention mea-
sures to be proposed to meet the needs of those customers.

To combined churn prediction and customer segmenta-
tion, [25] proposed a framework to predict customer churn
and conduct customer profiling. They first used Random For-
est to predict customer churn. Then, in order to get a deeper
insight of important factors that cause customer churn, factor
identification was conducted using Attribute Selected Clas-
sifier. After that, they extracted all churn data that Random
Forest predict correctly, and conducted a customer profiling
to see similarity of these churn customers. Finally, based on
the results of customer profiling, some retention strategies
and recommendations were proposed.

III. RESEARCH MOTIVATION AND CONTRIBUTIONS
The cost of acquiring new customers is 5 to 10 times higher
than the cost of retaining existing customers [26], and the
churn rate of new customers is often higher than existing cus-
tomers [27]. For telco operators, the adoption of a retention
strategy can obtain greater profits by regaining trust from cus-
tomers who have already enjoyed their services and products.
However, there are more and more telco operators in the same
areas nowadays, and every operator is constantly updating its
own services and products. In this context, telco customers
have toomany choices. As the shifting cost of telco customers
reduces, it is increasingly difficult for telco operators to retain
existing customers. The high service expectations of telco
customers also lead to the high marketing costs of telco oper-
ators. The considerable customer base and daily generated
information lead to rich telco databases. How to make use
of data mining methods to effectively utilise these data and
maintain existing customer resources has become one of the
hot spots in this industry.

Churn management is supposed to be implemented
promptly and effectively. However, a critical problem for
churn prediction is that customers in telco operators will not
easily turnover in a short period of time [28]. Most of them
will choose to stay with their operators and continue to enjoy
the services rather than shift to another operator. This situa-
tion causes the datasets in the telco industry to be imbalanced
and thereby affects a lot when doing churn prediction. It is
interesting to explore some advanced re-sampling methods
and looking for the most suitable metrics to evaluate the
models. In our research, SMOTE is applied to the training
datasets, and different metrics are compared and discussed.

Most researchers only focused on one element of customer
analytics, that is, either churn prediction or customer seg-
mentation. And the majority of current researches applied
segmentation to the whole customer dataset [21], [22] [23].

However, If only churn prediction is conducted, it is not able
to understand the reasons behind it well, since the operator
can only know which customers are likely to churn. If only
customer segmentation is conducted, the operator can only
know the customer characteristics of different clusters, and it
is not able to focus on the churn customer and responds dif-
ferently to clusters with different characteristics. To develop a
more effective retention program and reduce the management
cost, customer segmentation is supposed to be focused on
churn customers only. Therefore, this research aims to fill the
gaps as mentioned above. Combining churn prediction and
customer segmentation, an integrated telco customer analyt-
ics framework for churnmanagement is proposed. In research
of [25], Ullah et al. conducted both churn prediction and
customer segmentation. However, in order to connect them
seamlessly, our proposed framework adds an intermediate
process, that is, the Bayesian Analysis. At present, there
is only very limited research that applying the Bayesian
method to the churn analysis. And so far, there is no research
that combines Bayesian Analysis with churn prediction and
customer segmentation seamlessly. The research on telco
customers cannot be limited to identifying which customers
are more likely to churn. It is more important to find out
the reasons behind customer churn [29]. And the models
are supposed to provide the churn factors for marketers to
better understand the reason behind churn [30]. The Bayesian
Analysis is implemented to conduct the factor analysis in
this research. And by utilising it as an intermediate process,
the key factors contributing to customer churn can be selected
before segmentation to group the customers more effectively.
Particularly, in addition to factor analysis, through Bayesian
Analysis, the overall probability of churning for 3 datasets
can be calculated in the research. In this way, factors that
contribute to the result of churning can be well analysed,
and then different retention strategies can be proposed to
different customer groups, so as to achieve effective churn
management and precision marketing.

IV. INTEGRATED CUSTOMER ANALYTICS FRAMEWORK
In this research, an integrated customer analytics framework
is proposed as shown in Figure 1. First, data cleaning, data
transformation, and data normalisation are carried out in the
pre-processing process. This is followed by the exploratory
data analysis (EDA) step which consists of uni-variate and
bi-variate analysis. The purpose of conducting EDA is to
make sense of the data and help us better understand each
feature before feeding them to machine learning models,
thereby, making the modelling more efficient.

Secondly, six machine learning classifiers are used
to predict customer churn, that is, Logistic Regression,
Decision Tree, Random Forest, Naïve Bayes, AdaBoost,
and Multi-layer Perceptron. Justified from the literature
review [1], [5] [7], these classifiers are common and per-
formed well in different researches of churn prediction, and
therefore, they are used in the research for performance com-
parison purpose. Besides, the oversampling method SMOTE

VOLUME 9, 2021 62121



S. Wu et al.: Integrated Churn Prediction and Customer Segmentation Framework for Telco Business

FIGURE 1. Integrated telco customer analytics framework.

is applied to the training set to improve the performance
of the classifier. For each sample x in the minority class,
SMOTE first utilises the Euclidean distance to calculate its
distance to all samples in the minority class in the sample
space, and then its k-Nearest Neighbour samples are obtained.
The default value of k is 5. For each randomly selected
neighbour x̃, a new sample is constructed using (1), where
x stands for the original sample, x̃ represents the neigh-
bour sample and xnew is the synthetic sample. Variants of
SMOTE, such as SMOTE-ENN and SMOTE Tomek, have
an additional cleaning mechanism, which clean up over-
lapping synthetic samples that are difficult to distinguish
from majority class samples. And also some of other hybrid
sampling methods mentioned in [20] outweighed SMOTE in
their research. However, different methods behave differently
in different datasets. In our research, we mainly focus on
SMOTE and its variants, and among them SMOTE performs
the best in our datasets. Thus, SMOTE is selected as to
balance the instances of two classes.

xnew = x + random(0, 1)× (̃x − x) (1)

Thirdly, factor analysis is conducted using Bayesian Logis-
tic Regression to figure out some important factors behind the
churning. This process is called Bayesian Logistic Regression
modelling, which is used to prepare useful features for more
precise customer segmentation. The customer segmentation
is conducted only on the churn data, since the goal of this
research is to perform churn management. K-means cluster-
ing is a popular method for segmentation, so it is used in this
research to segment the churn customers. The characteristics
of each cluster can then be obtained.

Finally, based on the results of churn prediction and cus-
tomer segmentation, customer behaviour analytics are con-
ducted. The uncertainty of churn is visualised. Different
machine learning classifiers are compared. And the charac-
teristics of each churn segment are summarised, which can be
useful for marketers or strategists to come up with different
retention measures on different segments.

This paper utilises Bayesian Analysis as the intermediate
process to connect churn prediction and customer segmen-
tation seamlessly. After performing the churn prediction,
Bayesian Logistic Regression is used to conduct the factor
analysis, aiming to find the reason behind churn, and provide
some important factors for churn customer segmentation.
Other than traditional probability theory, Bayesian believes
that probability is a subjective concept of individuals, indi-
cating how much individuals believe in the occurrence of
something. Bayesian Analysis refers to a process of obtain-
ing the probability of an event by accumulating evidence.
It points out that when predicting something, the first thing is
to infer a prior probability based on existing experience and
knowledge, and then adjust this probability as new evidence
accumulates. Bayesian Logistic Regression combines the
Bayesian theorem with Logistic Regression model. Bayesian
methods use probability to quantify the uncertainty [31].
To conduct Bayesian Analysis, custom priors are chosen
first. Normal distribution with mean and standard deviation
is defined for prior distribution for each parameter θ . Then,
different parameters are drawn from the prior distribution and
put into the logistic regressionmodel to obtain simulated data,
which are compared with actual data. And those parameters
result in inconsistent data with actual data are filtered away.
Finally, the posterior can be obtained [32], [33] [34]. In the
posterior probability distribution, the parameters with the
highest frequency can be observed, and at the same time
the uncertainty can be expressed as a probability. The pos-
terior probability can be expressed as (2).

P(θ |D) =
P(θ ) · P(D|θ )∑
P(θ ) · P(D|θ )

(2)

After themodelling, the probability of churn can be visualised
for each attribute, in order to find the reason behind churning.
The most important factors that contribute to churning are
selected by odds ratio for further segmenting the churn cus-
tomers into different groups. The characteristics of each clus-
ter are analysed and the recommendations are made for the
operator to better manage the churn customers. And based on
the result of Bayesian Analysis and customer segmentation,
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the overall probability of each cluster are calculated using
(3), where n is the number of customers in a cluster, and z is
the linear combination of a series of features represented by
(4). Here x0 represents the offset, x0, · · · , xm represents each
feature of customers, and w0, · · · ,wm represents the weight
of each feature.

P =
g(z)

n
=

1

1+ e−z

n
(3)

z = x0 + w1x1 + w2x2 + . . .+ wmxm (4)

V. EXPERIMENTAL RESULT ANALYSIS
A. SETUP
This experiment is carried out using Jupyter Notebook with
Python 3 on a 2.7 GHz Intel Core i5 processor, RAM 8GB.
The features and the corresponding data formats and descrip-
tions are shown in following tables.

Three datasets are used for experiments. Dataset 1 is a
sample dataset from IBM used to predict customer churn
status to develop customer retention programs [35]. Dataset 2
was released from the latest Kaggle telco customer churn
prediction competition 2020 [36]. Only the train document
is used for Dataset 2, since the test document does not
contain the churn label of customers. Dataset 3 is called
Cell2Cell provided by Teradata centre for customer rela-
tionship management at Duke University [37]. The fea-
tures without pre-processing for three datasets are shown
in Table 1-4.

The number of samples in each experiment for three
datasets are shown in Table 5. The hyper-parameters are
tuned for all experiments. And Table 6 shows the opti-
mal hyper-parameters obtained from empirical experiments,
while other hyper-parameters are set to default values.

B. PERFORMANCE METRICS
Cross-validation is used to assess the performance of mod-
els, which groups the original data into different parts. The
training set is used to train the model and the test set is
used to evaluate the performance of models. Cross-validation
is beneficial to obtain a reliable and stable model since the
out-of-sample data are validated as well. In this research,
10-fold cross-validation is used. The dataset is divided into
10 segments, and 9 of them are used as training data, and the
remaining 1 segment is used as a test set. Each test will give
the corresponding performance. And the overall performance
is the average of all tests.

Accuracy, Precision, Recall, F1-score and AUC are mea-
sured to assess the performance of models. Accuracy refers to
the ratio of the number of samples that the model predicts cor-
rectly to the total number of samples. Precision indicates the
ratio of truly positive samples among the samples predicted
to be positive. Recall represents how many positive examples
in the actual sample are predicted correctly, while specificity
represents how many negative examples in the actual sample
are predicted correctly. Expanding on the basis of these four

TABLE 1. Features in Dataset 1 without pre-processing.

metrics, F1-score is generated. It combines the results of
Precision and Recall. The equations are shown as (5)-(8),
where TP (True Positive) indicates that the sample is actually
a positive sample and is predicted to be a positive sample.
FN (False Negative) indicates that the sample is actually
a positive sample and is predicted to be a negative sample.
FP (False Positive) indicates that the sample is actually a
negative sample and is predicted to be a positive sample.
TN (True Negative) indicates that the sample is actually a
negative sample and is predicted to be a negative sample.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)
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TABLE 2. Features in Dataset 2 without pre-processing.

Precision =
TP

TP+ FP
(6)

Recall =
TP

TP+ FN
(7)

F1− score =
2 · Recall · Precision

Recall + Precision
(8)

The ROC curve of the models can be drawn by calculating
the values of the False Positive Rate (FPR) and True Positive
Rate (TPR) of the classification model and taking them as the
horizontal and vertical axes, respectively. FPR and TPR are
calculated as (9)-(10). Area Under the Curve (AUC) is the
area under the ROC curve. Similarly, a larger value of AUC
is better.

FPR =
FP

FP+ TN
(9)

TPR =
TP

TP+ FN
(10)

C. RESULTS OF DATASET 1
There is a total of 19 features in Dataset 1 used for churn
prediction as shown in Table 7.

1) RESULTS WITHOUT SMOTE
It is observed from Table 8 that Logistic Regression got the
highest accuracy at 80.19%. Random Forest outweighs other
classifiers in precision with 66.10%. Naïve Bayes got the
highest recall, and F1-score which is 73.51%, and 61.12%,

TABLE 3. Features in Dataset 3 without pre-processing.

62124 VOLUME 9, 2021



S. Wu et al.: Integrated Churn Prediction and Customer Segmentation Framework for Telco Business

TABLE 4. Features in Dataset 3 without pre-processing (Continued).

TABLE 5. Dataset configuration.

respectively. It is noticable that the recall value is not very
good, which means that it is not able to find many cus-
tomers who actually churn, leading to the churn management

FIGURE 2. ROC curves for Dataset 1 without SMOTE.

ineffective. The ROC curves are shown in Figure 2. It can
be observed that the curves of Logistic Regression and
AdaBoost are close to each other. They achieved the similar
performance in terms of AUC, while AdaBoost performed
slightly better, with 84.51%.

2) RESULTS WITH SMOTE FOR DATASET 1
It is found from Table 9 that generally after oversampling,
the recall, F1-score and AUC are improved. Logistic Regres-
sion obtains the highest recall, with 78.76%. AdaBoost
obtains the highest accuracy, precision, and F1-score, with
77.19%, 55.44%, and 63.11%, respectively. This time, more
customers who actually turnover are identified, which is
considered better in churn management, compared to pre-
vious results without SMOTE. The ROC curves are shown
in Figure 3. Similarly, the curves of Logistic Regression and
AdaBoost are found close to each other, while AdaBoost
performed slightly better as well, with AUC of 84.52%.

FIGURE 3. ROC curves for Dataset 1 with SMOTE.

The best results are compared with previous works
of [9], [17] using the same telco operator, as shown
in Figure 4. Our method shows good performance in terms
of accuracy and F1-score.
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TABLE 6. Hyper-parameters configurations for all experiments.

TABLE 7. Features of Dataset 1 for churn prediction.

TABLE 8. Results without SMOTE for Dataset 1.

TABLE 9. Results with SMOTE for Dataset 1.

D. RESULTS OF DATASET 2
There is a total of 18 features in Dataset 2 used for churn
prediction as shown in Table 10.

FIGURE 4. Comparisons for Dataset 1.

TABLE 10. Features of Dataset 2 for churn prediction.

TABLE 11. Results without SMOTE for Dataset 2.

1) RESULTS WITHOUT SMOTE
It is observed from Table 11 that Random Forest out-
performed all other classifiers in terms of accuracy and
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FIGURE 5. ROC curves for Dataset 2 without SMOTE.

precision, which are 95.34% and 91.71%, respectively.While
Multi-layer Perceptron got the highest recall and f1-score,
at 73.16% and 80.51%, respectively. The ROC curves are
shown in Figure 5. It is found that the curves of Random
Forest and Multi-layer Perceptron are both close to left upper
corner, with some intersections. However, Random Forest
performed the best for Dataset 2 without SMOTE, with AUC
of 91.34%.

TABLE 12. Results with SMOTE for Dataset 2.

2) RESULTS WITH SMOTE
Random Forest performed the best in all metrics with accu-
racy of 93.60%, precision of 74.63%, recall of 80.71%, and
F1-score of 77.20%, as shown in Table 12. The ROC curves
are shown in Figure 6. It can be observed that Random Forest
and Decision Tree perform better in term of accuracy, while
Random Forest obtained the highest AUC of 91.40%.

Particularly, it is obvious that the accuracy drops as com-
pared with previous model without SMOTE, but this does not
mean that the model is worse. On the contrary, this model is
more practical. It is observed that its recall value and AUC
are improved.

At the same time, some useful insights can be obtained
from these results. In the extremely imbalanced test set, accu-
racy should not be considered as the best suitable metric for
comparison. The research of [38] indicated that in an imbal-
anced dataset, the selection of metrics must also consider
the preferences of the user. If all samples are classified as

FIGURE 6. ROC curves for Dataset 2 with SMOTE.

majority class, accuracy may be significantly higher. How-
ever, when the minority class is of more interest, the result of
this kind of higher accuracy is worthless. For example, if a
classifier predicts all samples into non-churn groups, and it
still gets 85% accuracy. In practice, it does not identify any
single customer who is about to leave, which is contrary to the
purpose since the goal of this research is to retain customers
and develop an effective churn management program.

FIGURE 7. Comparisons for Dataset 2.

The best results are also compared with previous works
using the same telco operator [13], [14], as shown in Figure 7.
It is found that our model shows outstanding accuracy.

E. RESULTS OF DATASET 3
Since there are too many attributes in Dataset 3, chi-square
test is first conducted to reduce the dimensionality of the
dataset. There is a total of 20 attributes selected for churn
prediction. The features with corresponding scores tested by
chi-square are shown in Table 13.

1) RESULTS WITHOUT SMOTE
It can be found from Table 14 that Logistic Regression per-
formed the best in accuracy, at 71.05%, while Naïve Bayes
obtained the highest recall and F1-score, with 16.16% and
21.39%, respectively. AdaBoost got the highest precision
of 57.46%. The ROC curves are shown in Figure 8. It is
observed that the curve of AdaBoost is closer to the upper
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TABLE 13. Features with Chi2 score of Dataset 3 for churn prediction.

TABLE 14. Results without SMOTE for Dataset 3.

FIGURE 8. ROC curves for Dataset 3 without SMOTE.

left corner, and thus, it performed the best with the highest
AUC of 60.31%.

From the results, we can also deduce that, without SMOTE,
though Logistic Regression got higher accuracy than other
classifiers, the recall and F1-score are much lower. This
means Logistic Regression wrongly classify a lot of churn
samples to non-churn samples, which may be caused by the
insufficient learning of churn characteristics in the training
process.

2) RESULTS WITH SMOTE
From Table 15, it is observed that Random Forest got the
highest accuracy of 63.09% and AdaBoost obtained the high-
est precision of 36.53%. Logistic Regression performed the
best in recall, standing at 53.67%. Multi-layer Perceptron

TABLE 15. Results with SMOTE for Dataset 3.

FIGURE 9. ROC curves for Dataset 3 with SMOTE.

achieved the highest F1-score of 42.84%. The ROC curves
are shown in Figure 9. It is observed that the curves of
Logistic Regression and Multi-layer Perceptron are close,
while Logistic Regression got higher AUC of 58.66%.

The results are not as good as the previous 2 datasets
due to the nature of dataset. Dataset 3 contains too many
attributes which makes the feature selection process much
more complicated. The data in Dataset 3 is much noisier than
Dataset 1 and Dataset 2, which makes the data pre-processing
much more difficult. Different pre-processing combinations
will be further explored in the future to obtain better results.

FIGURE 10. Comparisons for Dataset 3.

The best results are also compared with previous works
using the same telco operator [10], [15], as shown
in Figure 10. It is found that the accuracy of our model is
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similar to other studies, but in comparison, our F1-score is
much higher. This suggests that our model can figure out
more churn customers, which is more important in the context
of churn management. Note that F1-score is not provided
in [15] and therefore it is not plotted in Figure 10.

FIGURE 11. Elbow criteria for Dataset 1.

FIGURE 12. Silhouette coefficient for Dataset 1.

VI. BAYESIAN ANALYSIS AND SEGMENTATION
Before segmentation, factor analysis was carried out to better
understand the impact of each factor on churning, using
Bayesian Logistic Regression. Churn customer segmentation
is conducted to further analyse the customers and provide dif-
ferent groups of customers characteristics for telco marketers
to propose retention strategies. For the Dataset 1, the opti-
mal value of K is found to be 3 using the elbow method.
Figure 11-12 shows the highest silhouette score when K= 2.
However, the corresponding SSE value when K= 2 in elbow
method is higher as compared to K= 3. When looking at the
silhouette coefficient, it is also observed that the silhouette
score at K= 3 is just slightly smaller than the score at K= 2.
Therefore, the optimal value of K for Dataset 1 to be selected
is 3. Dataset 2 and Dataset 3 have similar patterns as shown
in Figure 13-16, and thus, the optimal K for Dataset 2 and
Dataset 3 are also considered as 3.

FIGURE 13. Elbow criteria for Dataset 2.

FIGURE 14. Silhouette coefficient for Dataset 2.

FIGURE 15. Elbow criteria for Dataset 3.

A. RESULTS OF DATASET 1
Based on Bayesian Logistic Regression modelling, how a
feature of a person affects his or her turnover can be explored.
Different operators may focus on different feature factors.
In this research, we show how the contract factor affect
one’s churn as example. From Figure 17, it can be observed
that customers with short period contract and high monthly
charges have higher risks to churn. The probability to churn

VOLUME 9, 2021 62129



S. Wu et al.: Integrated Churn Prediction and Customer Segmentation Framework for Telco Business

FIGURE 16. Silhouette coefficient for Dataset 3.

FIGURE 17. Probability of churn (contract and monthly charges) for
Dataset 1.

is more than around 80%. This group of customers should be
focused more on by operator to see whether they are using
packages that are not suitable for them.

Odds ratios are used to measure the relative odds of the
occurrence of the outcome, given a factor of interest [39].
In our case, we want to compare the enrichment of different
features to churn. Based on the results, the odds ratio is used
to determine whether a particular attribute is a risk factor
or protective factor for a particular class (churn/non-churn)
and the magnitude of percentage effect is used to compare
the various risk factors for that class. The positive percentage
effect means that the factor is positively correlated with churn
and vice versa. If the effect is positive, the greater the factor,
the likely that the customer will churn. And these factors are
considered as risk factors. While if the effect is negative,
the greater the factor, the greater the possibility that the
customer will not churn (i.e., the less likely the customer will
churn). These factors are considered as protective factors. The
odds ratio and percentage effect of each feature are estimated
as (11)-(12), where θ is the value of weight of each feature in
Logistic Regression model.

OddsRatio = eθ (11)

TABLE 16. Odds ratio and percentage effect of each feature for Dataset 1.

Effect(%) = 100 · (OddsRatio− 1) (12)

The odds ratio and percentage effect of each feature are
calculated as shown in Table 16. Gender, partner, streaming
TV, and streaming movies are found to have little impact on
churn. Therefore, they are excluded when doing the customer
segmentation. It is observed that dependents, phone service,
online security, online backup, device protection, technical
support, contracts, and tenure are protective factors to churn.
It can be seen that for every additional unit, monthly charges
and total charges are very risky to churn.

TABLE 17. Features of Dataset 1 for segmentation.

The features selected for segmentation are shown
in Table 17.Then, customers are divided into 3 clusters by
K-means clustering. From Table 18, it is found that Cluster 1
has 220 samples, with ratio 11.77%. Cluster 2 has the largest
number of samples (1259), with ratio 67.36%. Cluster 3 has
390 samples, with ratio 20.87%.

TABLE 18. Number of samples in each cluster for Dataset 1.

The summary of clustering is shown in Table 19. The
character H means that, among 3 clusters, this cluster has
most customers have the specific attribute. Similarly, Lmeans
this cluster has less customers have the specific attribute.
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TABLE 19. Summary of clusters for Dataset 1.

M is the middle group. For senior citizen and dependents,
H represents that the more customers in this cluster are
found senior citizens, or have dependents among 3 clusters.
For service-related features, H represents more customers in
this cluster have signed up this service among 3 clusters.
For paperless billing, payment methods, H means more cus-
tomers in this cluster prefer these methods among 3 clusters.
For contract and tenure, H means longer period. Bill amount
includes monthly charges and total charges. And H stands for
group with the highest amount.

The characteristics of 3 clusters for Dataset 1 are con-
cluded. Most customers in this Cluster 1 have great demands
for services. Among the customers who have subscribed to
extended services, this cluster accounts for the largest propor-
tion. For internet service, this cluster prefers fiber optic. Fiber
optic is much faster and more expensive. Among churn cus-
tomers, this cluster has more customers that prefer automatic
payment methods. This cluster like a longer contract and they
have stayed a long period with this telco company. They also
spend more money and have contributed a lot to company
revenue, but they still turnover. This cluster should be paid
more attention on, since they seem to have high loyalty and
contribution to the operator. The reason behind their churn
needs to be further figured out.

The customers in Cluster 2 are relatively young and few
of them have dependents. They occupy a relatively small
proportion for basic services. For internet service, this cluster
prefers DSL. DSL is a relatively economical and low-speed
package. And the demands for additional services in this
cluster are very low. However, compared to other clusters,
this cluster has more customers not using paperless billing.
They hardly use automatic payment methods. They have
been stayed with this operator for a short time, and their
contracts are short periods. This cluster has a low contribution
to company revenue since the bill amount is low. Theymay be
new customers who just join the operator and tend to choose
more economical packages.

More senior citizens are assigned to Cluster 3. This cluster
has also large demands for basic services, but the demand
for extended services is not very high. Same as customers

in Cluster 1, they generally prefer fiber optics for internet
services. They like paperless billing very much. Some of
them use the automatic payment methods. This cluster signed
shorter contracts and has shorter tenure, compared to Clus-
ter 1. They have not contributed a lot to the company yet,
since their tenure is not very long. This cluster is considered
as a middle cluster between Cluster 1 and Cluster 2, in terms
of services demands.

FIGURE 18. Probability of churn (international plan and number of
customer service calls) for Dataset 2.

B. RESULTS OF DATASET 2
For Dataset 2, we show how the international plan and cus-
tomer service calls affect one’s churn as example. The prob-
ability to churn in customer groups with international plan
and customer groups without international plan is illustrated
in Figure 18. It is observed that, as customer service calls
increase, the churn risk of customers increases. Customers
who subscribe to the international plan are more likely to
turnover than those who do not. Customers who have made
many customer service calls and signed international plans
can reach a 20% probability of churn.

TABLE 20. Odds ratio and percentage effect of each feature for Dataset 2.

The odds ratio and percentage effect of each feature are
shown in Table 20. It is observed that account length, area

VOLUME 9, 2021 62131



S. Wu et al.: Integrated Churn Prediction and Customer Segmentation Framework for Telco Business

code, and total day calls have little impact on churn in this
dataset. Therefore, they are excluded when doing the cus-
tomer segmentation. Total evening calls, total night calls, and
international calls are protective factors to churn. It can be
seen that for every additional unit, total day minutes, total day
charges, and number customer service calls are very risky to
churn.

TABLE 21. Features of Dataset 2 for segmentation.

TABLE 22. Number of samples in each cluster for Dataset 2.

The features selected for segmentation are shown
in Table 21. Customers are divided into 3 clusters by K-means
clustering. From Table 22, it is observed that Cluster 1 has the
largest number of samples (233), with the ratio of 42.83%.
Cluster 2 has 161 samples, with the ratio of 29.60%. And
Cluster 3 has 150 samples, with the ratio of 27.57%.

TABLE 23. Summary of clustering for Dataset 2.

The summary of clustering is also shown in Table 23. For
service-related features, H represents more customers in this
cluster have signed up this service among 3 clusters. For
number of messages and calls, H stands for more number. For
minutes, H means longer duration. And for charges, H means
the customers spend more money.

The characteristics of 3 clusters for Dataset 2 are con-
cluded. Customers in Cluster 1 have higher demands for
services. Many customers in this cluster have subscribed to
the international plan, but their average international charge
is not much different from the other two clusters. The operator
needs to investigate whether these customerswho have signed
up for the plan really need this paid plan. This cluster does not

contribute much to the operator’s revenue. They call customer
service more frequently and may turnover because they are
not satisfied with customer service feedback. They may be
suitable for being issued some economic packages.

Cluster 2 is a middle cluster between Cluster 1 and Clus-
ter 3, in terms of service demands and charges. The customers
of this cluster do not have much demand for services. They
also spend the least total international charges. In particular,
it can be observed that the customers of this cluster have few
evening calls, but there are the longest total call minutes and
the highest total call charges. The operator can provide them
with special evening packages and give call minutes discounts
at this specific time, according to their call duration.

Cluster 3 has little demand for services. They make more
domestic calls and international calls, but because of the
shorter duration, they do not spend the most money. The
characteristics of their phone calls are that calls seem to be
frequent and short. Customer service calls are rarely made in
this cluster. The operator can give certain discounts based on
their call minutes characteristics. For example, the customers
can be issued a 24-hour package, so that they can make
unlimited calls at a fixed rate within 24 hours.

FIGURE 19. Probability of churn (credit rating and current equipment
days) for Dataset 3.

C. RESULTS OF DATASET 3
For Dataset 3, we show how the credit rating and the days
of current equipment affect one’s churn. The probability to
churn in customer groups with the highest, medium and low-
est credit rating is illustrated in Figure 19. It is observed that
as the days of current equipment increases, the probability
of churn will increase linearly. It is interesting to find that
customers with higher credit rating are more likely to churn,
compared to those with lower credit rating. For the highest
credit rating group, when the customers have been using the
current equipment for a long time, the probability of churn
may reach more than 60%, which means they are risky to
turnover.

The odds ratio and percentage effect of each feature are
shown in Table 24. It is observed that buy via mail order,
home ownership, peak calls in out, and age have little impact
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TABLE 24. Odds ratio and percentage effect of each feature for Dataset 3.

on churn in this dataset. Therefore, they are excluded when
doing the customer segmentation. Retention offers accepted,
credit rating, handset web capable, responds to mail offers,
monthly minutes, handset models, off peak calls in out, and
total recurring charge are protective factors to churn. On the
other hand, it can be seen that for every additional unit,
retention calls, and current equipment days are very risky to
churn.

TABLE 25. Features of Dataset 3 for segmentation.

TABLE 26. Number of samples in each cluster for Dataset 3.

The features selected for segmentation are shown
in Table 25. Customers are divided into 3 clusters by K-means
clustering. From Table 26, it is observed that Cluster 1 has
the largest number of samples (9424), with ratio 64.06%.
Cluster 2 has 4276 samples, with ratio 29.07%. Cluster 3 has
1011 samples, with ratio 6.87%.

The summary of clustering is shown in Table 27. For call
behaviours, H stands for more number of calls, longer call
duration, and higher charges. For boolean attributes such as
made call to retention team, handset refurbished, handset
web capable, and responds to mail offers, H means more
customers in this cluster are true with the specific attribute.

TABLE 27. Summary of clustering for Dataset 3.

Handsets and handset models are two attributes describing
the issued handsets and models of customers, the values show
the issued handsets and models of the highest frequency.
Particularly, for credit rating, H represents that this cluster
has the overall highest credit rating.

The characteristics of 3 clusters for Dataset 3 are con-
cluded. The age of first member of household in Cluster
1 are relatively older than the other 2 groups. This cluster is
not very into the retention campaign. They hardly accepted
the retention offers, so maybe these offers are not attractive
enough. They have been with current equipment for long
time. There are more customers’ handsets, in this cluster,
are not web capable, which means they do not have internet
service. They do not call often, and also they spend very
little money. They also have overall the highest credit rating
among these 3 clusters. They may be customers who do not
use current mobile phones frequently, so they need some
relatively simple packages with lower charges.

Cluster 2 is a middle group between Cluster 1 and Clus-
ter 3, in terms of call behaviours. Customer in this cluster
are much younger than Cluster 1. The overall credit rating of
this cluster is High. They do not seem to be very interested
in the retention campaign. They have contributed some to
operator revenue, however, since their monthly minutes are
not as high as Cluster 1, this cluster is not as valuable as Clus-
ter 1. Operators may be able to launch some cost-effective
packages to attract and retain the customers of this cluster,
in a non-disturbing way such as text messages.

Cluster 3 engages more actively in the retention campaign.
Customers in this cluster are younger. They have been with
the current equipment for a shorter period and this cluster
has more customers refurbished their handsets than the other
2 groups. They have overall lowest credit rating. They need
internet service since more customers’ handsets are web
capable. This cluster also makes calls more frequently and
has the longest call duration. They spend much money and
have contributed to the operator a lot, so they are considered
high-value customers. They use the service of the operator
frequently, so theymay be dissatisfiedwith some services and
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cause their churn. The operator may need to make some calls
back to the customers in this cluster.

VII. GENERAL FINDINGS AND DISCUSSION
For churn prediction, it can be seen from the experiments
that the performance of the neural network learning model
based on Multi-layer Perceptron is not outstanding, and the
computational time of the model is much longer as shown
in Figure 20. Neural network models are often effective
for processing large volume data, but both Dataset 1 and
Dataset 2 in our case have only thousands of records. The
advantages of neural network model have not been observed.
Thus, it is more practical and time-saving to use conventional
machine learning models.

FIGURE 20. Computational time (s) for 3 Datasets.

Besides, It can be found though experiments that SMOTE
does not improve the accuracy of prediction, however, this
does not mean that SMOTE ineffective. The user preferences
need to be considered to select a reasonable metric. The goal
of this research is to identify customers with high risk to churn
and give the operator more time to respond to it. The classifier
with high accuracy may just identify few customers who are
about to churn. After applying SMOTE, though the accuracy
might drop, the models have successfully identified more
customers who are about to leave, which is the goal of churn
management. If a classifier did not master the characteristics
of churn customers well during the learning process, then
it cannot identify the churn customers correctly. Therefore,
it is necessary to implement re-sampling methods to the
imbalanced training set. SMOTE greatly improves the value
of Recall, which means the models with SMOTE can identify
more customers that are about to churn.

Regarding to the metric selection, particularly, in the con-
fusion matrix, FN should be paid more attention since it
reflects howmany churn customers are failed to be identified.
Precision, Recall, F1-Score are more suitable to evaluate our
models. Precision represents how many of the customers that
are predicted to churn are the ones that will really churn.
Recall measures how many customers are identified from
the customer base that actually churn. Recall is a relatively
important metric, and operators should minimise the risk
of missed determination. In other words, operators would
rather adopt a retention strategy for customers who are not

actually churn, rather than neglect customers who are about
to churn. However, if the Recall is increased to 100%, there
is a possibility that the classifier will classify all customers
as churn customers, and the operator will apply retention
strategies to all customers. In this case, not any churn cus-
tomers will be missed, but the cost of management for the
operator will increase greatly, making churn management
ineffective. There is always a trade-off. F1-score, as a com-
prehensive metric, can be used to evaluate the performance
of the classifier.

To prevent the bias of comparing the different classifiers
before and after SMOTE, the statistical test is done. T-test
is done for each classifier, in terms of F1-score. The null
hypothesis (H0) is as (13), and the alternative hypothesis (H1)
as (14), where perf is the performance of a classifier.

H0 : perf (ClassifierA) = perf (ClassifierB) (13)

H1 : perf (ClassifierA) 6= perf (ClassifierB) (14)

If the p-value is less than 0.05, then the null hypothesis can
be rejected, at 95% confidence level, indicating there is a
significant difference of the performance between two classi-
fiers. The results are shown in Table 28. It can be found that
most of the classifiers result in low p-values, suggesting there
are significant differences. For Dataset 1, Random Forest
got the lowest p-value, at 7.55E-06. For Dataset 2, Logistic
Regression obtained the lowest p-value of 5.95E-10. And
for Dataset 3, AdaBoost got the lowest p-value, standing at
7.36E-14. For the average p-value, Multi-layer Perceptron is
the lowest, indicating the most obvious difference in perfor-
mance with and without SMOTE.

TABLE 28. P-values obtained from T-test.

Since the operators may need more information on the
overall probability of churning for the segmented clusters,
the overall probability of churning for 3 datasets are cal-
culated based on the Bayesian Logistic Regression model,
as shown in Figure 21. For Dataset 1, among all churn cus-
tomers, Cluster 3 obtained the highest overall probability of
churning at 33.45%, indicating that customers who have simi-
lar characteristics with Cluster 3 will be more likely to churn.
As mentioned in Section VI-A, Cluster 3 in Dataset 1 has
large demand for basic services and has contributed to oper-
ators. The reason for their churn is probably because they
did not receive satisfactory service. For Dataset 2, Cluster 2
has the highest overall probability of churning, standing at
25.26%. Cluster 2 may require a more suitable package due
to their calls behaviour. For Dataset 3, Cluster 1 is more
likely to churn in general, with 32.46%. Customers in Clus-
ter 1 are relatively inactive users and use very less operator
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FIGURE 21. Overall probability of churning for 3 Datasets (%).

services. They have the highest credit rating but still churn.
The operator needs to further explore the reasons behind
the churning for different clusters with different customer
behaviour. In this way, the operator can gain experience by
analysing the customers who have already churn, so as to
prevent more customers from churning in the future.

VIII. CONCLUSION
Since customers in the telco market always tend to be
saturated, it is more beneficial for operators to propose
retention strategies for customers who are about to leave.
In this research, an integrated customer analytics framework
is proposed. For Dataset 1, our model achieves the highest
F1-score at 63.11% and the highest AUC value at 84.52%,
using AdaBoost. For Dataset 2, our model achieves the
highest F1-score at 77.20% and the highest AUC value at
91.40%, using Random Forest. For Dataset 3, our model
achieves the highest F1-score at 42.84% and the highest AUC
value at 58.66%, using Multi-layer Perceptron and Logis-
tic Regression, respectively. Additionally, the importance of
using SMOTE to deal with imbalanced datasets and better
model evaluation metrics are also discussed.

Through the results of Bayesian Analysis, some features
that are not important to churn are dropped for churn cus-
tomer to achieve precise segmentation. Besides, the Elbow
Criterion method and the Silhouette Coefficient method
are used to determine the best K. The churn customers in
Dataset 1, Dataset 2 and Dataset 3 are segmented into three
groups, using K-means clustering. Furthermore, each seg-
ment is summarised and provided a cluster description for
the marketers and strategists to better understand different
groups of customers. The overall probabilities of churning
are calculated for each cluster of the 3 datasets. Cluster 3 in
Dataset 1 has the highest overall probability of churning, with
33.45%. Customers in Cluster 2 of Dataset 2 are more likely
to churn, standing at 25.26%. Cluster 1 in Dataset 3 has higher
overall probability of churning, at 32.46%.

This research contributes to the existing literature from
three aspects. First, only a few of the existing literature con-
siders both churn prediction and customer segmentation in
the telco industry. This research fills this gap by proposing
an integrated customer analytics framework to seamlessly

connect these two components. Second, only limited research
involves Bayesian Analysis. This research adopts it for con-
ducting factor analysis, enabling it acts as an intermediary
linking churn prediction to customer segmentation. Third,
this research provides operators with the overall probability
of churning of each cluster, allowing them to better under-
stand the churning situation of each cluster.

In the future, other oversampling and undersampling meth-
ods to deal with the imbalanced datasets can be further
explored. In particular, some oversampling methods includ-
ing the variants of SMOTE will be studied. Besides, in order
to improve the accuracy of prediction, ROC analysis can be
further investigated to select a more reasonable threshold for
churn prediction. The hyper-parameter tuning using Bayesian
optimisation will also be studied to make the models with
SMOTE more accurate.
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