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ABSTRACT When using code similarity detection to uncover code plagiarism and collusion, the marker
needs to determine whether any detected similarities might be the result of coincidence. But understanding
the similarities can be difficult and might be prone to human error, because few tools facilitate the
investigation process, and if they do, the similarities are not explicitly explained in human language. This
paper presents STRANGE, an investigation module that exclusively explains code similarities in natural
language (English and Indonesian). For the purpose of reusability, STRANGE can be embedded in JPlag
and other code similarity detection tools. It can also act as a standalone tool for measuring source code
similarity. Our evaluation shows that STRANGE is more helpful than JPlag in the investigation process
since it explains the similarities in natural language. Further, its effectiveness is comparable to that of JPlag
but higher on trivial disguises of the sort that novice students will tend to apply when disguising copied code.

INDEX TERMS Code similarity detection, collusion, computing education, natural language explanation,
plagiarism, programming.

I. INTRODUCTION
Source code plagiarism and collusion are two forms of aca-
demic dishonesty in computing education [1]. They both
involve reusing source code without adequate acknowledg-
ment to all of the contributors [2], [3], but they differ in the
awareness of the contributors: plagiarism is typically copying
from people who are unaware that the copying is taking place,
whereas with collusion, all of the contributors are generally
aware of the copying.

Many strategies have been developed to deal with aca-
demic dishonesty [4]. In the context of source code plagiarism
and collusion, it is common to educate the students about
academic integrity, penalizing them only if misconduct sub-
sequently occurs. At the beginning of the course, the stu-
dents are taught about academic integrity in programming
[5]. Afterwards, for each assessment, the similarity of the
students’ programs will be measured; all students whose
programs are deemed inappropriately similar upon manual
investigation will be penalized. Since it can be demanding to
check all possible program pairs, the similarity measurement
is often performed with the help of an automated similarity
detection tool such as JPlag [6] or MOSS [7].
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In using a code similarity detection tool for academic
purposes, Mis̆ić et al. [8] suggest four steps to be followed,
adapted from Culwin and Lancaster’s work in text similarity
detection [9]. Code collection, gathering all students’ pro-
grams for a particular assessment, can be automated with an
assessment submission system (e.g., BOSS [10]). Similarity
detection pairs the students’ programs and calculates the
degree of similarity of each pair using the detection tool. Sim-
ilarity confirmation, performed manually by the instructors,
checks whether the resulting similarities reflect the human
perception of similarity. Plagiarism (or collusion) investiga-
tion is where the instructors examine each program pair that
demonstrates high similarity to determine if the similarity
constitutes plagiarism or collusion.

Mis̆ić et al.’s last step [8] is the one that involves a ‘burden
of proof’ [11], where the instructors should be able to demon-
strate that the suspected cases are not a result of coincidence.
Knowing this, some detection tools (e.g., JPlag [6], Sherlock
[11], and MOSS [7]) enable side-by-side comparison of each
suspicious program pair, with similar code fragmentsmarked,
to assist with the investigation. This is clearly beneficial for
the instructors as the similarities are visually mapped to the
students’ programs.

Notwithstanding the benefits, the side-by-side comparison
module still has four limitations. First, the similarities can
be hard to understand: two similar code fragments can look
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different at first glance due to surface level variation (changes
that do not affect program semantics, such as in comments,
white space, and identifier names). Second, the similarities
are neither explained nor summarized in natural language,
leaving the instructors to ‘translate’ them during the inves-
tigation process, and subsequently if the similarities are to be
passed to people who are not necessarily code-literate, such
as higher officials or the suspected students. Third, similar
comments are not marked even though such comments can
be evidence of plagiarism or collusion [12]. Fourth, the com-
parison module needs to be developed from scratch for each
similarity detection tool, which can be demanding and time
consuming [13].

To deal with these issues, this paper proposes STRANGE
(Similarity TRacker in Academia with Natural lanGuage
Explanation). It is a side-by-side comparison module that
explains syntax and comment similarities with their surface
level variation in natural language. STRANGE can be embed-
ded in other similarity detection tools via command line
instructions. It can also update the side-by-side comparison
result of JPlag [6]—a common tool for code similarity detec-
tion [14]—and it can act as a standalone similarity detection
tool. To the best of our knowledge, this is the first tool that
combines these features.

The tool has been used for detecting code plagiarism and
collusion in six programming classes offered in two academic
semesters. The classes covered three courses: introductory
programming (Python and Java), basic algorithms and data
structures (Python), and advanced algorithms and data struc-
tures (Java).

STRANGE is expected to help instructors in raising
suspicion of code plagiarism and collusion. Similar code
segments can be more identifiable and self-explanatory
in STRANGE than in other similarity detection tools,
as the similarity is exclusively explained and summarized
in natural language. It might also expedite the investi-
gation process. For instructors who are accustomed to
ignoring surface level variation when investigating pro-
gram pairs, the tool can mitigate the occurrence of human
errors.

Given that STRANGE can be embedded in other similarity
detection tools to explain the code similarities, STRANGE
should be at least as effective as the majority of those tools.
Consequently, we performed a comparative study between
STRANGE and a benchmark tool (JPlag) in terms of effec-
tiveness. We also measured the impact of code similarity
explanation by comparing STRANGE’s side-by-side com-
parison with that of JPlag.

Following the introduction of STRANGE, three research
questions arise:
RQ1 How effective is STRANGE in reporting surface level

variation?
RQ2 Is STRANGE at least as effective as a benchmark tool,

JPlag [6]?
RQ3 Is code similarity explanation useful?

II. RELATED WORK
Research on automated code similarity or code reuse detec-
tion for plagiarism and collusion has been growing for more
than four decades [14]. Ottenstein [15] developed one of
the earliest techniques for this task, determining the simi-
larity via four software metrics: the numbers of operators,
operands, unique operators, and unique operands. Many sim-
ilarity detection techniques have been introduced since then,
relying on either the submitted source code or the creation
process [16].

Based on the similarity measurement, techniques rely-
ing on the submitted source code can be further classified
into three subcategories: attribute-counting-based, structure-
based, and hybrid [16].

Attribute-counting-based techniques measure similarity
via the frequencies of occurrence of source code charac-
teristics (e.g., the number of assignment statements [17]
or source code tokens [18]); their similarity measurement
is often adapted from other domains such as information
retrieval [19], [20] and data mining [21], [22].

Structure-based techniques were introduced for greater
effectiveness, but with an offset in efficiency [23], as the
similarity is based on code structure. JPlag [6] is a popular
example of this approach, converting student programs to
token strings and then pairwise comparing the strings with
running Karp-Rabin greedy string tiling (RKRGST) [24].

Hybrid techniques combine both attribute-counting-based
and structure-based techniques for enhanced effectiveness or
efficiency. Greater effectiveness is commonly achieved either
by displaying the results of both techniques at once [25] or by
using the output of one technique as an input for another [26].
For efficiency, an attribute-counting-based technique can be
used as a filter for a structure-based technique to reduce the
number of program pairs requiring comprehensive compari-
son based on their structure [23].

The source code creation process has been considered as a
way of reducing the number of false positives [27], as high
similarity among submitted programs does not necessarily
imply plagiarism and collusion [28]. Many additional hints
for raising suspicion can be derived from the process, such as
save timestamps [29], resubmission activity [30], classroom
seating position [31], and social network [32].

Program pairs marked as suspicious by automated detec-
tion software should be investigated manually to confirm
whether the similarities suggest plagiarism or collusion,
or are likely to be coincidental [33]. For that reason, some
similarity detection tools offer a side-by-side comparison
module, which shows the content of a given program pair with
similar fragments marked.

Many similarity detection tools have features similar to
those seen in JPlag’s side-by-side comparisonmodule. Exam-
ples include Plaggie [34] and Deimos [35]. SSID [26] and
Parikshak [36] differ only in their selection of similar frag-
ments. SCSDS [37] does not display its output as HTML
pages.
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Other tools either have simpler modules or incorporate
external programs. Tools proposed by Chen et al. [38] and
Z̆áková et al. [39] mark all similar fragments with the same
color. Rather than assigning colors, Sherlock [11] embeds two
strings to mark the beginning and the end of each matched
fragment. ES-Plag [23] replaces program code with its corre-
sponding token string. MOSS [7], Marble [40], and IC-Plag
[31] rely on a diff editor (e.g., TortoiseSVN1).
It can sometimes be challenging to understand the sim-

ilarities shown in a side-by-side comparison module; two
similar fragments can look different due to their surface level
variation or, indeed, to disguises applied by students. The sit-
uation can be exacerbated if the instructors do not know what
preprocessing has been applied, and they might conclude that
the tool is behaving erroneously.

The difficulty in understanding the similarities can also
complicate the reporting process, if the similarities need to
be passed to higher officials for further investigation or to
the suspected students as evidence of their dishonesty, and it
becomes necessary to explain the similarities and summarize
them in human language.

Another limitation is that the existing modules exclude
comment similarity even though similar comments can some-
times be strong evidence of plagiarism or collusion [12].
Comments are typically excluded because they can be easily
modified, obfuscating the apparent similarity. However, that
issue can be easily addressed by measuring the comment
similarity separately from the code similarity and considering
only the comments that are similar.

Last but not least, according to a quick observation of
the similarity detection tools listed in a recent literature
review [16], a side-by-side comparison module is imple-
mented by only about one fifth of them despite the benefits.
This is possibly due to the difficulty of creating such amodule
from scratch. In response to that, Plago [13], a reusable mod-
ule that can be executed via command line instructions was
proposed. However, the module is not easy to use: along with
the programs to be compared, the user is required to input the
similar fragments and the corresponding token strings.

Natural language text is arguably useful in explaining com-
plex concepts. An obvious example of this in programming is
source code comments, which are generally easier to under-
stand than the code itself. In light of this benefit, several
studies automatically generate comments in natural language
to easily explain some facts. Though many of those studies
are related to program comprehension [41], there are a few
studies covering different domains such as machine learning
reports [42].

III. THE TOOL
This paper proposes STRANGE, a side-by-side comparison
module that summarizes the similarities and explains them
in natural language. It is also able to visualize surface level
variation and capture similarities in comments as well as

1https://tortoisesvn.net/

FIGURE 1. STRANGE’s method to generate a side-by-side comparison
view from a program pair.

those in syntax. The module is expected to help instructors
in understanding and reporting the similarities.

STRANGE is designed to recognize code similarities
either copied verbatim or with variation in comments, white
space, identifier names, code fragment location, constants,
and data types. Most of the recognized variation was inspired
by the low-level disguises in the taxonomy of Faidhi and
Robinson [43], which are expected to occur frequently among
student programs.

The module accepts a pair of programs as input and returns
the side-by-side comparison view via three stages (see Fig. 1).
Preprocessing converts the programs to their intermediate
representations (syntax and comment strings) prior to com-
parison. Similar fragment detection recognizes the similari-
ties using RKRGST [24] for syntax and sequence alignment
[44] for comments. Visualization and explanation generation
summarizes the similarities in natural language and visualizes
the applied preprocessing in an interactive HTML page.

STRANGE can act as a standalone similarity detection
tool that accepts a set of student programs and returns the
pairwise comparison results, but it can also take the output
of JPlag [6] and display the same content in its own side-
by-side comparison view. It also incorporates three additional
features: sub-assessment grouping, code file merging, and
template code removal.

All modes can be embedded in the development of other
similarity detection tools so long as these tools are able to
access the command prompt and run themodule as a Java pro-
gram. For the development of Java similarity detection tools,
STRANGE can be attached as an additional library. Further,
since the code is also provided on GitHub,2 developers can
adjust it according to their own needs.

STRANGE has a number of noteworthy features. First,
it covers Python and Java, the two most common program-
ming languages for introductory programming in the UK
and Australasia [45]. Second, the generated explanation can
be expressed in either English or Indonesian. The former is
an international language used in many countries, while the
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latter is the national language used by the people involved
in our evaluation. Third, the applied preprocessing covers
white space removal, comment removal, and token renaming.
The first is automatically applied when the programs are
converted to syntax and comment strings while the other
two are selected due to their frequent use in code similarity
detection [46]. They cover disguises that can be performed
with a little programming knowledge, such as adding blank
lines, removing comments, and renaming variables. Fourth,
it uses a string matching algorithm, RKRGST [24], to check
for similar code fragments, and sequence alignment [44] to
check for similar comments. These are used in preference to
other algorithms as they are widely-used [16] and the results
are relatively easy to interpret. Fifth, while STRANGEmight
not recognize all similarities detected by a more advanced
tool in which it may be embedded, its output can still be used
for initial observation, as it recognizes common variations
in code [43], especially those that are trivial but distracting.
Sixth, compared to JPlag, STRANGE can be more effective
on assessments that expect semantically similar solutions as
it uses simpler preprocessing. Seventh, STRANGE can be
downloaded via this link.2 Alternatively, a request can be
emailed to the corresponding author.

A. PREPROCESSING
In the preprocessing stage, from each input program we
extract the syntax string and comment strings with the help
of ANTLR [47]. The syntax string is the primary basis for
raising suspicion, while comment similarities, if detected, are
used only to reinforce the findings.

A syntax string is a sequence of syntax tokens in the
order of their occurrence, with identifiers, numbers, strings,
numeric data types, and string data types generalized to their
corresponding token types. Numeric and string data types
also cover non-primitive ones such as Java’s Float, but only
for Java, as Python has no explicit data type declaration. The
token set used is based on ANTLR grammars.3

The use of syntax strings for raising suspicion negates any
variation in comments and white space as only syntax tokens
are considered. It is also resistant to changes in identifier
names, constants, and data types, as the affected tokens are
generalized.

Some sequences of non-keyword tokens can form effective
keywords; for example, Java’s ‘System.out.print’, which is a
combination of identifiers and periods. To improve accuracy
these tokens should not be generalized. To accommodate
this, a list of user-defined keywords can be provided to
STRANGE. This applies also to ‘keywords’ that are actually
identifiers; for example, those that are introduced by the use
of external libraries such as JES for Python.4

Comment strings comprise all comments found in the
source code, with adjacent ones concatenated to deal with

2https://github.com/oscarkarnalim/strange
3https://github.com/antlr/grammars-v4
4http://coweb.cc.gatech.edu/mediaComp-teach/26

comment merge and split disguises. Five preprocessing
steps are applied to each comment to deal with other vari-
ation. First, the comment is split into words based on
non-alphanumeric characters to negate any changes in white
space and symbols. Second, stop words (common words such
as ‘the’ and ‘it’) are removed from the list, with the help of
Apache Lucene [48], as they contribute little to the meaning.
Third, the words are converted to lower case to negate capi-
talization changes. Fourth, each word is reduced to its stem
using Porter stemmer in either English [49] or Indonesian
[50], according to the selected explanation language, to deal
with variations in word forms. Finally, the words are concate-
nated into a string to deal with word splitting or concatenation
(e.g., ‘preprocessing’ and ‘preprocessing’).

B. SIMILAR FRAGMENT DETECTION
This phase recognizes similar fragments in the input pro-
grams based on their syntax and comment strings.

Similar syntax fragments are recognized with the help of
RKRGST [24]. The algorithm is preferred to other similarity
measurements since it prioritizes long matches, which are
unlikely to be a result of coincidence. Further, it can occasion-
ally deal with code fragment relocation in reasonable amount
of time. RKRGST includes a parameter called minimum
matching length: a lower value means that the algorithm
will be more sensitive to code fragment relocation but in
exchange, it may report more short fragments (which is not
a problem if the similarity report is still to be investigated
manually). The parameter is reconfigurable but set by default
to two, which gives it the greatest sensitivity in detecting
relocated code fragments.

Because some syntax tokens are generalized in preprocess-
ing, the actual syntax strings of the similar fragments can
be paired inaccurately. For example, assume that there are
two similar Java variable declaration statements ‘x = 5;’ and
‘y = 7;’, and that they are written in a different order in each
program. As they share the same generalized form, ‘identi-
fier = number;’, ‘x = 5;’ can be paired with ‘y = 7;’ while
‘y = 7;’ is paired to ‘x = 5;’. STRANGE handles this issue
by comparing the actual strings of these fragments in addition
to the generalized ones, and swapping them if necessary.

Similar comment fragments are detected by iterating
through the comment strings in the first program and pairing
each of them with a similar string from the counterpart if any
is found. The paired string should have at least 50% similarity,
measured with Equation 1, where A and B are the comment
strings, sim(A, B) is the number of similar characters between
both strings recognized via sequence alignment [44], and
size(A) and size(B) are the total numbers of characters in A
and B respectively. For this process, sequence alignment [44]
is preferred to RKRGST [24] as the former is more sensitive
to order, making it easier to understand the similarity of the
shared comments.

csim(A,B) =
2× sim(A,B)

size(A)+ size(B)
(1)
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FIGURE 2. STRANGE’s side-by-side comparison view comprising seven panels. Similar fragments are highlighted based on their corresponding type,
either syntax or comment. The figure aims to provide a brief overview of the layout without expecting the text to be readable. The orange labels are
added for clarity.

The 50% threshold is arbitrarily defined under a logical
assumption that two entities can only be considered similar
if they share at least half of their content. No empirical
evaluation was performed for this since the threshold con-
tributes only a little to STRANGE; it is used only to determine
whether two comments are similar, not whether two programs
share similar comments. In addition, it has no impact in
selecting suspected programs since STRANGE’s suspicion is
based on syntax similarity. Although comment similarity is
more striking, it acts only as an additional hint for instructors
in case further evidence is needed. Moreover, it is not possi-
ble to measure the effectiveness unless STRANGE’s suspi-
cion mechanism is altered to rely on comment similarity–a
change that is strongly discouraged since it implicitly sug-
gests that comment similarity alone can be sufficient for rais-
ing suspicion, thus placing undue importance on similarity of
comments.

We are aware that comment addition, comment removal,
and paraphrasing can also be used to disguise the comments
of copied program. However, reporting the first two can lead
to confusion due to superfluous information, as comments
can be unique to each student so long as no explicit instruc-
tions are given; and detection of paraphrasing is not worth
the effort, as it takes a considerable amount of time, and
again, comment similarity is not the primary basis for raising
suspicion.

C. VISUALIZATION AND EXPLANATION
GENERATION
In this phase, the similar fragments are suitably displayed
in an HTML page. First, a template HTML page is selected

according to the selected natural language. Then the similar
fragments are converted to HTML code and embedded in the
HTML page via a find-and-replace mechanism: each targeted
field is denoted by a unique string and that string will be
replaced by the corresponding HTML code. An example of
this visualization can be seen in Fig. 2. It involves panels for
navigation, similar fragment list, similarity explanation, left
code metadata, left code content, right code metadata, and
right code content.

The navigation panel enables the user to change the current
layout (the various layouts will be explained later) or to access
the summary, which comprises four metrics, each dealing
with syntax tokens, comment tokens, and the combination of
both. Average similarity [6] considers all token differences,
and is calculated as in Equation 2, where sim(A, B) is the
number of matches, size(A) is the number of tokens in the
left program, and size(B) is the number of tokens in the right
program. This metric is best used when all differences are
equally important. Maximum similarity [6] is less strict than
average similarity; identicality can be achieved when one
program is a subset of the other. With the same terminology
as the average, it is defined as in Equation 3, and is best used
when unnecessary tokens can be added without changing
the meaning of the program. Left-to-right and right-to-left
similarities, calculated as in Equations 4 and 5 respectively,
are useful to check the extent to which one program is a subset
of the other.

avgsim(A,B) =
2× sim(A,B)

size(A)+ size(B)
(2)

VOLUME 9, 2021 59939



O. Karnalim, Simon: Explanation in Code Similarity Investigation

FIGURE 3. An example of STRANGE’s explanation panel for a particular fragment. It describes the similarities, the possible causes,
and the surface level variation (in both list and table views, displayed only partially for conciseness).

maxsim(A,B) =
sim(A,B)

min(size(A), size(B))
(3)

lrsim(A,B) =
sim(A,B)
size(B)

(4)

rlsim(A,B) =
sim(A,B)
size(A)

(5)

The similar fragment list panel records any similar frag-
ments (both syntax and comment) in a table. Each row is
associated with one similar fragment and contains five pieces
of information: fragment ID, fragment type (either syntax
or comment), minimum character length, number of similar
tokens, and concern priority. The last three are specifically
tailored to indicate a fragment’s strength in raising suspicion.
Concern priority is proportional to the lengths of thematching
strings, and is arbitrarily doubled for comments as similarity
in comments is more striking than syntax similarity. Clicking
on any row will focus the targeted fragment in both code
content panels and display the summary in the similarity
explanation panel.

The similarity explanation panel gives a natural-language
description of the similarities of a matched pair of fragments
and their surface level variation, starting with a summary sen-
tence and then giving possible reasons for raising suspicion.
Any surface level variations will then be listed, sorted by
their frequency of occurrence, or by their position in the left
program if the frequencies are the same. A table aligning the
syntax tokens or the comment words, with their differences
highlighted, is also provided for further investigation. An
example can be seen in Fig. 3.

For syntax fragments, four explanation templates are pro-
vided: verbatim copy, similar but different white space, simi-
lar but different content, similar but different white space and

content. An appropriate template is selected by comparing the
syntax strings. If all of the original tokens are the same and
located in the same relative position (both row and column),
the verbatim copy template will be used. If all of the original
tokens are the same but they are located in different relative
positions, it is similar but different white space. If the original
tokens are different but become similar once generalized, and
they share the same relative position, it is similar but different
content. If the original tokens are different but become similar
once generalized, and they have different relative positions,
it is similar but different white space and content.

If the fragment has different content prior to generalization,
the surface level variation will be listed as points: each point
has one sentence highlighting one variation and its pattern is
‘‘CT OCL is changed to OCR and used F’’. CT is the content
type (e.g., identifier); OCL is the original token from the left
code; OCR is the original token from the right code; and
F depicts the occurrence frequency of that variation in the
fragment.

A table aligning the syntax tokens contains three pieces
of information for each entry, mapped to five columns:
aligned position (i.e., the relative order of the syntax tokens),
the original token from the left program and its absolute
position, and the original token from the right program and
its absolute position. For convenience, the varied tokens are
highlighted.

Three templates are provided for comment fragments:
verbatim copy, similar but different white space and/or
non-alphanumeric characters, and partially similar. The
template selection is based on layered comparison of the
comment strings. If the comments are identical before
preprocessing, it is verbatim copy. If the preprocessed com-
ment words are identical, it is similar but different white
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space and/or non-alphanumeric characters. If only some of
the preprocessed comment words are identical, it is partially
similar. For reporting purposes, the preprocessing of stop
word removal and concatenation is not applied: stop words
are worth reporting, and concatenation makes the comments
hard for humans to read.

For comment fragments that are partially similar, the sur-
face level variations will be listed as bullet points and an
aligned table. The mechanism is similar to that for syntax
fragments except that the syntax tokens are now replacedwith
comment words.

The left and right code metadata panels store the assign-
ment name and file path of each program, while the pro-
grams are displayed in the code content panels with Google
Prettify,5 which highlights some tokens, adds line numbers,
and distinguishes odd and even lines. Similar fragments are
also highlighted using either green for syntax or orange for
comments. The highlighting mechanism splits the fragment
line-wise, encapsulates each line with a link tag, and assigns
a unique ID derived from the fragment ID. Each link tag in
the left code targets the corresponding code on the right and
vice versa.

Some side-by-side comparison modules (e.g., that of JPlag
[6]) highlight each fragment with a unique color to distin-
guish it from others. However, we avoid that as the mech-
anism can lead to inconspicuous colors, especially if many
fragments are involved, and instructors may find it difficult to
read the highlighted code fragments. Moreover, STRANGE
has its ownmechanism for distinguishingmatched fragments:
a single click on a fragment will highlight the fragment in
both code content panels with a darker color, making the
fragment more visible against the white and gray background
of the containing panel.

Four layouts are provided for similarity investigation. The
raw layout displays the programs as they are. The formatted
white space layout shows the programs reformatted with
either google-java-format6 for Java or YAPF7 for Python.
This layout can be useful if the instructor prefers to ignore
white space variation. The formatted layout is then updated
to the syntax-only layout by removing all comments; this is
useful if the investigation ignores comments. In the content
generalization layout, tokens displayed in the syntax only
layout are replaced with their generalized form if applicable.
The layout can also be used to understand how the similarity
is determined.

The similarity investigation layouts are generated in four
steps. First, the whole method is executed to generate the
raw layout. Second, the programs are reformatted and then
passed to the whole method once again to generate the for-
matted white space layout. Third, the syntax only layout is
generated by removing comments from the formatted white

5https://github.com/google/code-prettify
6https://github.com/google/google-java-format
7https://github.com/google/yapf

space layout. Finally, some tokens in the syntax-only layout
are generalized to generate the content generalization layout.

Changing the layout will affect the information displayed
in the similar fragments list and the similarity explanation
panel. Comment fragments are displayed only in the raw and
the formatted white space layouts. White space modification
is discussed only in the raw layout. The syntax generalization
layout only discusses the generalized forms of the programs.

D. OTHER MODES
STRANGE can update JPlag’s output by taking its directory
as the input and displaying the same data in its own side-
by-side comparison view. The replacement is based on the
program pairs listed in JPlag’s ‘index.html’. The new views
will be assigned the same names as the replaced ones, making
them automatically accessible from JPlag’s ‘index.html’.

STRANGE can also act as a standalone tool to detect
similarities shared in a programming assessment, though only
syntax and comment similarities are considered. It accepts
an assessment directory of student programs, in which each
program is written in Java or Python and is in its own sub-
directory. As output, STRANGE returns a directory contain-
ing the side-by-side comparison views. An entry HTML page
will also be generated to navigate through the resulting views.

For large classes, it can be time consuming to generate all
possible comparison views when the instructor is likely to
examine only a few of them. STRANGE’s standalone mode
can limit the comparison views to program pairs with undue
similarity by setting the minimum similarity threshold for
suspicion.

In addition to the aforementioned modes, STRANGE fea-
tures three supporting modes: sub-assessment grouping, code
file merging, and template code removal.

Sub-assessment grouping is applicable when the assess-
ment consists of several sub-assessments that are to be graded
or investigated separately. This mode generates a new direc-
tory for each sub-assessment, containing only the relevant
programs. The programs are grouped according to the sub-
assessment’s filename pattern expressed as a Java regular
expression. The generated directories can be used directly
as the input of STRANGE’s standalone mode to detect
similarities.

Code file merging is applicable when the complete assess-
ment task involves more than one code file. This often hap-
pens in courses that partly focus on code modularity and
reusability, such as object-oriented programming. The mode
generates a new assessment directory where all code files for
each student submission are merged into one large code file,
separated by comments describing the original file’s relative
path. Again, the generated directory can be used directly
as the input of STRANGE’s standalone mode to detect
similarities.

Template code removal is applicable when code has been
provided or suggested for students to use, and should there-
fore not be considered in raising suspicion. This mode
excludes the given code from each code file found in each
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FIGURE 4. An example of template code removal on a Java code file with
‘public class’ and ‘public static void main (String[] args)’ as the template
code.

student’s assessment directory. For readability, the excluded
code will be replaced with spaces of the same size, and a
comment showing the original form will be added for each
affected line. See Fig. 4 for an example. It is worth noting
that upon removal, the code files are not guaranteed to be
compilable as many template code fragments are integral to
the syntax and/or semantics of the program. These modified
code files can also be used as the input of other similarity
detection tools, so long as the detection techniques can deal
with incomplete parsing.

The template code is removed in two consecutive stages,
inspired by Durić & Gašević [37]. First, the template code is
converted to a syntax string with the help of ANTLR [47],
with comments and white space removed. Then each student
code file is converted to a syntax string in a similar way, and
compared to the template string usingRKRGST [24]with two
as the minimum matching length (for the reason explained in
subsection III-B); any similar tokens from the student code
file will be replaced with same-sized spaces and each affected
line will be indicated by a comment showing the original
content prior to removal.

Being a greedy algorithm, RKRGST does not guarantee
a completely accurate result. However, it is still preferred
for reasons of time efficiency; more computation and con-
textual information are required for higher accuracy. Further,
RKRGST’s result is arguably acceptable as that algorithm is
often used for detecting code similarities [16].

IV. EVALUATION
This section evaluates STRANGE on the basis of the three
research questions presented in the introduction. RQ1 is
addressed by evaluating STRANGE’s effectiveness in report-
ing surface level variation. RQ2 is addressed by com-
paring its effectiveness with that of JPlag in dealing
with similarity disguises and recognizing copied programs.
RQ3 is addressed by highlighting the differences between
STRANGE’s and JPlag’s side-by-side comparison views, and
testing both views on tutors. Appropriate ethics approval
was obtained for the evaluation involving tutors and student
submissions.

A. ADDRESSING RQ1: THE EFFECTIVENESS OF STRANGE
IN REPORTING SURFACE LEVEL VARIATION
If two code files share a high number of similar code frag-
ments, this can potentially raise suspicion of plagiarism or
collusion. Being aware of this, perpetrators sometimes obfus-
cate some of the similarities by applying disguises. However,
as the perpetrators are often unable to write the code unaided,
the applied disguises are commonly superficial and only
affect the surface representation. This section summarizes the
capabilities of STRANGE in detecting and reporting some
common disguises.

To create a test suite of programs, we began with four
Java programs from Sedgewick and Wayne’s algorithms
book [51], covering binary search, Knuth-Morris-Pratt string
matching, linear regression, and shell sort. Each program
was modified by applying ten disguises, two each from five
categories: comment modification, white space modification,
identifier renaming, code fragment relocation, and constant
value and data type change. They were inspired by the
low-level disguises in the taxonomy of Faidhi and Robinson
[43], which are expected to be common among perpetrators
who have little programming skill. The tool’s effectiveness
on more advanced disguises such as structural modification
is reported in subsection IV-C; it is not discussed here since
these disguises are not specifically reported by STRANGE.
Several dummy methods were also added to make the cases
more realistic, as perpetrators often mix the copied code with
their own to reduce the chance of being caught.

The process was repeated with different disguise instances,
resulting in eight modified programs, each of which was
paired with the program on which it was based. Python ver-
sions of the original programswere then created andmodified
in a similar way, doubling the program pairs to 16. Disguises
in constant values and data types are not applicable in Python
due to its loose typing, so these were replaced with additional
disguises from the other categories. The natural language
used in the programs is limited to English, as changing the
human language affects mainly the comments.

STRANGE’s capability to detect the disguises was
assessed by measuring the syntax similarity of each program
pair with maximum normalization, a form of normalization
that is resistant to the added dummy methods (see Equa-
tion 3). Its capability in reporting the disguises was also
summarized, via manual observation of the resulting side-
by-side comparison view.

STRANGE was confirmed to be highly effective, lead-
ing to 100% similarity for 10 of the 16 pairs, while the
remaining six pairs averaged 99%. Comment and white space
modification is handled by removing those prior to compar-
ison. Identifier renaming, constant value change, and data
type change are handled with token generalization, with the
affected tokens being replaced with their corresponding token
types. Code fragment relocation can be partially detectedwith
the help of RKRGST. However, as RKRGST does not search
for optimal matches and the similarity is defined based on
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the generalized form, this only applies when the fragments
are unusually long or have uncommon generalized token
representations. Code fragment relocation is a reason why
STRANGE failed to recognized some similarities in six of
the 16 program pairs.

In terms of reporting the disguises, comment modification
is reported by pairing the similar comments and explaining
their differences at word level. White space modification is
reported by stating its existence in the summary sentence. As
white space changes are not marked in the similar fragments,
the differences are not easy to see in the code content panels,
especially if the modification is quite minor; for example,
removing all spaces in a Python program statement (e.g.,
‘x = x + 3’ to ‘x = x + 3’). Identifier renaming, constant
value change, and data type change are reported in the same
way as comment modification except that the differences
are described at token level. Code fragment relocation is
not explicitly reported as such. Rather, each of the relocated
fragments is just paired with the corresponding fragment
located at a different position in the other program.

The difference in programming language does not affect
the similarity degree and report except in the number of
involved tokens, as Python tends to use fewer tokens than Java
in expressing program statements. For example, Python does
not require statements to be terminated by semicolons so long
as they are on their own lines.

B. ADDRESSING RQ2: COMPARING STRANGE WITH
JPlag IN DETECTING AND REPORTING CODE
SIMILARITY DISGUISES
STRANGE can be used to update similarity reports of exist-
ing similarity detection tools. At least, it should have com-
parable effectiveness with a benchmark tool (JPlag [6]) in
detecting and reporting code similarity disguises. This sub-
section compares both tools using two evaluation metrics:
average degree of similarity, to assess whether the tool detects
the disguises; and proportion of reported disguises, to assess
whether the tool reports the disguises.

The evaluation data set was created by 21 tutors of intro-
ductory programming, assuming that their experience in
marking student assignments equips them to act as plagiarists.
All of them scored at least B+ when they completed the
course, had a GPA of at least 3 out of 4, and had at least
six months experience of tutoring. They were grouped based
on their preferred programming language (11 chose Java
and 10 chose Python), and were asked to disguise four pro-
grams from Sedgewick and Wayne’s book [51] (i.e., binary
search, descriptive statistics, Boyer-Moore string matching,
and selection sort) in which the comments had been simpli-
fied and translated to Indonesian, the tutors’ native language.
For Python tutors, the programs had been manually converted
from Java to Python.

Tutors were required to complete the disguising process
in 45minutes, makingminimum changes to the program logic
and recording all applied disguises. The process was expected
to result in 84 disguised code files, 44 in Java and 40 in

Python. However, only 83 code files were collected since one
Java tutor submitted only three of the four programs. The dis-
guised code files were then paired with their corresponding
raw code files and became the data set.

This data set is preferred to the data sets from subsec-
tion IV-A as the applied disguises are not limited to those
known by the authors.

On the data set, STRANGE results in 98% average simi-
larity degree, which is comparable to that of JPlag. A paired
two-tailed t-test with 95% confidence rate found no signifi-
cant difference between the two tools. It was not practical to
check whether both tools found the same similarities in the
same program pairs, but the high average degree of similarity
in both tools suggests that it is very likely.

The proportion of reported disguises is based on howmany
of the tutor’s recorded disguises were noted and explained by
the tool. Since JPlag only highlights the similarities without
describing the differences (i.e., applied disguises), its propor-
tion of reported disguises is automatically assigned to 0%.
STRANGE was found to report 203 of 373 applied disguises
(54%), whichmeans that it is reasonably effective in reporting
the disguises. The proportion increases to 70% if disguises
focusing on addition or removal are excluded; few similarity
detection tools report such differences, focusing instead on
similarities.

In this tutor-generated data set, identifier names are the
most common elements to be disguised, followed by com-
ments and white space. Modification of those components
is easy as it requires limited programming knowledge. This
is aligned to STRANGE’s preprocessing, which generalizes
identifiers and removes comments and white space.

STRANGE failed to report 32 disguises involving code
fragment relocation as the relocated fragments are short and
RKRGST is not designed to find optimal matched fragments.
Other unreported disguises are:
• Major comment change (3 occurrences). Paraphrased
or summarized comments are undetected as comment
semantics are ignored.

• Importing mechanism change (6 occurrences). These
changes were applied mainly by Java tutors, who
changed the coverage of the importing mechanism
(e.g., replacing ‘import java.util.Scanner’ with ‘import
java.*’). STRANGE recognizes these statements as
standard syntax, resulting in some mismatches.

• Function structure change (4 occurrences). This was
applied by changing the order of function parameters,
changing the return value type of a function, or replacing
a function call with the code of its body. While these
are not addressed by STRANGE, they do require a level
of programming knowledge that might be rare among
students who choose to copy program code.

• Program statement replacement (40 occurrences). This
disguise was commonly applied to arithmetic or log-
ical expressions; some such disguises are obvious as
the replacing expressions are inefficient (e.g., replacing
‘i= i+ 1’ with ‘i= i− 2+ 1’). Other common disguises
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were to introduce or remove a temporary variable, or to
change the order of the branches of an if statement.
Language-specific features such as dynamic parameters
in Python’s for loop syntax and inbuilt mathematical
functions were also often used as replacements. Again,
as STRANGE does not specifically address these, they
are not detected or reported.

C. ADDRESSING RQ2: COMPARING STRANGE WITH
JPlag IN RECOGNIZING COPIED PROGRAMS
STRANGE can be used to investigate suspicious program
pairs suggested by existing similarity detection tools. Hence,
it should be at least as effective in recognizing copied pro-
grams as a benchmark tool (JPlag [6]). This subsection
conducts the comparison using f-score, the harmonic mean
of precision and recall, calculated as (2 × precision ×
recall)/(precision + recall). Precision is the proportion of
suspected program pairs that are copied to all suspected pairs.
Recall is the proportion of suspected program pairs that are
copied to all copied pairs.

To perform this comparison we used the IR-Plag data
set [52]. This data set is based on seven initial Java programs
that cover introductory programmingmaterials (output, input,
branching, looping, function, array, and matrix). These seven
programs were disguised by nine introductory programming
tutors to 355 variants through the application of specific types
of similarity disguise. In addition, another set of tutors wrote
15 independent – not copied – versions of each of the seven
programs, so the IR-Plag data set includes both 355 disguised
and 105 independent programs to carry out the same tasks.
The data sets from previous subsections cannot be used here,
as the metrics that we are using require independent pro-
grams.

The disguises were drawn from the highest six levels of
Faidhi and Robinson [43], in which lower levels describe
simpler disguises and higher levels indicate more complex
disguises. Level 1, the lowest level after verbatim copy
(level 0), involves modification of comments and white
space; level 2 involves identifier modification; level 3, com-
ponent declaration relocation; and level 4, function structure
change. The last two levels are program statement replace-
ment or structural change (level 5) and logic change (level 6).
Level 0 (verbatim copy) is not included since it is trivial to
detect copied programs with no disguises.

For each level, the original programs were paired with
their corresponding disguised and independent programs.
The effectiveness of STRANGE and JPlag was then mea-
sured, with suspected program pairs deemed to be those
with similarity degree greater than or equal to both 75% and
the average similarity. The 75% threshold ensures that the
suspected pairs share high similarity, even when the aver-
age similarity is low. Our manual observation of 92 Java
and 24 introductory programming assessments shows that
program pairs whose similarity is at least 75% are indeed
suspicious. The statistical significance was measured with a
two-tailed paired t-test with 95% confidence rate.

FIGURE 5. STRANGE vs JPlag on IR-Plag data set: f-score.

Fig. 5 shows that STRANGE generates higher f-scores
than JPlag on the first two levels; the differences are statisti-
cally significant (p-values≤ 0.01). JPlag’s program statement
generalization (e.g., considering ‘i++’ and ‘i= i+ 1’ as the
same) complicates the detection process at these lower levels
as the degree of coincidental similarity is increased; many
copied pairs can have degrees of similarity comparable to the
independent pairs. That same generalization is expected to be
beneficial with program statement replacement (level 5), but
with this data set there is no significant improvement. On the
remaining levels, the performance of the tools is comparable
and there are no significant differences since the disguises are
handled in similar ways.

D. ADDRESSING RQ3: DIFFERENCES BETWEEN THE
SIDE-BY-SIDE COMPARISON VIEWS OF STRANGE
AND JPlag
This subsection highlights differences between STRANGE
and a benchmark tool, JPlag [6], in terms of their side-
by-side comparison views. Both views were qualitatively
compared based on 164 suspicious program pairs (92 Java
and 72 Python).

The Java program pairs were selected from student sub-
missions to 92 distinct introductory programming assessment
tasks (with three to 22 programs each), by pairing the stu-
dent programs for each task, and choosing one for which
JPlag’s average similarity is closest to but no lower than the
suspicion threshold used in Subsection IV-C (i.e., the greater
of 75% and the average of all pairwise similarities). Manual
observation confirms that for this evaluation, program pairs
whose similarity degree is at least as high as the suspicion
threshold are indeed suspicious. The Python program pairs
were selected in the samemanner, except that three pairs were
selected for each task since only 24 tasks are available (with
ten to 19 programs each). The first two pairs are those for
which JPlag’s average similarity is closest to but no lower
than the suspicion threshold, and the third is the pair with
the highest similarity. These pairs are preferable to those in
other data sets as the programs are written by students rather
than tutors or the authors, and should therefore provide more
realistic cases for this qualitative assessment.
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Based on the side-by-side comparison views, JPlag seems
to deal with more code disguises than STRANGE. For
example, it nullifies the impact of changing ‘i++’ to
‘i = i + 1’ or changing ‘String [] args’ to ‘String args []’
in Java. Nevertheless, if the instructor is not aware of the
mechanisms, these can be perceived as errors. STRANGE’s
detection mechanism is less advanced, but ensures that each
marked similarity is explained. To further assist the instructor
in understanding the similarities, STRANGEprovides natural
language explanations and several layouts showing the code
in various representations.

Not all of JPlag’s nullifying mechanisms are guaranteed
to be beneficial. The exclusion of comments, for example,
ignores the fact that similar comments can be evidence of
copying, as comments are commonly unique to each stu-
dent if they are neither automatically generated nor explic-
itly instructed. STRANGE deals with this by separating the
comments from the code and measuring their similarity sep-
arately. In the data set, STRANGE found 24 similar com-
ments containing unique information such as computer ID,
potentially used for raising suspicion. Seventeen of themwere
found in Java program pairs and seven in Python pairs.

Although JPlag ignores comments, they are still displayed
in code content panels and occasionally highlighted if they
occur within similar code fragments. This can be confusing
for instructors since the comments can be perceived to play
some part in determining similarity. STRANGE separates
comments from program code and therefore ensures that the
former will not be unwittingly highlighted with the latter.

JPlag also seems to consider expressions and constants as
the same, possibly under an assumption that the given pro-
grams share the same semantics. For assessments with many
possible solutions, this can lead to incorrect matches as not
all expressions can be replaced with constants and vice-versa.
Although STRANGE generalizes constants, it still considers
expressions as they are.

JPlag appears to generalize some program statements to
single tokens (e.g., Java’s ‘System.out.println’) to reduce
false positive matches. Some of those statements can then go
undetected, as the number of matched tokens can be lower
than RKRGST’sminimummatching length. STRANGE does
not generalize in this manner, so it is able to capture those
statements, but at a slight expense in efficiency.

To differentiate similar code fragments, JPlag displays
each of them in a unique color. According to our observation,
the generated colors can be lighter ones, making them hard to
detect against thewhite background of the code content panel.
Further, if many fragments are involved, some colors look
alike. STRANGE uses only two colors for highlighting: green
for syntax and orange for comment. To avoid confusion, each
code fragment can be highlightedwith a click, andwill appear
in a darker version of the same color, adding more contrast
against the white and gray background.

JPlag’s similar fragments are highlighted on top of the
given code, which is displayed as plain text. This might lead
to more investigation effort as reading code as plain text

TABLE 1. Average usability measures of JPlag’s and STRANGE’s views.

can be challenging. It can be worse if the code fragments
are different at surface level (e.g., different comments, white
space, or identifiers) as the instructor needs to deduce why the
tool considers the code fragments to be similar. STRANGE
shows the code as it might be displayed in an IDE; some
tokens are highlighted and the lines are numbered. Several
layouts are provided to help exclude surface differences and
thus to draw attention to the similarities. The formatted white
space layout reformats the white space according to particular
rules, nullifying modification in that aspect. The syntax only
layout excludes comments from consideration. The content
generalization layout shows the generalized version of each
syntax token, showingwhy the code fragments are considered
similar despite having different surface tokens.

E. ADDRESSING RQ3: THE USEFULNESS OF CODE
SIMILARITY EXPLANATION
Code similarity explanation is expected to be useful if
STRANGE’s side-by-side comparison view, which alone
provides such an explanation, is more helpful than JPlag’s
during the investigation process carried out by the instruc-
tors. To examine this expectation, the 21 tutors mentioned
in subsection IV-B participated in this phase of the study.
Each tutor was shown eight program pairs written in their
preferred programming language and asked to list any similar
fragments and the corresponding disguises. Four pairs would
be observed with JPlag’s view in up to 45 minutes, and the
other four with STRANGE’s view in up to 45 minutes. We
hypothesized that if one view was more helpful, the task
using that view would be completed in less time, and/or the
tutors would record more similar fragments and disguises.
The statistical significance was measured with a two-tailed
t-test with 95% confidence rate; not the paired test, as the
tutors’ responses were collected anonymously.

The program pairs were taken from the data set used in
subsection IV-A, covering four topics from Sedgewick and
Wayne’s book [51]: binary search, Knuth-Morris-Pratt string
matching, linear regression, and shell sort. For this particular
data set, each topic has two copied programs with comparable
disguises, permitting one copy to be examined with JPlag and
the other with STRANGE, without favoring either tool.

Table 1 shows that the use of STRANGE’s view leads
to more recorded fragments and disguises than JPlag’s.
STRANGE summarizes the similarities and the disguises in
natural language, making it easier for tutors to discern and
report them. There was no significant difference in comple-
tion time, as the tutors found more to report with STRANGE.

After completing both tasks the tutors were asked to com-
plete a survey summarizing their perspective of code similar-
ity explanation. The survey consisted of 14 statements, each
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TABLE 2. Survey questions about code similarity explanation and the responses.

of which can be answeredwith ‘agree’, ‘do not know’, or ‘dis-
agree’. For each question, respondents could also provide a
short explanation supporting the choice. The survey questions
and the responses can be seen in Table 2. SQ05 and SQ11 are
not applicable to Python tutors as the language has no variable
type declaration. SQ14 had no response from two tutors due
to human error.

As seen in Table 2, five survey questions (SQ01, SQ02,
SQ04, SQ05, and SQ11) were answered unanimously with
‘agree’, suggesting that the tutors find those features crucial
in the investigation process.

The remaining questions still drew mainly positive
responses but with a few ‘do not know’ or ‘disagree’
responses. To help us understand the causes, we noted the
explanations given by the tutors. For SQ06 and SQ12, a few
respondents were not aware of a changed constant value as
that change altered only one source-code token. For questions
SQ08 and SQ09, a few respondents did not find the format-
ted white space layout or syntax only layout to be helpful,
believing that the raw layout is sufficient for the investigation
process. Three non-positive responses to SQ10 were from
respondents whowere unaware of the importance of the token
generalization. For SQ13, one respondent felt that it could be
confusing having only two colors for highlighting matched
fragments. The respondents who answered ‘do not know’ for
SQ03 and SQ07 did not explain their reasons for that choice.

V. CONCLUSION AND FUTURE WORK
This paper presents STRANGE, a side-by-side comparison
module for code similarity investigation. It explains and sum-
marizes similarities, in both syntax and comments, using
natural language. STRANGE can be used in the development

of other similarity detection tools. It can also be used to
reinterpret the output from JPlag, and can act as a standalone
tool for measuring source code similarity.

STRANGE effectively reports many surface level varia-
tions (RQ1), including comment modification, white space
modification, identifier renaming, constant value change, and
data type change. Code fragment relocation is handled only
when the fragments are fairly long and have uncommon
generalized forms.

STRANGE is more effective than JPlag [6], a benchmark
tool for code similarity detection, in reporting similarity
disguises and detecting copied programs with surface level
variation (RQ2). The tools are comparable in dealing with
advanced disguises.

Code similarity explanation, as featured in STRANGE’s
side-by-side comparison view, is useful for the investigation
process (RQ3). It helps instructors to recognize more similar-
ities and the disguises applied to them. The instructors gener-
ally agree that such explanation is helpful in the investigation
process.

Our evaluation is subject to four limitations that suggest
future work. First, all data sets are at the level of introduc-
tory programming since that is probably the best course in
which to start educating students about academic integrity.
It is important to validate the findings on different data sets
such as the SOCO data set [19], the OCD data set [53], and
the BigCloneBench data set [54]. Second, not all possible
disguises are discussed as we focus on the common ones
according to Faidhi and Robinson [43]. Additional findings
might be obtained by including other disguises, even those
that are cross-language [20]. Third, the evaluation was per-
formed with JPlag version 2.11.8. Some findings might not
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be applicable on other versions. Fourth, the JPlag analysis
was based only on the user perspective and the corresponding
paper [6]. As the tool is open source and has been updated
several times since the publication of that paper, an analysis
of the tool’s code might provide a different perspective.

In addition to addressing the aforementioned limitations,
we expect to extend STRANGE to cover more programming
languages and more natural languages, and to deal with more
advanced disguises. It will also be interesting to test the tool’s
scalability on larger data sets as that factor might be important
for programming courses with hundreds of students.
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