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ABSTRACT Chronic diseases are increasing due to westernized eating habits and everyday life changes,
and healthcare and disease prevention should be managed based on constant interest. Users, who are not
health professionals, have difficulty in obtaining accurate information related to healthcare due to noise
problems such as subjective opinions, distorted information, and exaggerated information. There is a need
for a method that enables users to obtain meaningful information for healthcare and disease prevention in
real-time among the vast amounts of data collected through search. In this study, we propose a multi-level
health knowledge mining process in a P2P edge network. The proposed method suggests a P2P edge network
to solve the overload problem of P2P networking, the noise problem, and the security problem of cloud
computing and mines the health knowledge through the mutual information according to the association
rules. In addition, the results of health knowledge mining are visualized to propose a method by which users
can easily receive relevant health information. As a result of the performance evaluation, the F-measure
using recall and precision is 83%, 79%, 75%, 74%, and 73% of the support ratings of 10%, 20%, 30%, 40%,
and 50% Was derived. Accordingly, it is possible to process and analyze healthcare-related information in
real-time through a multi-level based health knowledge tree based on the association of data collected by
P2P edge computing. In addition, by visualizing meaningful information to the user through the embedding
network structure, it provides personalized information for intuitive understanding.

INDEX TERMS P2P edge network, data mining, multi-level, emerging health knowledge, hybrid P2P.

I. INTRODUCTION
In modern society, the burden of medical expenses is
increasing due to an increase in single-person households,
an increase in the number of elderly people, and an increase
in the number of people with chronic diseases. Healthcare
combined with the Internet and medical technology is devel-
oping, and interest in healthcare is increasing. The num-
ber of people with chronic diseases is constantly increasing
due to the surrounding environment, genetic factors, and
westernized living habits [1]–[3]. Chronic diseases are dis-
eases that require constant management such as hyperten-
sion, diabetes, arthritis, and rhinitis, and life care is required
to prevent symptoms from worsening. In addition, efficient
healthcare services with low medical expenses should be
provided [4]–[6]. Health and disease may be temporary in
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lifestyle habits and are divided into stages of causes, conse-
quences, and complications that may worsen. For example,
the national health information portal of the Korea Centers
for Disease Control and Prevention has suggested that the
result of hypertension may be caused by cause factors such as
age, family history, obesity, stress, and lack of activity. Also,
complications of hypertension include hemorrhagic stroke,
heart failure, and myocardial infarction [7], [8]. Therefore,
continuous healthcare and disease prevention require atten-
tion and efforts to prevent the complication risk of chronic
diseases in daily life.

The development of edge computing enables us to share
information available anywhere, and in hybrid P2P net-
working that connects distributed wired and wireless net-
works [9]. Recently, high-performance processes such as
virtual reality, big data processing, machine learning, and
artificial intelligence are distributed and processed, enabling
efficient data processing. It is also possible to update, share,
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and extend the data provided by various IoT devices and
data in social networks, requiring the technology to process
data in real-time [10]. Knowledge is used in various fields
such as marketing, medical and health industries through
distributed processing and meaningful information analysis
in heterogeneous big data. In order to collect data from
news, blogs, SNS, web applications, and process the data,
there is a need for dispersion and parallel technologies that
distribute the big data acrossmultiple servers and collect them
on each server to summarize the result. The Map-Reduce
process, presented by Google as open-source software, pro-
cesses big data at high speed with a Map step to process big
data distribution and a Reduce step to collect intermediate
results and eliminate redundancy. Therefore, there is a limit
to processing on one server, so the edge computing technol-
ogy that introduces the concept of distributed processing is
highlighted as the element technology of the big data plat-
form together with Hadoop distributed processing of actually
commercialized Oracle, Microsoft, Samsung, Dell and the
like.

In a P2P network, it is difficult to obtain desired mean-
ingful information from a large amount of data due to noise
such as subjective opinions, distorted information, and exag-
gerated information in the data collected by the user. For
example, when searching for information related to health-
care, general users without medical knowledge have diffi-
culty in making accurate and reliable information decisions.
Therefore, it is necessary to provide the user with health
information such as reliable and meaningful health and
disease, prevention according to symptoms, management,
exercise method, and diet in an easy-to-understand man-
ner. With the development of smartphone applications and
wearable devices using IT convergence technology in the
healthcare field, technology for providing personalized health
management in real-time to users has been advanced [3],
[4], [11], [12]. The smartphone application developed by
Samsung Health [13] provides life-care services by record-
ing and analyzing exercise and activity logs in P2P net-
working in consideration of user’s convenience. In addition,
step counters, sleep pattern recording, and diet management
functions provide useful information for physical strength
enhancement and diet. Also, wearable devices developed
by the InBody Band [14] check the muscle mass, body fat
percentage, and momentum in real-time to provide infor-
mation about the user’s health status in real-time. It cal-
culates the number of steps for 24 hours and calories and
automatically recognizes and analyzes sleeping hours and
health status. It also provides healthcare services to users by
calculating daily recommended calorie intake and momen-
tum according to individual BMI values [14]. As shown
above, the element technology is needed to maintain the
security of medical information and provide reliable infor-
mation in real-time in the P2P edge network. In this study,
we propose a multi-level health knowledge mining process
in a P2P edge network. The proposed method proceeds as
follows:

• First, requests data from a shareable P2P network
between nodes connected independently without a cen-
tral server, such as documents and memory. As the num-
ber of nodes increases, an overload problem and noise
problem occurs in the P2P network. It is also vulner-
able to security because it uses the Internet. To solve
this problem, medical information is collected and pro-
cessed in the P2P edge network. The edge network can
strengthen medical security through distributed process-
ing, and solve the overload problem by distributing the
operation of data. The knowledge generated in the edge
network is stored in the cloud computing repository for
reuse and expansion.

• Second, the collected health information generates Bag
of Health Word through preprocessing and morpheme
analysis. In a health corpus, the frequency and dis-
tribution of words are used to reconstruct them as
health transactions. Apriori algorithm of data mining
and multi-level association rules are used to construct a
health knowledge tree. The multi-level association rules
extend the meaning and find the association rules of the
words constituting the candidate item set as well as the
frequent items.

• Lastly, the association between words through mutual
information (MI) is used to generate health knowledge.
Based on the generated multi-level knowledge tree and
MI, the results expressed as the embedding network
structure are visualized to provide the user with health
information and disease prevention information.

This study is organized as follows: Chapter 2 describes
the related researches of health-based P2P edge comput-
ing, Chapter 3 describes the proposed multi-level health
knowledge mining process in the P2P edge network, Chap-
ter 4 describes the performance evaluation, andChapter 5 pro-
vides a conclusion.

II. HEALTH BASED P2P EDGE COMPUTING
In modern society, demand for smart devices such as IoT
and wearable is increasing, and the use of the Internet is
being activated anytime and anywhere. Using IoT devices,
users can collect, share and communicate vast amounts of
data scattered from SNS in real time. For this reason, edge
computing is used to reduce the time to collect and process
vast amounts of data [15]. In addition, as healthcare technol-
ogy becomes more sophisticated, users receive appropriate
healthcare in hybrid P2P networks regardless of time and
places [16], [17]. In a P2P network, resources can be shared
between independently connected nodes without a central
server. However, if the number of nodes increases, an over-
load problem occurs. When data is transferred from P2P,
the cloud server processes storage, processing, and content
usage. Cloud computing can reduce money, manpower and
data loss to build a server in a hybrid P2P network [18].
Also, if the Internet is available, data stored on the server
can be used regardless of time and places. On the other hand,
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FIGURE 1. Block diagram of health-based P2P edge computing.

the cloud has a security problem of data leakage if the server is
hacked. Edge computing can process vast amounts of data in
real time through small servers that are distributed at the edge
of the network [15], [19]. Unlike cloud computing, this is
located in a place where users’ IoT devices and computing for
the computation of big data are relatively close. Also, since it
is a distributed system, it can escape from the concentration
target of hacking attack. As a result, it has the advantages that
it can process data generated in real-time in a short distance,
can reduce the bandwidth required for Internet use and big
data processing time and can enhance security [19]. Hybrid
P2P can share and exchange data between individuals and
individuals, individuals and medical institutions connected
independently via the Internet [18]. It processes and provides
the health status in real-time on edge computing’s health plat-
form through IoT devices. Figure 1 shows the block diagram
of health-based P2P edge computing.

In Figure 1, the edge processes the big data before it is
sent to the cloud repository and provides the user with the
knowledge through the analysis. The user and server are
connected by hybrid P2P networking. If the user transmits
information to the server, the server analyzes and processes it
in real time, and then provides the feedback of the information
to the user again. The knowledge analyzed in the health
server is stored as meta knowledge in the cloud repository
for reuse and expansion. Meta knowledge is used to express
knowledge, and as a result, knowledge provides a method of
decision-making that can solve problems [18]. For example,
meta knowledge that expresses knowledge about healthcare
and disease prevention includes exercise, nutritional diet,
and so on. Chen et al. [19] proposed a healthcare system
based on edge cognitive computing. The proposed method

can monitor and analyze the user’s physical health using
cognitive computing and adjust the resource allocation of the
edge-computing network according to the health risk level.
This is a system that improves the patient’s survival rate in
an emergency, optimizes computing resources and improves
the user’s environment. Li et al. [20] proposed a block-chain
technique for P2P cloud repository. The proposed method
divides the file into encrypted data chunks and applies a
block-chain-based security technology for distributed cloud
storage that can be arbitrarily uploaded to a node in a P2P
network. This is a technology that provides more secure and
reliable cloud storage to companies or individual users.

III. MULTI-LEVEL HEALTH KNOWLEDGE MINING
PROCESS IN P2P EDGE NETWORK
A. COMPOSING BAG-OF-HEALTH WORDS IN P2P EDGE
NETWORK
Bag-of-health words collect health data related to healthcare
and disease prevention in the P2P edge network. It uses hybrid
P2P networking in a health platform that connects users and
healthcare servers [17], [18]. Health data uses IoT devices
to request the data to analyze, share, manage, and prevent
health conditions to the health platform. The edge network
provides the health information by processing it in a dis-
tributed server located at the edge [15], [19]. It also generates
and provides knowledge as meta knowledge by analyzing
the data transmitted and requested by the user in real-time.
Meta knowledge provided is knowledge of complications,
symptoms, causes, results, and management of diseases. This
is text-format data, which extracts words in the form of nouns
through preprocessing. Preprocessing eliminates unnecessary
elements through the processes of elimination of stop words,
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FIGURE 2. Configuring process of bag-of-health-words in P2P edge network.

elimination of punctuation marks, elimination of numbers,
and elimination of duplication. It also reduces the size of
the data and improves the accuracy of the analysis. Elim-
ination of stop words dispose of meaningless words such
as postpositions, pronouns, and conjunctions. The elimina-
tion of punctuation marks handles delimiters to distinguish
sentences. The elimination of number handles dummy infor-
mation indicating a number. The elimination of duplica-
tion handles words and sentences that appear in duplicate
in one sentence. After preprocessing, Bag-of-health-words
composed of words extracted from health information is con-
structed. Figure 2 shows the configuring process of bag-of-
health-words in a P2P edge network.

B. DISCOVERY OF ASSOCIATION RELATION USING
KNOWLEDGE MINING
The collected health information generates bag-of-health-
words through preprocessing and morpheme analysis.
In health corpus, the frequency and distribution of words are

used to reconstruct them as a health transaction. The health
transaction is used to find the association using knowledge
mining. The Apriori algorithm and multi-level association
rules are used to find the association in the health transaction.
The Apriori algorithm is a method to extract frequent items
from the health transaction and find rules in which the asso-
ciation among independent other items meets the minimum
support [5], [6]. The minimum support set through repetitive
performance evaluation is used for knowledge mining to find
meaningful knowledge [21], [22]. Figure 3 shows the discov-
ery process of association rules using Apriori algorithm.

In Figure 3, Apriori_Gen() function of Apriori algorithm
is used to explore a frequent item set of the transaction with a
minimum support of 3. The Apriori_Gen() function generates
a candidate item set to explore a frequent item set and consists
of a Join step and a Prune step to reduce the number of
candidate item sets. It uses the health transaction as input.
The Join step of creating n + 1 candidate item sets is carried
out in a frequent item set composed of n candidate items.

FIGURE 3. Discovery process of association rules using Apriori algorithm.
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If a subset of n + 1 candidate item sets does not exist in
the transaction and does not satisfy the minimum support,
the subset is deleted to conduct the Prune step to create
a candidate item. For example, the item with a minimum
support of 3 is scanned in the candidate item set of {Obesity,
Diabetes, Virus, Stress, Cancer, and COVID} with n= 1. The
Prune step to remove items {Obesity, Stress, and Cancer} that
do not satisfy the minimum support is carried out construct
frequent item sets {Diabetes}, {Virus}, {COVID-19} with
n = 1. The Join step to construct candidate item sets with
n = 2 in {Diabetes}, {Virus}, {COVID-19} is conducted
to create {Diabetes, Virus}, {Diabetes, COVID-19}, {Virus,
COVID-19}.

As shown above, the creation of candidate item sets, min-
imum support scan, prune step, the generation of frequent
item sets, and join step are repeated. Apriori_Gen() stops
searching for frequent item sets if there are no item sets
that can be composed in a transaction. Word_Candidate(n)
means a candidate set consisting of n words. The generated
candidate item set is scanned to generate a frequent item
set by sorting the set that satisfies the minimum support.
Word_Frequency(n) means the frequent item set generated.
The support and reliability are specified from the frequent
item set to find the association rules between words [23]. The
support is the rate for findingwords that appear frequently in a
transaction. The reliability means the assumption’s accuracy

TABLE 1. Extracted association rules from frequent item-sets.

for the conclusion, and the higher the reliability, the higher
the association. Lift is a criterion for evaluation of association
rules and shows the correlation between condition and result.
Lift means a negative correlation when it is less than 1,
and a positive correlation when it is greater than 1. In this
study, we extract a frequent item set whose candidate item
set satisfies a minimum support of 10% or more in a transac-
tion [24]. In the health transaction, the Apriori algorithm is
used to create association rules. Table 1 shows the extracted
association rules from frequent item-sets.

In Table 1, the association rules of {Obesity,
Complications}→{Diabetes, Hyperlipidemia} are support
13.2%, reliability 100%, lift 2.333, and the evaluation scale is
composed. This means that there is a very high and positive
correlation between words composed of {Obesity, Compli-
cations, Diabetes, Hyperlipidemia}. In addition, the health
and disease information provided by the Korea Centers for
Disease Control and Prevention shows that the complications
of obesity are related to diabetes and hyperlipidemia. In fact,
there are diagnosis results that the incidence of diabetes and
cardiovascular diseases is increased if there are metabolic
syndromes such as a rise in blood glucose, blood lipid
abnormality, an increase in body fat and elevation of blood
pressure.

C. HEALTH KNOWLEDGE TREE USING MULTI-LEVEL
ASSOCIATION RELATION
The health knowledge tree consists of multi-level association
rules. This is generated based on the MI and association of
candidate items constituting frequent items of health words.
The Multi-Level Association Rule finds association rules by
applying concept hierarchy classified by reflecting knowl-
edge in advance. The concept hierarchy discovers the concep-
tual features of a word and expresses the meaning of the word
hierarchically. This extends the meaning to calculate and
express the similarity between words. The Multi-Level Asso-
ciation Rule uses the support and reliability, which are the
evaluation scales of the Apriori algorithm and finds the rela-
tionship between candidate items. As a depth search method
based on Apriori algorithm, it finds a rule that satisfies the
forms of upper level-middle level-lower level [25], [26].
In addition, it is possible to analyze the hierarchical level of a
pattern hidden in different items by evaluating the hierarchi-
cal structure for data items [27]–[29]. For example, hidden
association rules are found such as {Obesity, Complication,
Fast Food, Chicken, Overeating, Obesity, Complications,
Diabetes, Hyperlipidemia} by expanding item sets in order
to find the relationship between {Obesity, Complications}.
Figure 4 shows the multi-level association rules based health
knowledge tree. The health knowledge tree in Figure 4 shows
negative lifestyle for the reason of obesity-related compli-
cations. It also shows that positive habits such as exercise
among life habits can prevent obesity. The hierarchical tree
can be used to identify the association between words by
searching for various paths. In order to find out the degree of
the association, we find the mutual association using the MI
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FIGURE 4. Multi-level association rules based health knowledge tree.

based on the health knowledge tree. The mutual information
(MI) is a method of finding the information amount of the
mutual association about how closely the two words are
related [30].

This is based on the probability of each frequency of words
and the frequency probability of words appearing at the same
time. Co-Occurrence means the number of appearance of
different words at the same time. The larger the number,
the more closely related the two words are, and it is used to
measure the similarity between words [31]. In the informa-
tion theory, the amount of information uses the probability
value that the event occurred and the value taking a log in a
reciprocal [25], [26], [30]. Equation (1) represents the mutual
information.

MI (w1,w2) = log2
f (w1,w2)

f (w1)× f (w2)
(1)

w1 and w2 mean the targets to be compared. MI(w1,w2)
represents the mutual information between w1 and w2. f (w1),
f (w2), and f (w1,w2) refer to the probability of frequency
of w1, the probability of frequency of w2, and frequency of
simultaneous occurrence of w1 and w2, respectively. If the
result value of the MI is greater than 0, the two words are
relevant. If it is less than 0, it means that there is no relevance.
In this study, we apply the lift that can evaluate the association
rule by Apriori algorithm to the MI. This is to judge the
degree of association betweenwords by using theMI between
words. w1 and w2 are an independent relationship, and the
lift represents the frequency at which word w1 and word
w2 appear at the same time. Taking a log in the lift value
equals the mutual information value. The lift based mutual
information according to the association mining is defined as
Equation (2).

Lift (w1→ w2) =
P (w1 ∩ w2)

P (w1)× P (w2)

MI (w1,w2) = log2 Lift (w1→ w2) (2)

Time complexity means the time taken for an algorithm to
solve a problem or the count of operations in the algorithm.

Table 2 shows the result of the comparison between Apri-
ori and FP-Tree based association rule algorithms and the
proposed improvement based mutual information method in
terms of time complexity. The comparison is made after the
data scan count, whether to create candidate items, and time
complexity is designed.

TABLE 2. The result of the comparison between Apriori and FP-Tree
based association rule algorithms and the proposed improvement based
mutual information method in terms of time complexity.

As shown in table 2, the Apriori algorithm creates a can-
didate set of a(a+1)/2 in the first search step in the con-
dition where the number of frequent items is an infrequent
pattern search. In the next step, it also creates candidate
items, and the execution time of association rules is different
depending on the minimum support count and transaction
count. Accordingly, in the worst case, the time complexity is
O(2n). The proposed improvement based mutual information
method applies log2 to an improvement on the basis of the
Apriori association rule. Therefore, log2 is applied to the time
complexity of theApriori association rule, and a calculation is
made with log2O(2n). In FP-Tree,m represents the number of
nodes in which the total of all paths for finding frequent items
for a certain item meets the minimum support. In addition,
Apriori and the proposed improvement based mutual infor-
mation method generate a candidate set, whereas FP-Tree
doesn’t do so. Therefore, in FP-Tree, time complexity con-
tinues to increase along with the value of m. Table 3 shows
the results of the lift-based mutual information according to
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the association rules. In this study, if the value of Lift, which
is an evaluationmeasure of association rules, is greater than 1,
it is judged to be a meaningful relation and used.

TABLE 3. Results of the lift-based mutual information (MI) according to
association rules.

In Table 3, the Lift value of {Fast-food, Overeating}→
{Cause, Complication, Obesity} is 1.463.When this is substi-
tuted into the Equation (2) and calculated, 0.549 is extracted.
The Mutual Information value greater than 0 was extracted.
This shows that there is a mutual association between
{Fast-food, Overeating}→{Cause, Complication, Obesity}.
In order to find out howmuch correlation the mutual informa-
tion value means, a correlation coefficient is used to identify
the degree of correlation [32]. The Cramer C coefficient is
used as a correlation coefficient. This is useful for finding the
correlation of several items, and the result value is expressed
between 0 and 1. In the Cramer C correlation coefficient,
the closer the value is to 0, the higher the correlation. The
closer the value to 1, the smaller the correlation. Equation (3)
shows the Cramer C coefficient.

C =

√√√√∑ (O−E)2
E

N (S − 1)

N : Total number of cases
O : MI(w1,w2)
B : MI(w1,w2)/sum of MI(w1,w2)
S : small number of values in

row and columns
(3)

In equation (3), N represents the total number of cases. O
represents the MI of the rule. B represents the value of the
mutual information of the rule divided by the sum of the total
mutual information. S represents the value of the less item
of the rows and columns. For example, in a 10 × 2 matrix,
the value of S is 2. Table 4 is a part of correlation coefficient
based on the mutual information.

TABLE 4. Cramer C correlation coefficient according to words.

In Table 4, the mutual information of 10 words of {hyper-
tension, virus, relax, cure, diet, obesity, infection, stress,
complications, and management} was constructed as 5 × 5
matrix to compare the correlation coefficients. For example,
the mutual information of {obesity} and {hypertension} is
1.042. Since it was constructed as 5× 5 matrix, the value of
N means 25, and the value of S means 5. The sum of total
mutual information means the sum of 25. When the correla-
tion coefficient is extracted through this, the measured value
of 0.045 is extracted. This is closer to 0 than 1, indicating that
{obesity} and {hypertension} are highly related.

IV. PERFORMANCE EVALUATION
A. MULTI-LEVEL HEALTH KNOWLEDGE MINING IN P2P
EDGE NETWORK
The method proposed in this study was developed usingWin-
dow10 Pro, Intel (R) Pentium (R) CPU G21020 3.10 GHz,
8GBRAM, andR Studio 1.1.456. For data, health knowledge
for healthcare and disease prevention is collected from P2P
edge network in real-time and documents are saved in the
text format. Unnecessary elements are removed from the
collected health knowledge documents to reduce the size of
the data. To improve the accuracy of the analysis, we pre-
process the data to generate bag-of-health-words composed
of health words. For preprocessing, R’s KoNLP package and
tm package are used. As a morpheme analysis package for
Korean natural language processing, KoNLP extracts nouns
from the document. Tm is a package that can be used for
text mining. It removes stop words, numbers, punctuation
marks, and duplicate words [33]. Using the Apriori algorithm
of data mining method and Multi-level association rule, Bag-
of-health-word recompose a health transaction in a document
unit in order to find the association of words. The association
of words is found and the health knowledge tree is created in
the health transaction. Also, the knowledge tree and mutual
information are used to create health knowledge. Correlation
coefficients are used to identify the degree of correlation of
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FIGURE 5. Multi-level health knowledge mining process in P2P edge network.

the mutual information. It visualizes the embedding network
structure to provide health management information.

The network structure visualizes the association between
words and provides users with information so that they can
understand it intuitively. The relationships betweenwords can
be expressed by a graph consisting only of words and a graph
of words appearing at the same time. If we find a hidden rela-
tionship such as similarity relationship, antonym relationship,
consent relationship, partial relationship between words,
it can be represented as a complex network structure [34]. For
example, the partial relationships of chronic diseases include
obesity, hypertension, diabetes, management, serious, treat-
ment, and recovery. Since management and treatment are
the synonym relationship, and recovery and serious are the
antonym relationship, they can be expressed as a network
structure. Embedding network can express the unique vec-
tors of words as a network structure in a multidimensional
space [35]. It can be found that the closer the distance of the
words, the higher the correlation. Figure 5 shows the multi-
level health knowledge mining process in P2P edge network.

In Figure 5, the user uses smart devices and IoT devices to
request health data to health platforms distributed in the edge
network. The edge network processes and analyzes the infor-
mation requested by the user in a distributed health server in
real-time and generates and provides meta-information. The
meta-information extracts 11,668 nouns through the noun
extraction process in the form of text. Through preprocessing,

10,400 words are extracted and construct bag-of-health-
words.

Bag-of-health-words construct a transaction for discov-
ery association rules and uses Apriori and multi-level rule
algorithms to find the associations. Based on the discov-
ered associations, the degree of association is calculated
through the mutual information and use correlation coeffi-
cient is used to determine the degree of correlation. This
generates the health knowledge and schematizes information
into an embedding network structure in order to provide it
intuitively.

Figure 6 is the result of Cramer C correlation coefficient
based on the mutual information. The y-axis and the x-axis
represent correlation coefficients and health words, respec-
tively. In Figure 6, {obesity} has the correlation coefficient
of 0.045 with {hypertension}, 0.06 with {virus}, 0.07 with
{cure}, 0.066 with {relax} and 0.128 with {diet}. This means
that the correlation is high because the correlation coefficient
close to 0 was extracted. The word relationship is extended
based on the mutual information to visualize it as network
structure based on multi-level health knowledge mining pro-
cess. Figure 7 shows the result of multi-level health knowl-
edge in P2P edge network.

B. PERFORMANCE EVALUATION
The experimental documents for the performance evalua-
tion of the proposed method consist of 1,000 experimental
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FIGURE 6. Cramer C correlation coefficient according to health words.

FIGURE 7. Result of multi-level health knowledge in P2P edge network.

documents by combining health information documents
collected from P2P edge network and documents pro-
vided in the Health Insurance Review and Assessment
Service [36].

The experimental documents were composed of 800 train-
ing documents and 200 test documents, and this process was
repeated 10 times. The health corpus is constructed from the
experimental documents through preprocessing. The health
corpus is reconstructed into a health transaction and associa-
tion rules are used according to the proposed method to con-
struct the knowledge base. We evaluate the F-measure using
precision and recall according to the change of minimum sup-
port in the transaction and whether or not mining is applied.
HW is health word used for test, N is words in the whole
document and (HW∩N ) is health words in all documents and

the number of words in the experimental documentsmatching
with the words used in the test, respectively. Precision refers
to the rate of words actually appearing matching with health
words in all the documents. Recall refers to the rate of words
used in the test matching with words actually appearing.
Equation (4) represents the Precision, and Equation (5) repre-
sents the recall. In addition, Equation (6) shows an equation
for calculating the F-measure using accuracy and recall.

Precision =
(HW ∩ N )

N
HW : Health words used in
the test

(4)

Recall =
(HW ∩ N )

HW
N: Words in the whole
document

(5)

F − measure =
2× Precision× Recall
Precision+ Recall

(6)
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The performance evaluation uses the proposed mining-
based mutual information (MbMI), existing mining-based
word frequency (MbWF) [37], [38], word concurrence fre-
quency (WCoF) [39], [40] in the document to find the rela-
tionship between words. It performs performance evaluation
while repeatedly changing minimum support. Figure 8 shows
the precision and recall according to MbMI, MbWF, and
WCoF. The y-axis and the x-axis represent the precision and
recall, respectively.

From about 0.4 based on the recall, the MbMI method pro-
posed in Fig. 8 was highly evaluated for recall and accuracy.

FIGURE 8. Precision and Recall according to MbMI, MbWF, and WCoF.

In the case of WCoF, the number of co-occurrence between
words in a document is limited. In addition, recall of associ-
ation rules was evaluated poorly because the association was
not considered. In the case ofMbWF, the degree of themutual
association between words was not considered, so a mean-
ingless relationship was found, resulting in poorly evaluated
precision. The degree of association using association rules
between words and mutual information can improve recall
and precision.

Table 5 shows the precision, recall, and F-measure evalua-
tion results of MbMI, MbWF, and WCoF.

TABLE 5. Precision, Recall, and F-measure evaluation results of MbMI,
MbWF, and WCoF.

FIGURE 9. F-measure evaluation results.

Figure 9 shows the F-measure evaluation results. The
y-axis and the x-axis represent the measured value of the
F-measure and the minimum support, respectively. In Fig. 9,
the F-measure evaluation results show that the performance
of the comparison methods at the minimum support of 10% is
excellent. MbMI and MbWF are 0.839 and 0.820 on average,
respectively, and WCoF has excellent performance of MbMI
method proposed as 0.652 on average. The performance of
the proposed MbMI method was found to be excellent when
the minimum support is 20%, 30%, 40%, and 50%.

The proposed Lift based mutual information method is
evaluated in terms of accuracy. In other words, according to a
change in the minimum support, entropy-based information
is compared with the proposed improvement based mutual
information in terms of accuracy. Fig. 10 shows the result
of an accuracy comparison between entropy and Lift based
mutual information. The horizontal axis represents the mini-
mum support, and the vertical axis means accuracy.

FIGURE 10. The result of an accuracy comparison between entropy and
Lift based mutual information.

As shown in Figure 10, the proposed improvement based
mutual information had better accuracy. Entropy is the value
calculated in the way of multiplying the information of each
case by a probability and adding up all. It is ambiguous. In the
association rule, the number of cases is changed depending
on reliability and support so that it is ambiguous. Therefore,
the entropy-based association rule information method has
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a limitation. On contrary, the proposed method calculates
information on the basis of the association rules extracted,
it has better accuracy than the entropy-based method.

For the evaluation of the proposed method, it is com-
pared with conventional association rule-based knowledge
mining techniques. In terms of the rule creation according
to a support change, F-measure using recall and accuracy is
compared. Table 6 shows the result of the performance com-
parison between the proposed method and the conventional
models.

TABLE 6. The result of the performance comparison between the
proposed method and the conventional models.

As shown in table 6, the proposed method showed the
best performance. The method of Xu and Luo [41] gener-
ates knowledge through correlation analysis and non-linear
modeling. With the use of association rule mining, it finds the
relations between risk factors and a manager and does model-
ing for extracting knowledge through the random-forest algo-
rithm. Since data are limited to dangerous situations, it has
low performance. The method of Nasr et al. [42] extracts
knowledge through the supervised learning technique using
data with designated class labels. For this reason, if unlabeled
or new data are used for analysis, recall and accuracy are low.

V. CONCLUSION
In this study, we propose a multi-level health knowledge
mining process in P2P edge network. The proposed method
collects data from P2P networks. The collected data has noise
problems such as subjective opinions, distorted information,
and exaggerated information. Therefore, precise and reliable
information should be provided to users who have difficulty
making accurate information decisions. As the number of
nodes connected to the P2P network increases, there are
an overload problem and a security problem through the
Internet network. Overload and security problems are solved
by distributed processing of data through P2P edge network.
In addition, reliable knowledge should be generated through
association and mutual information to solve the noise prob-
lems. P2P edge networks can be stored for data reuse and
expansion. This allows users to request and collect knowledge

necessary for healthcare and disease prevention to the health
platform using the smart platform and IoT device anytime
and anywhere. The collected data is composed of bag-of-
health-words through morpheme analysis and preprocessing.
In the health corpus, frequency of word appearance and distri-
bution are used to reconstruct them into a health transaction,
and Multi-Level and Apriori Algorithm of Data Mining are
used to create a health knowledge tree based on the findings
of association rules. The health knowledge tree identifies
the various relationships between health words. The mutual
information is used based on the health knowledge tree to
identify the degree of association and generate health knowl-
edge. In addition, the Cramer C correlation coefficient is used
to determine the degree of the mutual association of the MI.
Through the Cramer C correlation coefficient, the correlation
between several words can be found, which represents a value
between 0 and 1. The generated knowledge is visualized
and expressed as an embedding network so that the user
can intuitively understand it easily. The proposed method in
the performance evaluation result was highly evaluated in
the F-Measure using precision and recall compared with the
existing method. In the P2P edge network, lift-based mutual
information can easily identify the meaningful association of
words. In addition, the multi-level health knowledge mining
process provides meta-knowledge related to healthcare and
disease prevention through visualization in real time. In the
P2P edge network, users are provided with knowledge ser-
vices such as health life habit information, disease infor-
mation (cause, symptom, diagnosis, treatment, prevention)
through the association of inquiries and the health knowledge
tree.
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