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ABSTRACT The forecast of the stock price attempts to assess the potential movement of the financial
exchange’s stock value. The exact estimation of the movement of share price would contribute more to
investors’ profit. This paper introduces a new stockmarket predictionmodel that includes threemajor phases:
feature extraction, optimal feature selection, and prediction. Initially, statistical features like mean, standard
deviation, variance, skewness, and kurtosis is extracted from the collected stock market data. Further,
the indexed data collected are also computed concerning standard indicators like Average True Range (ATR),
Exponential Moving Average (EMA), Relative Strength Index (RSI), and Rate of Change (ROC). To acquire
best-predicted results, it is more crucial to select the most relevant features. Such that, the optimal features
are selected from the extracted features (technical indicators based features, statistical features) by a new
hybrid model referred to Red Deer Adopted Wolf Algorithm (RDAWA). Further, the selected features are
subjected to the ensemble technique for predicting the stock movement. The ensemble technique involves
the classifiers like Support Vector Machine (SVM), Random Forest1 (RF1), Random Forest2 (RF2), and
optimized Neural Network (NN), respectively. The final predicted results are acquired from the Optimized
Neural Network (NN). To make the precise prediction, the training of NN is carried out by the proposed
RDAWA via fine-tuning the optimal weight. Finally, the performance of the proposed work is compared
over other conventional models with respect to certain measures.

INDEX TERMS Saudi stock market prediction, close price, second order technical indicators, pre classifier.

NOMENCLATURE
Abbreviation Description
ROC Rate of Change
MS-VAR Markov-switching vector autoregressive
RSI Relative Strength Index
SMPPF Stock Market Prices Prediction

Framework
GA Genetic Algorithm
RNN recurring neural network
MM-HPA Multi-Model based Hybrid Prediction

Algorithm
EMA Exponential Moving Average
SVM Support Vector Machine
ATR Average True Range
RF2 Random Forest2
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NN Neural Network
GWO Grey Wolf Optimizer
RF1 Random Forest1
RDA Red deer algorithm
HMM Hidden Markov Model
KNN K-Nearest Neighbor

I. INTRODUCTION
Saudi Arabia is a well-established country in the oil markets,
and being the coremember of theOrganization of ‘‘Petroleum
Exporting Countries (OPEC), Saudi Aramco, the national oil
and gas company’’, by producing and maintaining billions
of gallons of Saudi oil, including some 260 billion tonnes
in inventory [1], [9]–[13]. ‘‘Saudi Stock Exchange (SSE)’’
is the largest exchange in the Middle East, identified locally
by its Arabic name Tadawul. This is twice the size of the
second-ranked Kuwait Stock Exchange by market capital-
ization. [14], [15]. Market fluctuations in Tadawul typically
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cause related movements [16]–[18] in share value or ‘Market
Capitalization or Market Cap’.

Nowadays, uncertainty characterizes the financial and eco-
nomic environs, and thereby, understanding the predictabil-
ity of future asset returns is the trending research topic for
professionals and academics. The forecasting of the stock
price attempts to assess the potential movement of a financial
exchange’s stock value. The accurate price movement would
contribute more benefit to investors in production. However,
the most challenging aspect is the forecasting of stock move-
ment as it involves the factors like interest rates, politics,
economic growth, etc. The hybrid optimization algorithms
have been reported to be promising for certain search prob-
lems [19]. This makes the use of machine learning models
for stock forecasting with the training of price fluctuations
of days and even the minute. Models like RNN, HMM [2],
[6] are more common in forecasting stock prices. To be
more accurate, theMetaheuristic tactics are incorporated with
the learning algorithm [6]. The major contribution of this
research work is:

• Introduces the ensemble technique by leveraging the tra-
ditional classifiers like SVM, RF1, RF2, and optimized
NN.

• A new RDAGW algorithm is introduced to train the NN
by tuning the optimal weight.

The rest of the paper is organized as: Section II describes
the contemporary works undergone in stock market predic-
tion. Section III tells about the feature extraction process:
SOTI and statistical features. Section IV represents the con-
structed ensemble classifier with RDAGW based optimized
NN. The final results acquired are discussed in Section V.
This paper is concluded in Section VI.

II. LITERATURE REVIEW
A. RELATED WORKS
In 2019, Tissaoui et al. [1] have conducted an empirical study
on the predictability and complex contingent association
among foreign volatility risk indices and Saudi stock returns.
To test the long-run and short-run persistence of shocks on the
complex conditional correlation, the authors have introduced
amixed regression framework. The ‘‘DCC-GARCH (1.1) and
CCF-Approaches’’ were the basis of the proposedmodel. The
Saudi market return cross-correlation analyses have indicated
a greater presence of spreading shocks than the commodity
markets.

In 2020, Trichilli et al. [2] have introduced an HMM-
based on transition matrix to investigate the relationship
between the Islamic index returns and the investor’s sen-
timent in MENA countries. The transition matrix and the
steady-state probabilities were estimated using the HMM.
In Islamic market indexes, the uncertainties were captured
using the proposed model. In addition, the possible effects
of the dynamics of the Islamic market on the persistence of
these regimes or States were also determined.

In 2019, Oueslati et al. [3] have examined the per-
formance of a variety of RFV return forecasting vari-
ables and techniques in ‘‘Saudi Arabia and Malaysia’’.
In Saudi Arabia, the market excess returns were documented
for predicting the changes in oil prices, the dividend yield, and
inflation. The diffusion index was utilized for forecasting the
stock return predictability. The empirical results had exhib-
ited the rationally time-varying expected returns of Saudi
Arabia and Malaysia’s irrational pricing.

In 2018, Chowdhury et al. [4] have examined the Saudi
stock market’s autocorrelation pattern corresponding to the
stock returns from January 2004 to December 2015. The
authors have also investigated the stock’s autocorrelation
structure and the portfolio returns of Saudi Arabia. Specif-
ically, the authors have examined the relation of the Saudi
Arabian stock market’s autocorrelation return to factors like
day of the week, stock trading, performance on a preceding
day, and volatility.

In 2020, Hung [5] have utilized the Markov-switching
autoregression to detect the RSB regime-shift behavior in the
stock returns of the Gulf Arab countries. In addition, they
have captured the dynamic interrelatedness existing among
the stock returns and the exchange by MS-VAR model. Fur-
ther, from the study, it was evident that both the low-volatility
regime and the high-volatility regime had supported the per-
severance for all markets.

In 2020, Polamur et al. [6] have proposed SMPPF for the
accurate forecasting of the stock market price. The underly-
ing algorithm behind the SMPPF was the MM-HPA, which
was constructed by blending the linear (autoregressive mov-
ing average model) and non-linear models (RNN). Further,
the optimal parameters were explored using the GA. The
empirical results of the proposed framework had exhibited
its supremacy in capturing the non-linear data.

In 2018, Zhang et al. [7] have proposed a stock prediction
framework on the basis of the Hidden Markov model, where
heterogeneous knowledge such as web news and historical
quantitative data was combined. By implementing the market
correlation information into this system, the event sparsity
problem was alleviated. The proposed model was tested on
the China A-share market dataset, and the results showed the
best predictive performance.

In 2018, Chen et al. [8] have developed a basic hybridized
framework with the amalgamation of the feature weighted
SVM as well as feature weighted KNN for predicting the
indices in the stock market effectively. Initially, the collected
data were classified using the feature-weighted SVM. Then,
by measuring the k-weighted nearest neighbors, the future
stock market indexes were expected. The experiments have
used Chinese stock market indices such as the Shanghai and
Shenzhen stock exchange indices for assessing the system’s
effectiveness.

B. REVIEW
The stock market prediction seems to be an important activ-
ity and is of particular significance as correctly forecasting
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stock markets will lead to lucrative profits by establishing
appropriate choices. Because of non-stationary, blaring, and
chaotic data, stock market prediction is a big problem, and
hence the prediction becomes impossible for shareholders to
spend capital to make profits. It had long been one of the most
challenging activities performed by humans to forecast the
stock price. Thousands and thousands of hours were spent
attempting to beat the competition reliably. Up to this point,
nobody had succeeded, not even experienced investors who
are right just about half the time. In the latest approaches,
multiple strategies are developed to forecast stock market
movements. When developing these hypotheses, several vari-
ables are considered, such as business fundamentals, climate,
supply and demand, investor psychology, and so on. Yet
some people think that with machine learning, optimism will
be on the horizon, and its immense capacities will one day
shortly defy this phenomenon and unlock the gate for people
to riches. Machine learning is a system of data processing
that, without relying on a preset equation, learns from expe-
rience using numerical data to ‘learn’ knowledge directly
from data. In other words, the more and more data this is
served, it gets smarter. Recently, several research studies have
used machine learning to successfully forecast stock market
changes. The ANN in [28] is utilized for both Classification
and Forecasting purposes. It had the ability to handle complex
non-linear patterns, noisy as well as missing data. But, here,
the parameters are highly sensitive to overfitting problems.
The Autoregressive integrated moving average model in [28]
is utilized for clustering as well as forecasting purpose. This
technique works goods for short-term forecasting and for
the linear time series. But, it is incapable of handling the
non-linear data, and this process is tedious too. In [28],
the fuzzy C-Means is applicable for clustering-based finan-
cial data forecasting. This can be more significant for the
small as well as medium datasets. Apart from this, it suf-
fers from noise and isn’t capable of handling huge datasets.
In addition, the Generalized Regression Neural Network in
[28] is easy to implement for forecasting the financial time-
series data. Moreover, here the training approach is quicker
and easier. But, this technique suffers from the drawbacks
like huge memory consumption, and it is highly compu-
tationally complex in terms of time and cost. In addition,
the Hidden Markov Model in [28] is significant in forecast-
ing the higher dimensional data. But, here, the parameters
are set manually and hence takes a huge time. The Particle
Swarm Optimization utilized for forecasting stock market
data is easy to implement and requires fewer parameters. But,
this technique seems to be expensive. Moreover, the SVM
in [28] provides an optimal global solution in forecasting
time-series stock market data. This technique is sensitive to
parameter selection as well as outliners. The Support Vector
Regression [28] can handle huge data sets and can forecast
time-series data more accurately. Apart from this advantage,
it suffers from higher sensitivity in terms of user parameter
selection.

FIGURE 1. The architecture of the proposed work.

III. PROPOSED SAUDI STOCK MARKET PREDICTION
MODEL: CONCEPTUAL DESCRIPTION
A. AN OVERVIEW
This paper introduces a new Saudi stock market prediction
model, including three major phases: feature extraction, opti-
mal feature selection, and prediction. The architecture of the
proposed work is shown in Fig.1. Initially, the statistical and
higher-order statistical features are extracted from the stock
market data. Along with this, the standard indicator-based
features like ATR, EMA, RSI, and ROC are also extracted,
F = f staticl + f SOTIl . The feature dimension seems to be the
greatest issue in any of the prediction models, which degrades
the prediction accuracy. Hence, in this work, optimal features
are selected using a new RDAGW algorithm. The selected
features Foptimal are subjected to ensemble technique for
prediction purposes, which combines the SVM, RF1, RF2,
and optimized NN, respectively. The final predicted results
will be acquired from theOptimizedNN, therefore to increase
its prediction accuracy; the training will be carried out by the
new RDAGW algorithm via tuning the optimal weights. The
proposed hybrid optimization model will be the conceptual
amalgamation of two standard optimization models: RDA
and GWO, respectively.

IV. FEATURE EXTRACTION: STATISTICAL FEATURES AND
TECHNICAL INDICATORS BASED FEATURES
This is the initial phase, where the statistical and higher-
order statistical features, along with second-order technical
indicator-based features (SOTI) get extracted.

A. SOTI BASED FEATURES
The Saudi stock market prices cannot be predicted accu-
rately with the explanatory variables (e.g. transaction volume,
google trend as well) when it comes to time series forecasting.
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TABLE 1. Review on conventional stock market prediction models: Features and challenges.
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FIGURE 2. SOTI based features.

Therefore, the SOTI of the indexed data is to be computed
for the stock prices, considering as the important feature for
prediction. Fig.2 shows the SOTI based features. A brief
description of these technical indicators is described below:

1) ATR [35]
This evaluation shows the sensitivity of the range of the
period and tends to consider the certain disparity from the
closure of the prior period. ATR may be used as a gauge for
historical trail uncertainty in technical research. Though it
is known as a lagging measure, it offers some visibility into
‘where uncertainty is now? and where the last cycle was (day,
week, month, etc.)?. Eq. (1) represents the statistical formula
for ATR. Here, Truerange (true range) is the biggest of the
three price differences:

ATR = Avg(Truerange, time) (1)

The price gap between yesterdays close to today’s
high, or yesterdays close to today’s low, or the distance
between today’s low and HP is the largest of the three price
differences (true range). The mathematical formula is shown
in Eq. (2). The Truerange is defined in Eq. (3).

ATR = Avg(Truerange, time) (2)

Truerange = max(high− low), (high− Ppast ),

(Ppast − low) (3)

2) EMA [36]
It is more receptive than simple moving averages
to the current market price, so with EMAs, the lag time is
less. The weighting assigned to the most recent price depends
on the chosen moving average period. The shorter the EMA
span, the more weight will be added to the latest price. For
the present day EMAPvalueday

, the EMA can be computed as per

Eq. (4).

EMAPvalueday
=

[
Pvalueday ∗

(
S

1+ Days

)]
+EMAPvalueyesterday

∗

(
1−

(
S

1+ Days

))
(4)

In addition, EMAPvalueyesterday
are the EMA value of the previous

day, and the smoothing factor is symbolized as S.

3) RSI [37]
The ratio of the smoothed average of time-period gains to
the absolute value of the smoothed average of time-period
losses is the relative strength RS. It measures the strength of
the trend, and the mathematical formula for RSI is shown in
Eq. (5).

RSI = 100−
(

100
1+ RS

)
(5)

4) ROC OR MOMENTUM INDICATOR [38]
The Rate of Change (ROC) measure compares the current
price to the previous price over the number of cycles chosen.
The ROC measures the percentage change in price value
between

(
Cprice

)
and the price recorded a certain number of

periods ago (Pr ice). This measure is often regarded as an
indicator of momentum. For the specified period, the current
price is

(
Cprice

)
contrasted from the previous price. The ROC

is defined as per Eq. (6).

ROC = ((Cprice/Pr ice)− 1.0) ∗ 100 (6)

The extracted SOTI based features are denoted as
f SOTIl = {ATR,EMA,RSI ,ROC}.

B. STATISTICAL FEATURES
In addition to the SOTI based features, the statistical features
are also extracted. The extracted statistical features are shown
in Fig. 3.

1) STANDARD DEVIATION
By evaluating each data point’s variation relative to the mean,
the standard deviation is measured as the square root of
variance. There has a larger variance within the data set if
the data points are beyond the mean. Thus, the more the
data is spaced out, the higher the standard deviation. The
mathematical formula for standard deviation SD is shown in
Eq. (7).

SD =

√√√√√ N∑
i=1

(Yi − Yi)2

N − 1
(7)

In which, Yi is the ith point in the collected input data, Yi
is the mean of the collected input data, and N is the count of
data points in the collected input data.
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FIGURE 3. Statistical features.

2) MEAN
The mean is the first raw moment, and it is defined as

Y = 1
N

N∑
i=1

Yi

3) VARIANCE
In probability theory and mathematics, variance assumes a
random variable’s square deviation from its mean. The math-
ematical formula for variance is shown in Eq. (8).

Var(Y ) = E
[
(Y − µ)2

]
(8)

4) SKEWNESS
It is a measure of the asymmetry of the probability distri-
bution of a real-valued random variable over its mean in
probability theory and statistics. The value of skew can be
positive, zero, negative, or unknown.

5) KURTOSIS
It is the mathematical calculation that indicates how often a
distribution’s tails vary from the normal distribution’s tails.
In other words, kurtosis determines when the extreme values
are found in the tails of a given distribution. The computed
statistical features are denoted as f statistical . The final feature
set is denoted as F = f statistical + f SOTIl , from which the
optimal features are extracted via the RDAWA model.

V. RDAWA FOR OPTICAL FEATURE SELECTION AND NN
TRAINING
A. PROPOSED RDAWA
Feature dimensionality reduction is a significant step for
better prediction results. In this work, the features of statis-
tical and higher-order statistical features along with second-
order technical indicator-based features (SOTI) get extracted.
The optimal features Fopt are selected from the extracted

features by the new RDWA model. Moreover, the training
processing NN is also carried out using the same algorithm.
The objective (fitness) of the algorithm is given in Eq. (33).

RDA was developed based on the Red Deers’ mating
behaviour. It is a high convergent model with less prob-
ability of getting trapped into the local optima. Similarly,
the GWO was developed based on the hierarchical and hunt-
ing behaviour of the grey wolves. The GWO is good at
solving complex optimization problems. Therefore, the RDA
and GWO are hybridized in this research work. The hybrid
optimization algorithms are more significant in solving dif-
ferent optimization issues in complex scenario [29]–[34]. The
procedure of the proposed Red Deer Adopted Wolf Algo-
rithm (RDAWA) is as follows: In the red deer algorithm,
the solution gets updated using GWO, where α, β and δ are
newly computed to determine the percentage of mating.

Step 1: Initialize the population of search agents as pop =
X1,X2, . . . ,XM . The current iteration is denoted
as itr and the maximal count of iterations is
denoted asMax itr .

Step 2: Compute the fitness using Eq.(33).
Step 3: Sort the solutions based on fitness. The best deer

is set as Male and the rest is set as hind . The best
solution is denoted as X∗.

Step 4: While itr < Max itr do
Step 5: Move to roar male stage, where the male is roared

as per Eq. (9). If the current solution is better than
the existing one, then update the new position of
the search agent.

Newmale =


Oldmale + a1 ∗

((
UB−
−LB

)
∗ a2

)
+LB if a3 ≥ 0.5

Oldmale − a1 ∗
((

UB−
−LB

)
∗ a2

)
+ + LB if a3 < 0.5

(9)

Here, Oldmale and Newmale denotes the current
and the new position of the red deer. In addi-
tion, a1, a2, a3 is the randomly distributed integer
between 0 to 1. In addition, UB and LB denotes
the upper and lower bounds of solutions.

Step 6: Using Eq. (10) and Eq. (11), sort the males
and then form the commanders and stags. Using
Eq. (10), compute the male commanders count,
and the stags count is computed as per Eq. (11).

NumCom = round {γ.Nummale} (10)

Numstag = Nummale − NumCom (11)

Here, NumCom and γ is the count of the male and
initial value.

Step 7: The fight between male commanders and stags
stage is undergone using Eq. (12) and Eq. (13).
Then, update the position of the stags and male
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commanders.

New1 =
(stag+ Com)

2
+ b1

∗

((
Upper−
−Lower

)
∗ b2

)
+ Lower (12)

New2 =
(stag+ Com)

2
− b1

∗

((
Upper−
−Lower

)
∗ b2

)
+ Lower (13)

Here, New1 and New2 denotes the 2 newly gener-
ated solutions by the fighting process. In addition,
Upper and Lower denotes the upper and lower
bounds in the search space.

Step 8: Form harems stage via Eq. (14), Eq. (16), and
Eq. (17), respectively. Using Eq. (14) for the male
commanders.

Normn = powern −max
i
{poweri} (14)

Here, powern denotes the nth commander’s power,
and the normalized value is Normn. The normal-
ized power is computed using Eq. (15). The hinds
count of the harem is computed as per Eq. (16).
Moreover, the harems commander is mated with ε
percent of hinds as per Eq. (17). Here, Nummateharemn
is the count of hinds.

powern =

∣∣∣∣∣∣∣∣∣
Normn

NCom∑
i=1

Normi

∣∣∣∣∣∣∣∣∣ (15)

Numharem = round . {powern.Numhind } (16)

Nummateharemn = round . {ε.Numhind } (17)

Step 9: Randomly mate the selected commander male
with the chosen harem using Eq. (18).

Offs =
(hind + Com)

2
+ (Upper − Lower) ∗ c

(18)

where, Offs denotes the new solution; and c is a
random number.

Step 10: The harem is randomly selected, and it is denoted
as κ

Step 11: In the harem, the count of hinds is computed as
per Eq. (19).

NumCom = round
{
δ.Numharemk

}
(19)

where Numharemk denotes the k
th hinds counts

Step 12: Randomly mate the selected commander male
with the chosen harem using Eq. (19).

Step 13: Select the closest hind by computing the distance
between the hinds and stag.

Step 14: With the selected hind, mate the stag using
Eq. (19).

Step 15: Subsequently, update the position of the search
agent using GWO using Eq. (20).

Step 16:

EX (tr + 1) =
EX1 + EX2 + EX3

3
(20)

Here,

EAα = |EB1 · EXα − EX |,
EAβ = |EB2 · EXβ − EX |,
EAδ = |EB3 · EXδ − EX | (21)
EX1 = EXα − EC1 ·

(
EAα
)
,

EX2 = EXβ − EC2 ·

(
EAβ
)
,

EX3 = EXδ − EC3 ·

(
EAδ
)

(22)

Here, the assessment of EC and
⇀

B is defined in Eq. (23) and
Eq. (24), in which, mi is linearly minimized from 2 to 0, Ev1
and ⇀v2 are the random vectors in the range [0, 1]. Moreover,
the mathematical model of encircling behavior is in Eq.(25)
and Eq. (26).

EC = 2mi · Ev1 − mi (23)
EB = 2 · ⇀v2 (24)
EA = |EB · EXP (tr)− EX (tr) (25)

EX (tr + 1) = EXP (tr)− EC · EA (26)

As per the proposed logic, α is said to be the percentage
of mating in a harem and β is the percentage of the mating
of a commander with another harem. In addition, δ is the
percentage of commanders. The values of α, β and δ are
computed using Eq. (27), Eq. (28), and Eq. (29), respectively.

α = 0.1+ 0.9 ∗
iter

max(iter)
(27)

δ = 0.5+ 0.5 ∗
iter

max(iter)
(28)

β = 1− α (29)

The extracted optimal feature is denoted as Fopt , which is
fed as input to RF1, RF2, and SVM, respectively.

VI. PROPOSED ENSEMBLE TECHNIQUE FOR STOCK
MARKET PREDICTION
Ensembles are also much more descriptive than the actual
classifiers. In order to solve the same problem, the ensemble
methods, also known as committee-based learning or learning
multiple classifier systems, train several hypotheses. In gen-
eral, the ensembles are good at enhancing the precision of
the classifiers. It is a powerful ‘‘Meta characterization strat-
egy’’. This is an effective ‘‘meta characterization strateg’’
which blends fragile beginners with vigorous newcomers to
stimulate the efficacy of fragile beginners. The ‘‘ensemble
strategy’’ is used in this research to improve the accuracy of
the Saudi stock market prediction. The classifier is built in
this research work by mixing the NN, RF1, RF2, and SVM,
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respectively. The extracted F is fed as input to RF1, RF2, and
SVM, the output from SVM, RF1, and RF2 is fed as input to
optimized NN.

A. RF1 AND RF2
The selected features Fopt are given as the input to the
RF classifier. RF is an algorithm of labelling that combines
the weak classifiers such as DT to develop a solid clas-
sifier. The community of trees is constructed by RF, and
the classification is ultimately accomplished by having these
trees to choose the most renowned class. In comparison,
the normal CART decision, the tree utilizes the total features,
and the randomness of features is guaranteed by the RF
method. The RF model provides high precision of classifica-
tion than the DT; however, the interpretability is not evident
as the characteristics with an essential function are unrecog-
nized. The resultant from RF1 and RF2 is OutRF1,OutRF2,
respectively.

B. SVM
Meanwhile, the selected features Fopt are fed as the input to
SVM. A non-linear mapping is used in the SVM to transform
the normal training data into a high dimension. In its novel
dimension, SVM investigated the linear optimum hyperplane.
In addition, the decision boundary is a hyperplane that sepa-
rates the tuples from one group to another. Moreover, through
the margins and support vectors, the SVM has found the
hyperplane. The hyperplane of2-class linear separable prob-
lem is calculated as per Eq. (30),

HP = VT TZi+ dis = 0 (30)

where dis indicates the distance among the origins to the
hyperplane and VT denotes the normal vector. The output of
SVM is denoted as OutSVM .

C. OPTIMIZED NEURAL NETWORK
Optimized NN is responsible for providing the final clas-
sified result by getting the outputs of SVM and RFs
(OutSVM , OutRF1,OutRF2 ) as input denoted as Out . The
network model of NN is given in Eq. (31), Eq. (32), and
Eq. (3), respectively. As the main contribution, the training
is carried out by the proposed RDAWA via optimizing the
weights wg.

HIDDEN = AF

wgNbias,hid + Ninp∑
inp=1

wgNinp,hidz.Out

 (31)

OUTpre = AF

(
wgrbias.out +

Nhid∑
hid=1

wgrhid .out .HIDDEN

)
(32)

F(er) = argmin{
wgNbias.hid ,wg

N
inp,hid ,wg

r
bias.out ,wg

r
hid .out

}

×

Nout∑
out=1

|Actual − Pr edicted | (33)

TABLE 2. Parameters of optimized NN.

VII. RESULTS AND DISCUSSIONS
A. SIMULATION SETUP
The proposed Saudi stock market prediction model was
implemented in MATLAB. The data for the evaluation was
collected for three companies, namely: ALINMA company,
DAR ALARKAN company, and SABIC company from [39].
The analysis was done by varying the window size from 7, 15,
20, respectively. The outcome determines the precise close
price vales of the Saudi stock market on 8th day, 16th day,
and 21st day, respectively. Here, the convergence analysis is
made for RDAWA onALINMACompany, DARALARKAN
Company, and SABIC company datasets by varying the count
of iterations. These evaluations will be undergone to verify
the supremacy of RDAWA in fitness function achievement
over existing approaches like FF+ Ensemble classifier, GWO
+ Ensemble classifier, MFO+ Ensemble classifier, WOA+
Ensemble classifier, and MM- HPA [6], respectively. More-
over, the evaluation is carried out in terms of error measures
like RMSE, MSE, MAE, and MAPE, respectively.

B. PREDICTION ANALYSIS
The predicted results using ALINMA company, DAR
ALARKAN Company, and SABIC company are given for
three varying window sizes. On observing the acquired
results, it is clear that the predicted closed prices of the
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FIGURE 4. Predictive analysis of the proposed as well as the existing works in case of ALINMA company datasets for (a) window size = 7, (b) window
size = 15, and (c) window size = 30.

FIGURE 5. Predictive analysis of the proposed as well as the existing works in case of DAR ALARKAN company datasets for (a) window size = 7,
(b) window size = 15, and (c) window size = 30.

FIGURE 6. Predictive analysis of the proposed as well as the existing works in case of SABIC company datasets for (a) window size = 7, (b) window
size = 15, and (c) window size = 30.

proposed work are closer to the target value, while compared
to the existing models. The results acquired with ALINMA
company, DAR ALARKAN Company, and SABIC company
dataset are shown in Fig. 4, Fig.5, and Fig.6, respectively.
This has been proved for all the window sizes.

C. CONVERGENCE ANALYSIS
The convergence analysis is undergone in this research work
to exhibit the supremacy of the proposed RDAWA in achiev-
ing the desired objective as in Eq. (33). this result proves

that ‘how the proposed optimization algorithm converged for
solving the given issue. Moreover, the convergence analysis
is undergone by varying the count of the iteration from 10,
20, 30, 40, and 50, respectively. Since the RDAGW mod-
els were tested with the data collected from three different
companies; the cost function is evaluated for each of them
using the RDAWA. The cost function of the fitness function
of RDAWA for ALINMA Company is shown in Fig. 7(a).
Here, the cost function of all the techniques seems to be
higher at the least count of iterations. As the count of iter-
ations seems to increase after the 20th iterations, a steep
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FIGURE 7. Convergence analysis of RDAGW+ Ensemble Classifier model
over existing models for (a) ALINMA company, (b) DAR ALARKAN
company, and (c) SABIC company.

fall in the cost function is recorded in the proposed work.
Beyond the 20th iteration, the proposedwork had achieved the
least cost function of 0.05. At 30th iteration, the RDAWA is
23.22%, 13.5%, 14.2%, 12.5%, and 1.5% better than existing
approaches like FF+ Ensemble Classifier, GWO+ Ensem-
ble Classifier, MFO+ Ensemble Classifier, WOA+ Ensem-
ble Classifier and MM-HPA. In addition, the convergence
analysis of RDAWA was evaluated for DAR ALARKAN
Company, and the corresponding results acquired are shown
in Fig. 7(b). In this case, the RDAWA seems to maintain a
fixed cost function overall variation in the count of iteration.
Moreover, compared to all the acquired results, the least

FIGURE 8. RMSE analysis of RDAGW+ Ensemble Classifier model over
existing models for (a) ALINMA company, (b) DAR ALARKAN company,
and (c) SABIC company.

function is recorded by the proposed work. The convergence
of RDAWA is at 0.3, which is the least value when compared
to FF+ Ensemble classifier, GWO+ Ensemble Classifier,
MFO+ Ensemble Classifier, WOA+ Ensemble Classifier,
and MM-HPA. Further, on analyzing the convergence perfor-
mance of SABIC Company (Fig. 7(c)), the proposed work
had achieved the lowest cost function at the higher count of
iterations. At 50th iteration, the RDAWA is 23.2%, 23.5%,
24.2%, 12.5%, and 1.5% better than existing approaches
like FF+ Ensemble Classifier, GWO+ Ensemble Classifier,
MFO + Ensemble Classifier, WOA+ Ensemble Classifier
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andMM-HPA. Therefore, from the overall evaluation, a clear
conclusion can be derived that the RDAWA perfectly suits
for weight optimization in NN, while compared to existing
approaches like FF+ Ensemble Classifier, GWO+ Ensemble
Classifier, MFO+ Ensemble Classifier, WOA+ Ensemble
Classifier, and MM-HPA [6], respectively.

D. ANALYSIS ON RMSE
The mathematical formula for RMSE is shown in Eq. (34)

RMSE =

√√√√ 1
M − N

M−N∑
o=1

(Actual − Pr edicted)2 (34)

Here, Actual and Pr edicted is the actual and the predicted
close price values, respectively.

The error minimization during the close price prediction
is the major objective behind the current research work.
Here, the RMSE of the proposed as well as existing works
is evaluated for all the algorithms. This evaluation is under-
gone by varying the window size from 7, 15, and 30,
respectively. The results acquired with ALINMA Company,
DAR ALARKAN Company, and SABIC Company datasets
are shown in Fig.8. In the case of ALINMA Company,
the RSME of the proposed work at learning rate = 30 is
∼0.01, which is the least value and it is 6.6%, 5.4%, 6.2%,
4.7%, 3.25%, 98% and 80% better than existing approaches
like FF+ Ensemble Classifier, GWO+ Ensemble Classifier,
MFO+ Ensemble Classifier, WOA+ Ensemble Classifier,
MM-HPA, and Ensemble without FS. Then, in the case of
DARALARKANCompany, the proposed work had recorded
the least RMSE at learning rate = 15 and the corresponding
value is ∼0.015. In case of SABIC Company datasets at
learning percentage = 7, the proposed work is 5%, 6.2%,
5.1%, 4.78%, 4.59%, 3.1%, 4% and 75% better than existing
approaches like FF+ Ensemble Classifier, GWO+ Ensemble
Classifier, MFO+ Ensemble Classifier, WOA+ Ensemble
Classifier, MM-HPA [6], and Ensemble without FS. From
the acquired results, it is clear that the RDAGW model
had achieved the least RMSE value over every variation in
the window size. This best performance is recorded by our
RDAGW+ Ensemble Classifier model in ALINMA Com-
pany, DAR ALARKAN Company, and SABIC company
datasets. Therefore, the RDAGW model is said to be good
for predicting the close price of the Saudi stock market
precisely.

E. ANALYSIS ON MAPE
The mathematical formula for MAPE is shown in Eq. (35)

MAPE =
1

M − N

M−N∑
o=1

∣∣∣∣ Actual − Pr edicted
Actual

∣∣∣∣ (35)

The MAPE of both the existing works is evaluated
for ALINMA Company, DAR ALARKAN Company, and
SABIC Company datasets. This evaluation is done by vary-
ing the window size from 7, 15, and 30, respectively. The

FIGURE 9. MAPE analysis of RDAGW+ Ensemble Classifier model over
existing models for (a) ALINMA company, (b) DAR ALARKAN company,
and (c) SABIC company.

results acquired with ALINMA company, DAR ALARKAN
company, and SABIC company datasets are shown in Fig.9.
As per the recorded results, the RDAGWmodel has recorded
the least value over every variation in the window size. In case
of ALINMA Company, the least MAPE is recorded by the
RDAGWmodels at 30th window size. Among all the compa-
nies MAPE value, the least value is recorded in the SABIC
Company datasets at window size = 7. At window size =
7, the proposed work for SABIC Company datasets is 80%,
85%, 62%, 60%, 70%, 55%, and 80% better than existing
approaches like FF+ Ensemble Classifier, GWO+ Ensemble
Classifier, MFO+ Ensemble Classifier, WOA+ Ensemble
Classifier, MM-HPA and Ensemble without FS. Therefore,
from the evaluation, it is clear that the RDAGW+ Ensemble
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FIGURE 10. MARE analysis of+ Ensemble Classifier model over existing
models for (a) ALINMA company, (b) DAR ALARKAN company, and
(c) SABIC company.

Classifier model had achieved the least error value, and hence
it becomes significant in predicting the closed price values
with negligible errors.

F. ANALYSIS ON MARE
The MAPE value recorded for the proposed and the exist-
ing values on ALINMA Company, DAR ALARKAN Com-
pany, and SABIC Company datasets are shown in Fig. 10.
On observing the ALINMA Company dataset, the least
RDAGW model had recorded by the proposed algorithm
almost for every variation in the window size. However,
the least value is recorded by the proposed work at win-
dow size = 30. On observing the 30th window size for

FIGURE 11. MAE analysis of RDAGW model over existing models for
(a) ALINMA company, (b) DAR ALARKAN company, and (c) SABIC
company.

ALINMA Company dataset, the RDAGW model is 90%,
87.5%, 92.5%, 60%, 97.5%, 98.75%, and 66.6% better
than existing approaches like FF+ Ensemble Classifier,
GWO+ Ensemble Classifier, MFO+ Ensemble Classifier,
WOA+ Ensemble Classifier, MM-HPA [6] and Ensemble
without FS. In the case of DAR ALARKAN Company,
the MARE of the proposed work at window size = 15 is
∼0.05, which is 16.6%, 44.4%, 32.8%, 28.5%, 90%, 65%,
and 60% better than existing approaches like FF+ Ensem-
ble Classifier, GWO+ Ensemble Classifier, MFO+ Ensem-
ble Classifier, WOA+ Ensemble Classifier, MM-HPA, and
Ensemble without FS. respectively. Therefore, from the eval-
uation, it is vivid that the proposed work had achieved
the least MARE measure while compared to the existing
ones.
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FIGURE 12. RMSPE analysis of+ Ensemble Classifier model over existing
models for (a) ALINMA company, (b) DAR ALARKAN company, and
(c) SABIC company.

G. ANALYSIS ON MAE
The mathematical formula for MAE is shown in Eq. (36)

MAE =
1

M − N

M−N∑
o=1

|Actual − Pr edicted |
M − N

(36)

The results acquired with ALINMA company, DAR
ALARKAN company, and SABIC company datasets is
shown in Fig.11. On analyzing theMAE values, the RDAGW
model had recorded the best value (i.e. the least value) in
ALINMA Company at window size = 30. Here the recorded
MAE value is 0.02(∼), while the MAE of the existing
techniques is greater than this. Then, in the case of DAR
ALARKAN Company, the RDAGW model has achieved the
least value at window size = 15. The MAE of the proposed

work is 87.5%, 82%, 68.75%, 70%, 63%, 45%, and 37.5%
better than existing approaches like FF+ Ensemble classi-
fier, GWO+Ensemble classifier, MFO+Ensemble classifier,
WOA+Ensemble classifier, MM- HPA, and Ensemble with-
out FS, respectively at window size = 15. Further, among all
the recorded values of the proposed work, the least value is
recorded with SABIC Company datasets. Here, at window
size= 7, the MAPE value is negligible. Therefore as a whole,
the RDAGW model is said to be appropriate for close price
prediction of the Saudi stock market.

H. ANALYSIS ON RMSPE
The RMSPE of existing as well as RDAGW model is
evaluated with ALINMA Company, DAR ALARKAN Com-
pany, and SABIC Company datasets, and the correspond-
ing values acquired in terms of closed price are shown in
Fig. 12. On observing the acquired results, the RDAGW
models have recorded the least value for every variation
in the window size. While analyzing the SABIC company
datasets, the RDAGW model had exhibited the least value
as 25, which is 50.5%, 58%, 56%, 55.4%, 53%, 60%, and
24.15% better than existing approaches like FF+ Ensem-
ble classifier, GWO+ Ensemble classifier, MFO+ Ensemble
classifier, WOA+ Ensemble classifier, MM- HPA [6], and
Ensemble without FS respectively. Moreover, while analyz-
ing the other company datasets, the same enhanced perfor-
mance was recorded in the RDAGW model. Therefore, it is
suggested for close price prediction.

I. STATISTICAL ANALYSIS
The statistical evaluation is undergone in terms of Standard
Deviation, mean case scenario, median case scenario, best-
case scenario, and worst-case scenario, respectively, by exe-
cuting the optimization algorithms for several times. This
evaluation is done by varying the window size from 7, 15,
and 30, respectively. The statistical analysis of ALINMA
company, DAR ALARKAN company, and SABIC com-
pany datasets for varying window size = 7, 15, and 30 is
tabulated in Table 3 to Table 9. On observing the mean
performance of ALINMA Company at window size = 7,
the RDAGW model had achieved the least value as 1.0762,
which is 33.3%, 18.45, 3.75%, 46.3%, 87.6% and 22.59%
better than existing approaches like FF+Ensemble Classifier,
GWO + Ensemble Classifier, MFO + Ensemble Classi-
fier, WOA + Ensemble Classifier, MM-HPA, and Ensemble
without FS, respectively. Also, the ALINMA Company had
recorded the least mean performance value at window size=
15 and 30 as 2.47 and 0.50189, respectively. Moreover, while
analyzing the mean performance of ALARKAN Company,
the proposed work had achieved the least value for all three
variations in the window size. For ALARKAN Company,
the mean performance recorded by the RDAGW+ Ensemble
Classifier model at window size = 15 is 1.4074, which
the existing techniques have recorded the mean values as
FF+ Ensemble Classifier = 2.2192, GWO + Ensemble
Classifier = 3.7685, MFO + Ensemble Classifier = 2.6291,
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TABLE 3. Statistical analysis of RDAGW model over existing techniques for ALINMA company at window size = 7.

TABLE 4. Statistical analysis of RDAGW model over existing techniques for ALINMA company at window size = 15.

TABLE 5. Statistical analysis of RDAGW model over existing techniques for ALINMA company at window size = 30.

TABLE 6. Statistical analysis of RDAGW model over existing techniques for DAR ALARKAN company at window size = 7.

TABLE 7. Statistical analysis of RDAGW model over existing techniques for DAR ALARKAN company at window size = 15.

WOA + Ensemble Classifier = 2.2828, CNN = 20.265,
MM-HPA [6] = 8.8055, and Ensemble without FS =
1.758. Moreover, in the case of SABIC Company
datasets, the mean performance of RDAGW+ Ensem-
ble Classifier model is 11.956, which is 3.1%, 8.6%,
29.45, 14.2%, 42.9%, 94.25%, and 19.23% better than

existing approaches like FF+ Ensemble Classifier, GWO+
Ensemble Classifier, MFO+ Ensemble Classifier, WOA+
Ensemble Classifier, CNN, MM-HPA [6], and Ensem-
ble without FS, respectively. Therefore, the proposed
work is suggested as the best technique for close price
prediction.
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TABLE 8. Statistical analysis of RDAGW model over existing techniques for DAR ALARKAN company at window size = 30.

TABLE 9. Statistical analysis of RDAGW model over existing techniques for SABIC company at window size = 7.

TABLE 10. Statistical analysis of RDAGW model over existing techniques for SABIC company at window size = 15.

TABLE 11. Statistical analysis of RDAGW model over existing techniques for SABIC company at window size = 30.

VIII. CONCLUSION
This paper introduces a new stock market prediction model
that includes three major phases: feature extraction, optimal
feature selection, and prediction. The features like the statis-
tical features and SOTI features were extracted. The classi-
fiers in the prediction phase were trained with the extracted
features. To acquire best-predicted results, it is more crucial
to select the most relevant features. The optimal features
were selected from the extracted features by RDAGW. As the
major contribution, the prediction process was made via
an ensemble-based classification model that includes SVM,
RF1, RF2, and optimized NN, respectively. The final pre-
dicted results were acquired from the Optimized NN, there-
fore to increase the prediction accuracy of NN; its weights
were fine-tuned via RDAGW. The proposed hybrid opti-
mization model was the conceptual amalgamation of two

standard optimization models: RDA andGWO. On observing
the 30th window size for the ALINMA Company dataset,
the RDAGW model is 90%, 87.5%, 92.5%, 60%, 97.5%,
and 98.75% better than existing approaches like FF+ Ensem-
ble Classifier, GWO+ Ensemble Classifier, MFO+ Ensem-
ble Classifier, WOA+ Ensemble Classifier and MM-HPA,
respectively in terms of MAPE. Similar to this, the RDAGW
model had recorded the least value for every variation in
the window size. Therefore, it is suggested as an appropriate
technique for close price prediction of the Saudi stock market
effectively.
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