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ABSTRACT Automatic generation of feasible trajectory is one of the key technologies for autonomous
flying of unmanned aerial vehicles (UAVs). The existing path planning methods, such as swarm intelligence
algorithm and graph-based algorithm, cannot incorporate the flying time and UAV dynamic model into
evolution. To overcome such disadvantages, a hierarchical trajectory optimization scheme consisted by
improved particle swarm optimization (PSO) and Gauss pseudo-spectral method (GPM) is investigated in
this paper. Firstly, considering that traditional GPM is sensitive to initial values, we design an improved
PSO for path planning in the first layer. By introducing adaptive parameter adjustment strategy and position
mutation updating strategy, the rapidity and optimality of the improved PSO is enhanced. Then in the second
layer, a fitted curve based on the path waypoints generated by improved PSO is constructed and served as the
initial values for GPM. Comparing with random initial values, the designed curve can significant improve
GPM efficiency. A multi-segment strategy is also put forward to further improve the efficiency. Finally,
with the consideration of dynamic model and state constraints, the time minimum trajectory planning for
quadrotor UAVs is solved. Plenty of simulations are carried out and the results illustrate that the proposed
scheme guarantees much better efficiency.

INDEX TERMS Unmanned aerial vehicles, trajectory planning, particle swarm optimization, Gauss pseudo-
spectral method.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) are aircrafts without
human pilots onboard. With the development of technology,
UAVs have been widely applied to both military and civilian
tasks, such as intelligence, surveillance, reconnaissance, res-
cue and commercial performance [1]–[3]. In order to enhance
the autonomy level and operating efficiency, automatic gen-
eration of flyable trajectory for UAVs has becoming a crucial
technology.

In general, path or trajectory planning of UAVs can be
regarded as an optimization problem which aims to find
an optimal or near-optimal solution from the starting posi-
tion to the destination position under certain criteria and
mission constraints. The main challenge is to avoid colli-
sions with environmental obstacles and other members and
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to provide a capable guidance for the tracking control sys-
tem. In [4], a newest review on path planning of unmanned
robot system was presented and some categories about exist-
ing results have been made. For the path planning issue,
the most used methods and algorithms include Voronoi dia-
gram algorithm [5], A∗ algorithm [6], probabilistic roadmaps
algorithm [7], rapidly-exploring random trees based algo-
rithm [8], and so on. But UAV kinematic and dynamic models
are seldom considered, thus they are usually not appropriate
for practical situations. The field-based method [9] and fluid-
based method [10] are another two candidate methods for
path planning. But they are easy to trap into local minimum
and sometimes no feasible path could be generated when
the target and obstacles are near. In the past two years,
the machine learning technique was also utilized for UAV
trajectory planning [11], [12], but the dynamic model of
UAV was also not considered. In addition, all the aforemen-
tioned methods can only provide path information other than
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trajectory information, whichmeans the flying time is usually
not involved and the results cannot be tracked directly by
control system.

For UAV trajectory planning problem, it is also usually
modeled as a nonlinear optimal control (NOC) problem
with multiple state and control constraints. Many gradient
based numerical methods have been adopted to solve the
problem [13], [14]. Generally, these methods are classified
into two branches: indirect method and direct method [15].
Both methods attempt to minimize objective function and
constraint violations by using discrete approximations. Com-
paring with indirect method, the direct one removes the
Pontryagin minimum principle and is more convenient
to implement. For the utilization of direct method, the
continuous NOC problem is firstly transformed into a non-
linear programming (NLP) problem, then it could be solved
numerically via some well-developed toolboxes. With main-
taining the property of dynamic feasibility, pseudo-spectral
optimization method [16] has proved to be an effective direct
numerical method and attracted much attention. A well-
known application of the pseudo-spectral method is the atti-
tude maneuver of NASA’s space telescope, by which almost
zero fuel consumption was achieved and millions of dol-
lars were saved [17]. A recent review [18] on optimization
techniques in spacecraft flight trajectory design also showed
the effectiveness of pseudo-spectral method. In [19], a
Chebyshev pseudo-spectral method (CPM) was introduced
and reentry trajectory optimization for hypersonic glide vehi-
cle with flexible initial conditions was also addressed. Among
the pseudo-spectral methods, GPM has been proved to be
able to maintain relative faster convergence and more accu-
rate solutions during the optimization process. However, like
other numerical methods, all pseudo-spectral methods also
inherent the drawbacks of sensitive to initial values and lack
of a fast global searching capability, indicating that poor
initial value may weaken the effectiveness or even make no
feasible solution for a NOC problem.

Besides numerical methods, the bio-inspired swarm intel-
ligence algorithms, such as ant colony optimization (ACO),
particle swarm optimization (PSO) and plant growth algo-
rithm, have also been widely investigated for path planning
by researchers [20]–[22]. These algorithms not only possess
the advantage of being able to achieve global optimal or near-
optimal solution fast but also are insensitive to initial val-
ues. Among the existing swarm intelligence algorithms, PSO
maintains the advantages of simple implementation and being
able to access global optimum, thus it is often utilized for path
planning and other optimization tasks. Although PSO may
trap into local minimum and premature convergence in some
situations [23], one can always refine the PSO performance
by some appropriate improvements. In [24], [25], a new idea
of separately evaluating and evolving path waypoints for
UAV planning was proposed. In [26], the authors proposed an
adaptive decision operator for PSO path planning and illus-
trated the advantages. In [27], [28], a comprehensive analysis
on the factors that can affect the performance of PSO was

carried out and it was pointed out that parameter selection,
topology structure and combination with other methods were
the main aspects to improve the efficiency of PSO.

Taking both advantages of swarm intelligence algorithm
and numerical methods, it may provide a meaningful and
effective solution for UAV trajectory planning by involving
pseudo-spectral methods with swarm intelligence algorithm.
In accordance with this idea, Modares and Sistani combined
PSO and successive quadratic programming (SQP) together
and proposed an integration optimization method in [29]. The
PSO was activated at the beginning to find a near-optimal
solution quickly, then the SQP was adopted to accelerate the
search process and to find an accurate solution in the final.
Appealed by the result, some researchers extended the idea
to optimal trajectory planning for under-actuated spacecraft
and autonomous underwater vehicles [30], [31]. The newest
results on robot trajectory planning also enriched the rele-
vant research. In [32], polynomial interpolation function was
combinedwith improved cuckoo search algorithm to generate
time-optimal trajectory for UR robot. In [33], graph-based
multi-agent path planner was involved with nonlinear opti-
mization to generate smooth trajectories for non-holonomic
mobile robots. The resulting trajectories showed the superi-
ority of hybrid optimization.

It is to be noted that although some results based on
pseudo-spectral methods or other numerical methods have
been reported, the results are not always satisfactory for
kinds of unmanned robots or vehicles with different mod-
els. The in-depth improvements, such as to further reduce
computation complexity and to further improve algorithm
efficiency, are still needed. To our best knowledge, no one
has investigated the time-efficient trajectory planning for
quadrotor UAVs with the consideration of six degree-of-
freedom (6-DOF) dynamic model. Besides, it is concluded
from the analysis that the generation of favorable initial
values for numerical optimization algorithm plays a key role
in improving the efficiency and optimality of the trajectory
planning. Motivated by these aspects, a hybrid hierarchical
optimization scheme combined by improved PSO (IPSO) and
Gauss pseudo-spectral method (GPM) is proposed for multi-
UAV trajectory planning in the paper. The IPSO and improved
GPM are respectively designed in the first and second layer
to carry out path planning and trajectory planning. The gen-
erated path waypoints by IPSO act as the bridge to combine
the two layers. The details and contributions of the paper are
as follows.

Firstly, an improved PSO algorithm is designed for path
planning in the first layer. The convergence speed and solu-
tion optimality are improved by designing adaptive parame-
ter varying strategy and position mutation updating strategy.
Secondly, the hierarchical optimization scheme combined by
IPSO and GPM is designed for the 6-DOF quadrotor UAVs.
A fitted curve based on IPSO path waypoints was designed
as the initial values of GPM and the resultant solving time is
greatly reduced. Thirdly, an adaptive multi-segment strategy
was designed for the hybrid optimization. By dividing the
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FIGURE 1. Configuration of quadrotor UAV.

whole trajectory into several segments according to the cur-
vature of fitted curve, the solving time can be further reduced
and near online trajectory planning can be achieved.

The rest of the paper is organized as follows: the upcoming
section introduces the mathematical model of quadrotor UAV
trajectory planning. The IPSO is proposed and analyzed in the
next section. Then the detailed design of IPSO-GPMplanning
is discussed. Simulations and comparison results are carried
out in a later section. Finally, conclusion is given in the last
section.

II. PROBLEM FORMULATION
In this paper, the quadrotor UAV is researched for trajectory
planning. Comparing with fixed-wing UAVs, the quadrotors
can maintain hovering flight and are easier to execute some
missions, such as cargo delivery, photography, etc. Different
from some results with only 2D plane considered, the 3D
trajectory planning with 6-DOF dynamic model is investi-
gated in this research. In the following, the dynamic model
for quadrotor UAV is firstly introduced. Then UAV state and
environment constraints are presented and the NOC problem
for UAV formation trajectory planning is formulated.

A. MODEL OF QUADROTOR UAV
Let n be the number of quadrotor UAVs in the formation
denoted by F = {F1,F2, . . . ,Fn}. Assume all UAVs are the
same in the formation. For dynamic principle illustration, the
body-fixed frame OBxByBzB, the earth-fixed inertial frame
OI xI yI zI and the configuration of quadrotor UAV are shown
in Fig. 1.

In this research, the 6-DOF UAV model is taken into con-
sideration. Under the assumption of symmetric rigid body and
low-speed flying without disturbances, a simplified dynam-
ics of quadrotor UAV involving translational and rotational
motions is introduced as follows [34], [35]

ẋ = vx
ẏ = vy
ż = vz
v̇x = [(cosφ sin θ cosψ + sinφ sinψ)U1]

/
m

v̇y = [(cosφ sin θ sinψ − sinφ cosψ)U1]
/
m

v̇z = [−mg+ (cosφ cos θ)U1]
/
m

(1)



φ̇ = p
θ̇ = q
ψ̇ = r
ṗ =

[
U2 + qr

(
Iy − Iz

)]/
Ix

q̇ = [U3 + pr (Iz − Ix)]
/
Iy

ṙ =
[
U4 + pq

(
Ix − Iy

)]/
Iz

(2)

where (1) denotes the translational model and (2) denotes the
rotational model. (x, y, z) is the absolute position in inertial
frame,

(
vx , vy, vz

)
is the corresponding velocity. (φ, θ, ψ) is

the Euler angle of body-fixed frame with respect to inertial
frame, (p, q, r) is the angular velocity in body-fixed frame.
U1 is the total thrust by rotors and (U2,U3,U4) is the control
torque vector.

(
Ix , Iy, Iz

)
is the moment of inertia along each

axis and m is the mass.

B. CONSTRAINT
To achieve of goal of cooperative trajectory planning, several
constraints should be taken into consideration. They mainly
include state constraint, control constraint, boundary con-
straint and no-fly zone constraint. The details are given in the
following.

1) STATE CONSTRAINT
State constraint means that the state of each UAV should
meet engineering requirements. Generally, the state con-
straint mainly include position constraint, velocity constraint,
Euler angle constraint and angular velocity constraint, which
is formulated as

x ≤ |x| ≤ x̄, y ≤ |y| ≤ ȳ, z ≤ |z| ≤ z̄
|vx | ≤ v̄x ,

∣∣vy∣∣ ≤ v̄y, |vz| ≤ v̄z
|φ| ≤ φ̄, |θ | ≤ θ̄ , |ψ | ≤ ψ̄

|p| ≤ p̄, |q| ≤ q̄, |r| ≤ r̄

(3)

where
(
x, y, z

)
and (x̄, ȳ, z̄) are respectively the lower

and upper bounds for UAV position,
(
v̄x , v̄y, v̄z

)
,
(
φ̄, θ̄ , ψ̄

)
,

(p̄, q̄, r̄) are the maximum bounds for UAV velocity, Euler
angle and angle velocity.

2) CONTROL CONSTRAINT
Due to physical limit and control stability, UAV control thrust
and torque should be limitedwithin a reasonable range, which
is 

|U1| ≤ Ū1

|U2| ≤ Ū2

|U3| ≤ Ū3

|U4| ≤ Ū4

(4)

where Ū1 and
(
Ū2, Ū3, Ū4

)
are the maximum bounds of

control vector.

3) BOUNDARY CONSTRAINT
Boundary constraint is usually used to denote UAV state
limit in both endpoints of a trajectory. In this research,
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the position boundary for starting and ending points is
denoted as (x0, y0, z0) ,

(
xf , yf , zf

)
, the velocity boundary for

the two points is denoted as
(
vx0, vy0, vz0

)
,
(
vxf , vyf , vzf

)
,

the Euler angle boundary for the two points is denoted as
(φ0, θ0, ψ0) ,

(
φf , θf , ψf

)
and the angular velocity boundary

is denoted as (p0, q0, r0),
(
pf , qf , rf

)
.

4) COLLISION AVOIDANCE CONSTRAINT
Each UAV should not conflict with others during the flying,
namely, a relative safe distance should be maintained at a
same time moment among all UAVs. In this research, a three-
axis constraint is added to avoid collision, which is formu-
lated as 

∣∣xi (t)− xj (t)∣∣ ≥ dx∣∣yi (t)− yj (t)∣∣ ≥ dy∣∣zi (t)− zj (t)∣∣ ≥ dz (i 6= j, i, j ∈ F) (5)

where the subscripts i, j respectively denote the ith and jth
UAV and

(
dx , dy, dz

)
is the safe distance among UAVs.

5) NO-FLY ZONE CONSTRAINT
Due to environment obstacle or threat, each UAV should
avoid flying through some specific areas. For simplicity,
the no-flying zone in this research is modeled as hemisphere
with a finite radius, which can be described as√
(x − Xi)2+(y− Yi)2+(z− Zi)2 ≥ di (i ∈ 1, 2, . . . ,Nno)

(6)

where Nno is the number of no-fly areas, (Xi,Yi,Zi) and di
are respectively the center and radius of hemisphere.

C. OBJECTIVE
To establish an optimization problem, the objective for multi-
UAV trajectory planning should also be determined. During
the voyage of UAV, flying time is an important factor to
be considered. Shorter flying time usually means reduced
energy consumption and less probability of being discov-
ered or attacked, thus the minimum flying time is selected
as the optimization objective in this paper, which is given as
follows

min J = tf (7)

where tf is the objective time to be optimized.

D. OPTIMIZATION STRATEGY DESIGN
In the following research, the multi-UAV trajectory planning
is converted to a mathematical optimization problem, which
aims to minimize the flying time tf under equality constraints
(1)∼(2) and inequality constraints (3)∼(6).

A two-layer hybrid optimization scheme is proposed in this
paper to achieve the efficient trajectory planning for multi-
UAV, as shown in Fig.2. The two layers are consisted by IPSO
and GPM and are respectively designed for path planning
and trajectory planning. In the first layer, by selecting path

FIGURE 2. Optimization scheme for IPSO-GPM.

length as the fitness function, a feasible path with possible
shortest length is obtained by IPSO. With the considera-
tion of UAV velocity, the total flying time for the whole
path and the moment for each path waypoint are calculated.
Then in the second layer, a fitted curve by using generated
path waypoints and time moments is constructed. Under the
consideration of UAV dynamic model (1)∼(2) and different
constraints (3)∼(6), the timeminimum trajectory planning by
using IPSO-GPM is accomplished. To further reduce proce-
dure running time, a multi-segment strategy is also adopted
in the following research.

III. PATH PLANNING BY IPSO
In the following, the traditional PSO is firstly introduced.
Then to improve the efficiency and optimality of traditional
PSO, the IPSO is proposed and analyzed.

A. TRADITIONAL PSO
PSO is a population-based optimization algorithm. It starts
from random initializations with candidate solutions and
could find an optimal or near-optimal solution with particle
position and velocity updating. For path planning problem,
each particle corresponds to a possible path and is usually
consisted by a series of path waypoints. The number of path
waypoints equals to the dimension of the particle. In this
paper, the number of path waypoints is set as D. The number
of total particles, namely the swarm size, is set as S. Then
the position and velocity vector for the ith particle in three-
dimensional space can be written as

pi =
(
pi,1, . . . ,pi,D

)T
=

((
pxi,1, p

y
i,1, p

z
i,1

)
, . . . ,

(
pxi,D, p

y
i,D, p

z
i,D

))T
(8)

vi =
(
vi,1, . . . , vi,D

)T
=

((
vxi,1, v

y
i,1, v

z
i,1

)
, . . . ,

(
vxi,D, v

y
i,D, v

z
i,D

))T
(9)

where
(
pxi,j, p

y
i,j, p

z
i,j

)
,
(
vxi,j, v

y
i,j, v

z
i,j

)
, j ∈ 1, . . . ,D are the

jth path waypoint’s position and velocity respectively of the
ith particle. Then the whole swarm can be expressed as

((p1, v1) , (p2, v2) , . . . , (pS , vS)) (10)
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For PSO with S particles, there are also S personal best
positions and one global best position, which are

Pi,best =
(
pi,1,best , . . . ,pi,D,best

)T
=

((
pxi,1,best , p

y
i,1,bestp

z
i,1,best

)
,

. . . ,
(
pxi,D,best , p

y
i,D,bestp

z
i,D,best

))T
(11)

Gbest =
(
g1,best , . . . , gD,best

)T
=

((
px1,best , p

y
1,bestp

z
1,best

)
,

. . . ,
(
pxD,best , p

y
D,bestp

z
D,best

))T
(12)

where i ∈ 1, . . . , S is the particle label. Then the velocity
and position of each particle are updated according to the
following formula [27], [28]{

vi,j (t + 1) = w · vi,j (t)+ c1 · r1 ·11 + c2 · r2 ·12

pi,j (t + 1) = pi,j (t)+ vi,j (t + 1)
(13)

where 11 =
(
pi,j,best (t)− pi,j (t)

)
,12 =

(
gj,best (t) −

pi,j (t)
)
and t ∈ 1, . . . ,T is the current iteration with

T denoting the total iterations. w is the inertia weight for
balancing global and local searching, c1, c2 are two constant
acceleration coefficients reflecting the ability of learning
from global best particle and personal best particles. r1, r2 are
two randomvalues distributed in (0, 1). The updating velocity
is usually restricted by [−Vmax,Vmax]. In order to accelerate
convergence, the following linear-varying inertia weight is
usually adopted [25]

w = wmax −
(wmax − wmin) t

T
(14)

B. PERFORMANCE ANALYSIS
The traditional PSO possesses the convenience of few param-
eters and easy implementation. However, some drawbacks
also accompany with traditional PSO, such as it may fall into
local minimum and premature convergence. Besides, the total
iterations needed to achieve global satisfactory solution is
usually quite large and the whole evaluation process can be
improved.

In this paper, the path waypoints generated by PSO are
adopted as initial values for GPM, thus the quality of the
generated pathwaypoints would have significant influence on
the performance of GPM. Theoretically, better PSO outputs
will result in better planned trajectory by GPM. How to
generate PSO path waypoints with better optimality and less
iterations would be a key to improve the efficiency of GPM
trajectory.

During PSO evolution, searching and convergence are the
two main objectives. Searching means each particle should
enrich the diversity of the swarm and convergence means
all particles should finally achieve a same optimal or near-
optimal solution after certain iterations. In the design of
PSO, it is reasonable to divide the whole process into two
phases, the first half phase should focus on searching and

maintain diversity while the latter half phase should focus on
enhancing convergence and optimality. From (13), it is easy to
see that the acceleration coefficients c1, c2 and the maximum
velocity Vmax are key parameters to influence the evolution
process. At the first half phase, the searching range would
be enlarged and the swarm diversity would be benefitted if
relatively large c1 and Vmax are chosen. At the latter half
phase, the convergence to global optimal or near-optimal
solution and the convergence speed would be enhanced if
relatively large c2 and relatively small Vmax are chosen.

Apart from above parameters, appropriate modification on
position updating topology can also improve PSO perfor-
mance. For traditional PSO, all particles would be involved
into the position updating process. However, there are always
some particles inheriting poor performance during the pro-
cess. Taking such particles into position updating would
increase total iterations and decrease algorithm efficiency.
So it is meaningful and beneficial to abandon such particles
and take advantage of the good particles only, which would
theoretically improve the solution property.

C. IMPROVED PSO
In order to achieve the global optimal or near-optimal solution
in amore quick and accurate way, the IPSO is proposed in this
section. Three improvements for IPSO are given as follows:

1) ADAPTIVE PARAMETER ADJUSTMENT
Acceleration coefficients c1, c2 are two critical parameters
for PSO. They indicate the weights of acceleration terms that
pull each particle to local and global best positions and play
important roles in adjusting convergence speed and searching
direction. From the view of swarm evaluation, the PSOwould
maintain better performance if the coefficients are adaptively
adjusted with the evaluation process.

According to PSO searching and evaluation process, it is
reasonable to conclude that searching should predominate the
first half phase while convergence should predominate the
latter half phase. Thus, c1, c2 are adaptively designed as

c1 = cmax −
(cmax − cmin) t

T
(15)

c2 = cmin +
(cmax − cmin) t

T
(16)

where cmax, cmin are constant values with cmax > cmin > 0.
In simulations, cmax, cmin are set according to the equation
(cmax + cmin)

/
2 = cc1 = cc2, where c

c
1 = cc2 denote the values

in traditional PSO. This principle guarantees that the average
of c1 and c2 for IPSO are the same as they are for traditional
PSO, and makes the comparison much fair and well-founded.

For (15)∼(16), it is obvious that c1 and c2 are respectively
linearly decreasing and increasing. The sum satisfies c1 +
c2 = cmax + cmin, meaning that the ability sum for particle
searching and convergence is constant during the evolution.
It is also obvious that c1 > c2 is satisfied at the first half
phase, thus the searching diversity is strengthened and it is
beneficial for fast obtaining optimal solution and avoiding
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local minimum. While c1 < c2 is satisfied at the latter half
phase, it has the benefit of fast convergence to a same global
optimal solution. In a word, the adaptive coefficients would
improve the optimality and rapidity of PSO.

2) MAXIMUM VELOCITY DESIGN
Maximum velocity Vmax is also an important factor in
influencing PSO performance, which has been seldom paid
attention to by researchers. Generally, constant Vmax is not
sufficient to precisely reflect the searching diversity and accu-
racy in different evolution stages. During PSO evolution, it is
always expected that searching range should be large enough
to enrich solution diversity at the beginning and it should be
relatively small to improve the accuracy of optimal solution
at the end. Thus, a simple but effective linear-varying Vmax is
designed as follows

Vmax = V1 −
(V1 − V2) t

T
(17)

where V1 > V2 > 0 are constant values. In the follow-
ing simulations, V1 and V2 are selected under the equation
(V1 + V2)

/
2 = 2V c

max, where V
c
max is the constant value for

traditional PSO.
It is obvious that Vmax = V1 when t = 0 and Vmax = V2

when t = T . The designed Vmax can linearly decrease from
V1 to V2 during the evolution. This strategy takes both search-
ing range and accuracy into consideration. At the beginning
stage, the solution diversity is enriched and the probability of
meeting global optimal solution is increased. At the end stage,
the velocity with smaller value can help to refine optimal
solution by smaller searching range and remove unnecessary
searching of non-optimal solutions. It is reasonable to con-
clude that the adaptive adjustment ofmaximum velocity guar-
antees better performance than constant maximum velocity.

3) POSITION UPDATING STRATEGY
Position updating strategy is also a main factor to improve
PSO. Some researchers have introduced adaptive sensitivity
decision operator to update the best position, but additional
models would be brought in and computation complexity
would be increased [26]. In order to improve convergence
speed in a simple way, a new position updating strategy is
proposed in the following.

To implement the strategy, we should firstly carry out PSO
for one time and calculate fitness values of all particles. Then
rearrange all particles in a descending order according to the
fitness values. The position updating scheme is designed as{

pl arg e = psmall + a · r3
vl arg e = vsmall

(18)

where pl arg e and psmall respectively represent the half par-
ticles with larger and smaller fitness values, r3 is a random
number in [0, 1], a is a constant value, reflecting position
offset of the newly obtained mutant particles with respect to
the particles with smaller fitness value. Ideally, a should be
relatively large at the beginning and becomes increasingly

smaller as the evolution proceeds. For brevity, the value in
simulation is set constant.

The equation (18) means that particles with larger fitness
values will be replaced by those with smaller fitness values
using an offset value, and particle velocities with larger fit-
ness values would remain unchanged. The reasonability for
adopting such scheme can be explained as follows.

The particles with large fitness values means that they
distribute far from the expected path or some of the waypoints
are within the threat or collision areas, thus it would be
meaningless and time-consuming for subsequent evolution,
so we propose the position updating strategy to accelerate the
convergence. Meanwhile, in order to keep the diversity of the
swarm, an offset value a is added for position replacement.
This proposed strategy would be effective in improving con-
vergence speed and maintaining swarm diversity.
REMARK 1: For traditional PSO and IPSO, it is obvious

that the main structures are the same, but the IPSO refines
parameter settings using (15)∼(18). By qualitative analysis,
the IPSO enhances both convergence speed and solution opti-
mality. Meanwhile, the procedure running time for the two
PSOs is almost the same in theory because they maintain the
same updating structure.

Based on above improvements, the IPSO can be adopted
for path planning of multi-UAV. To evaluate the process,
the length of the path is set as the fitness function. The
collision avoidance with obstacles and other UAVs are taken
as constraints. The implementation process for path planning
by IPSO is the same as that by PSO, which is simple and
omitted here. For more details on PSO path planning, one can
refer to [24], [25].

IV. TRAJECTORY PLANNING BY IPSO-GPM
In this section, the IPSO-GPM trajectory planning for multi-
UAV is proposed. Firstly, the GPM principle is introduced.
Then, the procedures for the hierarchical algorithm are pre-
sented. Finally, a multi-segment strategy is also proposed.

A. GPM PRINCIPLE
In GPM, the continuous NOC is firstly converted into a
NLP problem by approximating states and controls using
Lagrange interpolating polynomials, then it is solved by an
appropriate numerical solver. The procedures for different
pseudo-spectral methods are similar and the readers can refer
to [17] and [34] for details.

1) TIME DOMAIN TRANSFORMATION
The UAV flying time from t0 to tf is transformed into τ ∈
[−1, 1] in the GPM domain with the transformations as
follows

τ =
2t

tf − t0
−
tf + t0
tf − t0

(19)

2) APPROXIMATION OF SYSTEM VARIABLES
GPM chooses the K th-order Legendre-Gauss points and
τ0 = −1 as the collocation points, and constructs
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(K + 1) Lagrange interpolating polynomials denoted by
Li (τ ) (i = 0, 1, 2, . . . ,K ). Then the state and control vari-
ables are approximated by

x (τ ) ≈ X (τ ) =
K∑
i=0

Li (τ )X (τi)

u (τ ) ≈ U (τ ) =
K∑
i=1

L∗i (τ )X (τi)

(20)

where Li (τ ) and L∗i (τ ) are the interpolating basis functions
and denoted as

Li (τ ) =
K∏

j=0,j6=i

τ − τj

τi − τj

L∗i (τ ) =
K∏

j=1,j6=i

τ − τj

τi − τj
,

i = 0, 1, . . . ,K (21)

3) TRANSFORMATION OF EQUATION CONSTRAINT
Differentiating (20) yields

ẋ (τ ) ≈ Ẋ (τ ) =
K∑
i=0

L̇i (τ )X (τi) =
K∑
i=0

DkiX (τi) (22)

where Dki ∈ RK×(K+1) is a differential approximation matrix
and expressed as follows

Dki (τ ) =


(1+ τK )PK (τk)+ PK (τk)

(τK − τi) [(1+ τi)PK (τi)+ PK (τi)]
, i 6= k

(1+ τi) P̈K (τi)+ 2PK (τi)
2 [(1+ τi)PK (τi)+ PK (τi)]

, i = k

(23)

So the differential equation can be transformed into the
following algebraic constraint

K∑
i=0

DkiX (τi)−
tf − t0

2
f (X (τk) , u (τk) , τk) = 0 (24)

4) TRANSFORMATION OF TERMINAL STATE
The final point when τf = 1 is not concluded in the Legendre-
Gauss collocations, so we calculate it as follows

x
(
τf
)
= x (τ0)+

∫ 1

−1
f (X (τ ) ,U (τ ) , τ )dτ (25)

By using Gauss integration, it yields

x
(
τf
)
= x (τ0)+

tf − t0
2

∑
ωk f (X (τk) ,U (τk) , τk) (26)

where ωk =
∫ 1
−1 Li (τ )dτ is the Gauss weight.

According to (19)∼(26), the NOC problem can finally be
converted to a NLP and can be solved by an appropriate
solver.

B. PROCEDURE FOR IPSO-GPM
The key of multi-UAV trajectory planning by hierarchical
IPSO-GPM is to introduce a fitted curve according to IPSO
to serve as the initial values of GPM. Thus, the IPSO is
firstly regarded as a start engine to generate the fitted curve.
Because time domain is not included in IPSO, the shortest
path distance is regarded as IPSO objective. A feasible flying
time is then chosen with the consideration of UAV velocity
and the length sum of generated path. With the feasible time
and a series of best path waypoints, the curve fitting operation
is implemented to generate a time-related curve for GPM.
Then, the GPM carries out the time minimum optimization
problem modeled by (7) until all the constraints (1)∼(6)
are satisfied. The detailed procedures for IPSO-GPM are as
follows:
STEP 1: Construct the 3D mission area. Set the initial and

final position for UAVs.
STEP 2: Design IPSO parameters, including swarm size

S, waypoint number D, inertia weight parameters wmax,
wmin, acceleration coefficient parameters cmax, cmin, velocity
parameters V1,V2 and maximum iterations T .
STEP 3: Set UAV state and control constraints, which

include path constraint (3), control constrain (4), collision
avoidance constraint (5), no-fly constraint (6) and boundary
constraint.
STEP 4: Choose the path length by connecting generated

path waypoints as the IPSO fitness function.
STEP 5: Calculate the fitness function and figure out the

personal best position and global best position.
STEP 6: Sort the fitness values of all particles and update

particle position according to (18).
STEP 7: Evolve the IPSO and repeat step 4∼ step 6 until

the maximum iterations is satisfied.
STEP 8: Output the path waypoints of IPSO and choose

feasible flying time to establish a fitted curve.
STEP 9: Switch the searching process to GPM. Set the col-

location numberNG. Convert the trajectory planning problem
to NLP and choose SNOPT as the solver.
STEP 10: Observe the output of GPM. If the result shows

‘‘Optimality conditions satisfied’’, then stop; otherwise mod-
ify NG and go to step 9.
STEP 11: Finish the evolution and plot the trajectory.

C. MULTI-SEGMENT STRATEGY
Besides the initial values for GPM, the number of collocation
points is another key factor that can influence the solution
accuracy and convergence rapidity. Generally, more collo-
cation points will contribute to more accurate solutions, but
more running time is needed accordingly. How to reduce run-
ning time and maintain solution quality is vital for practical
applications.

In order to reduce the running time andmaintain the quality
of output solutions, a multi-segment strategy for IPSO-GPM
is proposed in this section. By dividing the fitted curve of
IPSO into several segments, the IPSO-GPM is then adopted
to each segment repeatedly. The whole trajectory would be
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FIGURE 3. Illustrations of dividing the curve into 3 segments.

generated by connecting neighboring segments. To imple-
ment the strategy, the number of segments and the dividing
point position should be chosen appropriately. Actually, how
to choose the dividing point position and segment number is
an NP optimization problem. The solving of this problem is
even more difficult than that of the trajectory planning prob-
lem itself, thus a simple but feasible operation for choosing
the two parameters is given as follows.

Firstly, a fitted curve should be obtained on the basis
of IPSO path waypoints and feasible flying time. Then,
the dividing point position is mainly dependent on the cur-
vature of the fitted curve. With the aid of parametric equation
in X-Y-Z axis, the curvature of the fitted curve could be easily
conducted. When the curvature of some point is larger than
a preset constant, the corresponding point is regarded as the
dividing point. Finally, if the total number of dividing points
is n, then the number of segments would be n+1. Fig. 3 gives
an example of dividing the fitted curve into three segments
with DP1 and DP2 denoting dividing points.

The reason why adopt curvature to divide the fitted curve is
explained as follows. In GPM, the collocation points are dis-
tributed densely on the both sides of the designed trajectory
and sparsely in the middle. When the curvature of the fitted
curve is large in some specific points, more collocation points
are needed theoretically so as to improve the accuracy of the
planned trajectory. By choosing dividing points according to
curvature, more collocation points would be distributed near
the dividing points.
REMARK 2: Practically, to avoid the calculation of cur-

vature, the dividing points and the number of segments can
also be chosen according to the path length or complexity
of the optimization problem. Comparing with one-segment
GPM, the multi-segment GPM would theoretically reduce
total running time with the same number of collocation
points. To weaken the possible influence on solution opti-
mality by multi-segment GPM, a balance should also be
established between solution optimality and the number of
curve segments. By appropriately choosing the number of
curve segments, the multi-segment strategy can even achieve
near-online results. Taking a long-flying-time mission as an
example, the first segment can be generated via offline plan-
ning, while all other following segments can be generated
online during the period that UAV tracks the previous seg-
ment trajectory, which would make the planning time-saving
and can also accommodate moving obstacles simultaneously.

V. SIMULATION ANALYSIS
In this section, numerical simulations are carried out to
illustrate the effectiveness of the proposed strategy. The

TABLE 1. Obstacle parameters.

TABLE 2. Boundary constraints for each UAV.

algorithms are implemented in MATLAB environment and
are run on a PC with 3.6GHz CPU, 4.00GB of RAM and
64-bit operating system. The SNOPT solver is adopted for
solving NLP in the simulation.

Firstly, the parameters for flying environment and UAV
are introduced. Three identical quadrotor UAVs are supposed
to fly within the area of 200 × 200 × 100m, and there are
two hemisphere obstacles inside. The mass for each UAV
is m = 0.625kg and moment of inertia along each axis is
2.3× 10−3kg ·m2. The detailed parameters for obstacles are
shown in Table 1.

To specify the optimization problem, the necessary UAV
constraints are given in the following. Firstly, the boundary
constraints are presented in Table 2.

Besides boundary constraints, the state constraints for UAV
are given as

8 ≤ x ≤ 200, 20 ≤ y ≤ 200, 2 ≤ z ≤ 40 (m)
−5 ≤ vx ≤ 5,−5 ≤ vy ≤ 5,−5 ≤ vz ≤ 5 (m/s)
|φ| ≤ π

/
2, |θ | ≤ π

/
2, |ψ | ≤ π

/
2 (rad)

|p| ≤ 2, |q| ≤ 2, |r| ≤ 2
(
rad

/
s
)

The control constraints for UAV are set as

|U1| ≤ 21N , |U2| ≤ 0.67N · m, |U3| ≤ 0.67N · m, |U4|

≤ 0.11N · m

The safe distance for each UAV is

dx = dy = dz = 1m

A. PERFORMANCE OF IPSO
The path planning effectiveness of IPSO is firstly illustrated.
The parameters in simulation are listed as follows: the swarm
size is S = 500, the maximum iterations is T = 200,
the inertia weight is ωmax = 0.9, ωmin = 0.4, the waypoint
number is D = 20, the specific parameters for traditional
PSO are c1 = c2 = 2, Vmax = 2 while those for IPSO are
cmax = 3.5, cmin = 0.5, V1 = 3.5,V2 = 0.5. Path planning
comparisons by the PSO and IPSO are shown in Figs. 4∼5.
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FIGURE 4. Path planning comparisons between PSO and IPSO. (a) Fitness
value of PSO. (b) Generated path by PSO. (c) Fitness value of IPSO.
(d) Generated path by IPSO.

Fig. 4 shows the fitness value evaluations and three-
dimension paths generated by PSO and IPSO. The fitness
value is measured by the ratio of path distance to the line
distance from starting position to final position and a unit

FIGURE 5. The 100-run average fitness value for each UAV. (a) UAV1.
(b) UAV 2. (c) UAV 3.

penalty term is added when UAV conflicts with obstacles or
other members. It is easy to see that both PSO and IPSO
can guarantee feasible paths, but the fitness value of IPSO
is smoother and converges faster than that of PSO. To further
make fair comparison, we carry out the 100-run Monte Carlo
simulation for PSO and IPSO respectively. Fig. 5 is the
average fitness value comparison between PSO and IPSO,
where the horizontal axis denotes the iterations and the ver-
tical axis denotes average fitness value of each UAV. One
can see that the IPSO guarantees faster convergence than
PSO, the final fitness value of IPSO is also lower than
that of PSO. It should be noted that the environment con-
straints in this scenario are relatively simple, thus the IPSO
does not show obvious advantage in the final fitness values.
When more complex environment constraints are taken into
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FIGURE 6. Trajectory comparisons between GPM and IPSO-GPM. (a) 10 points by GPM. (b) 10 points by IPSO-GPM.
(c) 30 points by GPM. (d) 30 points by IPSO-GPM. (e) 50 points by GPM. (f) 50 points by IPSO-GPM.

consideration, the IPSOwould showmore obvious advantage
than PSO. All the same, one can conclude from Figs. 4∼5 that
the IPSO guarantees faster and better solution than PSO.

B. PERFORMANCE OF IPSO-GPM
The IPSO-GPM is implemented for simulation in this section.
The initial values for GPM is firstly constructed via adopt-
ing curve fitting on the path waypoints generated by IPSO.
UAV flying time used in the fitted curve is supposed to be
40 seconds with the consideration of path distance and max-
imum velocity. Other initial values for GPM, such as initial
velocity and control thrust are respectively set as zero and
5N to obtain a favorable trajectory. In the following, different
simulations with 10, 20, 30, 40, 50 and 60 collocation points

are respectively carried out to make fair and well-founded
comparisons between GPM and IPSO-GPM and the results
are presented in Table 3 and Figs. 6∼7.

Table 3 gives the comparison summary between GPM
and IPSO-GPM, in which ‘‘Time’’ means the procedure
running time by using SNOPT solver. It can be found that
although the objective time for different simulations are all
39.0362 seconds, the procedure running time for IPSO-GPM
is much less than that by GPM. Besides, for simulations with
20,30,40,50 and 60 collocation points, the returning result
by IPSO-GPM is ‘‘Optimal conditions satisfied’’ while that
by GPM is ‘‘Iteration limit reached’’, which means that the
proposed IPSO-GPM can successfully solve the optimization
problem while traditional GPM does not have the capability.
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FIGURE 7. Intermediate variables for UAV 1 by IPSO-GPM. (a) Position.
(b) Velocity. (c) Attitude angle.

TABLE 3. Comparison between GPM and IPSO-GPM.

Apart from Table 3, detailed comparisons are also carried
out. The generated trajectories by the two methods are pre-
sented in Fig. 6, in which only the results of 10, 30 and 50
collocation points are given for space limit. One can see that
the trajectories generated by IPSO-GPM are all flyable and

FIGURE 8. Segmented trajectory generation and comparison. (a) The first
segmented trajectory. (b) The first two segmented trajectories. (c) The
three segmented trajectories. (d) The one-segment trajectory.

can avoid conflicting with obstacles, while those by GPM
with 30 and 50 collocation points conflict with the obstacles.
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FIGURE 9. Intermediate variables for UAV 1 using multi-segment strategy.
(a) Position. (b) Velocity. (c) Attitude angle.

As for the 10-collocation-point simulation, both the methods
can generate feasible trajectories, but the returning results
in Table 3 display ‘‘Nonlinear infeasibilities minimized’’,
indicating more collocation points should be added to achieve
better trajectory optimality.

Besides the 3-D trajectory, other intermediate variables
including UAV states and control vector are also provided
and shown in Fig. 7. Since the variables of different UAVs
evaluate in a similar fashion, only the results of UAV 1 is
given in the limited space. One can see from Fig. 7 that
all variables are within the constraint bounds. In order to
guarantee minimum flying time and maintain consistent with
constraints, the velocity in X-axis achieves almost the max-
imum allowable velocity during the process. From Fig. 7,
we can also easily deduce that the generated trajectory and
intermediate variables can offer good guidance for the fol-
lowing control system.

FIGURE 10. Time comparisons for one-segment and multi-segment
strategies. (a) Solving time. (b) Objective time.

C. PERFORMANCE OF MULTI-SEGMENT STRATEGY
The multi-segment IPSO-GPM is carried out in this section.
To simplify the dividing process, the fitted curve is divided
into three segments according to the flying distance. In simu-
lations, the position, velocity and attitude of the terminal point
of last segment is set the same as those of the start point of
next segment. The following Figs. 8∼10 and Table 4 give the
results of multi-segment strategy.

In the results, the three segments are respectively marked
by red, blue and green color. To make a fair comparison,
the total number of collocation points for the three segments
is set the same as that for the one-segment trajectory. In Fig. 8,
the one-segment trajectory has 40 collocation points and the
three segments respectively have 10, 15 and 15 collocation
points. One can easily find that the multi-segment strategy
can generate smooth and flyable trajectory similar with the
one-segment trajectory. Fig. 9 shows the detailed intermedi-
ate variables for UAV 1. One can see that all variables are
within the constraint bound, and some rapid changes only
appear near the dividing points, which is also reasonable
since the variables need to meet the boundary constraints in
dividing points.

To further evaluate the performance of multi-segment strat-
egy, simulation comparisons with 40, 50 and 60 collocation
points are summarized in Table 4. One can see that all the
three segments with different number of collocation points
can achieve optimal solutions within a short solving time.
To better show the rapidity of segmented planning, the sum of
solving time and objective time by three-segment trajectory
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TABLE 4. Results of multi-segment IPSO-GPM.

and one-segment trajectory are compared in Fig. 10. One
can see that the objective time by the two methods main-
tains almost the same, while the total solving time varies
a lot. The total solving time of 40, 50 and 60 collocation
points by segmented strategy is about a half, one-third and
a quarter of that by one-segment strategy. So it is easy to
conclude that the multi-segment strategy can greatly speed
up the solving process and reduce the total solving time.
With above comprehensive consideration, the multi-segment
strategy improves the trajectory planning efficiency and is
more time saving than the one-segment planning strategy.

Thus, taking all above analysis and comparisons into con-
sideration, the designed IPSO-GPM and multi-segment strat-
egy can significantly improve the planning efficiency.

VI. CONCLUSION
This paper investigates the hierarchical trajectory planning
for quadrotor UAVs under obstacle environment. The IPSO,
IPSO-GPM and multi-segment strategy are respectively
designed and a satisfactory trajectory with higher efficiency
can be obtained. The detailed findings and contributions are
as follows:

1) Comparing with traditional PSO, the IPSO improves
convergence speed and enhances the optimality of obtained
solution via introducing adaptive varying parameters and
position updating strategy.

2) By proposing IPSO-GPM and multi-segment strategy,
the high-quality trajectory under 6-DOF model can be gener-
ated with much less procedure running time.

In the future, we will continue to research on the issue.
How to quickly generate trajectory for UAV with dynamic
obstacles would be interesting. Besides, considering the spe-
cific environment, how to adaptive choose collocation points
number and position is meaningful for practical applications.
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