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ABSTRACT Flexible skin and continuous deformable control surface are the basic of adaptive wing
technology for future aircraft. This paper presents a continuous morphing trailing-edge and its control
allocation method for the flying wing Unmanned Aerial Vehicle (UAV). Firstly, we apply the Kriging
method to establish the aerodynamic model of the morphing trailing-edge, with the initial sample points
generated by the non-uniform optimal Latin Hypercube Sampling (LHS). Then, based on the Kriging model,
the multi-objective control allocation problem is converted into a standard optimization form. To solve
such problem, we design a Comprehensive Multi-Objective Particle Swarm Optimization (C-MOPSO)
algorithm and an improved Hierarchical MOPSO (H-MOPSO) algorithm, in which multiple optimization
objectives are prioritized and hierarchically optimized using the PSO algorithm. As for performance analysis,
an attitude angle tracking flight control system is established to validate the effectiveness of our proposed
control allocation methods. Simulation results show that both the C-MOPSO and H-MOPSO methods have
similar performance in attitude angle tracking, while H-MOPSO achieves better multi-objective allocation
performance.

INDEX TERMS Flying wing UAV, morphing trailing-edge, Kriging aerodynamic modeling, multi-objective

control allocation, particle swarm optimization.

I. INTRODUCTION

Compared with conventional UAVs, flying wing UAVs
adopt the blended-wing-body configuration and eliminate
the empennage, therefore, they have more advantages in
aerodynamic, structural and stealth performance, such as
an extremely low radar cross-section (RCS) and a sig-
nificant reduction in fuel consumption and aerodynamic
noise [1], [2]. These benefits make the flying wing UAV
a popular research direction in both military and civil
fields [3], [4]. However, due to the lack of vertical and
horizontal stabilizers, the stability and control efficiency of
flying wing UAVs are particularly prominent issues. Addi-
tionally, the gaps between the discrete control surfaces further
weaken the control efficiency, adversely affect the stealth
performance, and increase the overall drag of the aircraft.

The associate editor coordinating the review of this manuscript and

approving it for publication was Sotirios Goudos

62394

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

To improve the aerodynamic performance of flying wing
UAVs with conventional control surfaces, a continuous
deformable control surface (namely, morphing control sur-
face) is proposed, which can smoothly change the airfoil
profile along the span. Such design can be attained through
morphing wing technologies, which is a promising tech-
nique in innovative adaptive structures and can be commonly
classified into two types: airfoil-level morphing wing and
wing-level morphing wing [5], [6] (see Fig.1).

Among various morphing wing schemes, camber morph-
ing wings have better control performance and higher aero-
dynamic efficiency. Explicitly, a camber morphing wing can
alter the lift distribution along the wing by changing the
camber along the spanwise direction, so that the aerodynamic
forces and moments can be adapted to the desired con-
trol commands. Trailing-edge having continuous deformable
structure, namely morphing trailing-edge, is one of the
simplest and most effective methods for realizing camber
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FIGURE 1. Classification of morphing wing technologies.

morphing. Since the trailing-edge region has high aerody-
namic and structural effectiveness, we focus camber morph-
ing research on this region.

The existing research on camber morphing mainly con-
centrates on intelligent materials, flexible structures and
advanced actuators. In terms of control, the main objective
is to reach the specific camber to adapt to the current flight
phase. In the current researches, Wang et al. investigated
the control problem of morphing wings based on switched
nonlinear systems and adaptive dynamic programming [7].
The author of [8] systematically studied the control authority
of camber morphing flying wings. The main challenge in
the design of the control system for flying wing UAVs with
camber morphing is the control redundancy and multi-axis
coupling. To solve this problem, control allocation is devel-
oped.

Control allocation is an effective approach for solving the
control redundancy caused by multiple control surfaces and
unconventional surfaces. Current control allocation meth-
ods, such as direct allocation, pseudoinverse, daisy chain-
ing and error minimization using linear programming, are
based on the assumption that the aerodynamic control forces
and moments are linear functions of control surface deflec-
tions [9]. However, for most advanced aircraft, such assump-
tion is not accurate, and the error caused by this assumption
is usually mitigated by the robustness of the feedback control
law, which further increases the burden of the flight control
system. To improve the accuracy of control allocation, non-
linear control allocation methods are proposed.

In nonlinear control allocation, the nonlinear aerodynamic
model is usually established by polynomials, piecewise lin-
ear functions or nonlinear correction terms [10]-[12]. These
methods are relatively simple and practical, but it is diffi-
cult to fit complex nonlinear aerodynamic characteristics.
Specifically, the aerodynamic characteristics of the morph-
ing trailing-edge flying wing UAV not only exhibit strong
nonlinearity but also have the problem of control actuator
interactions. Therefore, conventional aerodynamic model-
ing methods are difficult to meet the design requirements.
Considering the specific aerodynamic characteristics, using
the Kriging algorithm to establish the aerodynamic model
is a very targeted solution. Generally, the Kriging model
is accurate for nonlinear approximation, and it is easier
to deal with multi-dimensional input-output aerodynamic
data [13]-[16]. Therefore, in this paper, we determine the
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aerodynamic data sample points by the Design of Experi-
ment (DoE) and establish the aerodynamic model using the
ordinary Kriging algorithm.

For the control allocation problem formulated by the
Kriging aerodynamic model, the traditional mathematical
programming method is not applicable because the Krig-
ing aerodynamic model is a surrogate model. Therefore,
we need to find new control allocation methods. To the
best of our knowledge, it is good to exploit Comprehensive
Multi-Objective Particle Swarm Optimization (C-MOPSO)
and to design an improved Hierarchical MOPSO algorithm
(H-MOPSO). Both methods can handlethe multiple optimiza-
tion objectives well and perform optimization by applying the
Particle Swarm Optimization (PSO) algorithm.

Considering the above rationale, this paper aims to provide
solutions to the above design, and the main contributions of
this paper can be summarized as follows:

(1) A continuously morphing trailing-edge control surface
is designed for a flying wing UAV. The control perfor-
mance is improved by increasing the degree of freedom
of the control surface.

(2) The Kriging algorithm is innovatively adopted to estab-
lish the aerodynamic model of morphing trailing-edge
and to solve the control allocation problem. Specifically,
an improved nonuniform optimal Latin hypercube sam-
pling method is designed to generate the initial sample
points for modeling.

(3) We design two effective and heuristic algorithms specif-
ically for the control allocation problem based on Krig-
ing aerodynamic modeling, namely, C-MOPSO and
H-MOPSO. Both algorithms are PSO-based methods
to solve the multi-objective optimization, in which
C-MOPSO has advantages in algorithm efficiency
and realizability, but the result may not be optimal.
H-MOPSO is based on the priority ranking of multiple
objectives, which can achieve a trade-off between mul-
tiple objectives and achieve better performance.

The remainder of this paper is structured as follows. The
concept and design of the morphing trailing-edge are pre-
sented in Section II. The DoE and Kriging aerodynamic
modeling methods are provided in Section III. In Section IV,
we design the C-MOPSO and H-MOPSO algorithms to solve
the multi-objective control allocation problem, with the val-
idation of the proposed methods by flight control simulation
evaluated in Section V. Finally, the concluding remarks are
summarized in Section VI.

Il. MORPHING TRAILING-EDGE FLYING WING UAV
Two basic configurations of morphing trailing-edge are pre-
sented in Fig. 2:

(1) Chordwise morphing trailing-edge (Fig. 2.(a))
By curving the trailing-edge along chordwise, it would
allow the wing to achieve near-optimal profiles
smoothly under different flight phases, thus leading to
an enhanced aerodynamic performance.
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(b) Morphing trailing-edge in spanwise direction

FIGURE 2. Two morphing trailing-edge configurations.
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FIGURE 3. Sketch of a morphing trailing-edge wing structure design
scheme.

(2) Spanwise morphing trailing-edge (Fig. 2.(b))

By twisting the trailing-edge along spanwise, the lift
distribution along the span of the wing can be manip-
ulated, which can enhance the flight performance and
the control authority of the UAV. This structure is the
basis of the following study. Based on this configura-
tion, it is assumed that the morphing trailing-edge only
twists along the span direction, and there is no flexible
deformation along the chordwise direction.

To achieve the morphing configuration shown in Fig.2 (b),
we designed a morphing trailing-edge structure, as shown
in Fig.3. The actuator 1 and actuator 2 are installed on the left
and right ends of the wing to control the external shape of the
morphing trailing-edge. Conventional rigid skin is laid on the
main wing, and flexible skin is laid on the trailing-edge. The
flexible skin comprising a cellular honeycomb core covered
with a compliant face-sheet. The function of the face-sheet
is to provide a smooth aerodynamic surface. The flexible
cellular core supports the face-sheet and provides the required
out-of-plane stiffness of the composite skin [17]. When the
deflections of actuator 1 and actuator 2 are different, the flex-
ible skin deforms continuously along the wingspan direction
without gaps.

Based on above designs and inspirations, the flying wing
UAV presented in this paper is shown in Fig. 4, and the main
parameters of this UAV are listed in Table. 1. By applying
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FIGURE 4. Flying wing UAV and actuators layout.

TABLE 1. Main parameters of the flying wing UAV.

Parameter Notation  Value
Wing span b 1.2m
Body length l 0.5m
Wing area Sref 0.24m?
Mean aero chord MAC 0.275m
Sweepback angle A 38°
Cruise speed Ve 50m/s

FIGURE 5. Deflection of trailing-edge.

the morphing wing technology, the trailing-edge of the flying
wing UAV can be continuous and without gaps. Actuators are
setatL1,L2, - - -, and R4 (see Fig. 4) to control the deflection
of the trailing-edge, and the deflection range is limited to
[—30°, +30°], with the upward deflection being negative and
the downward deflection being positive (see Fig. 5).

lIl. KRIGING AERODYNAMIC MODELING

Considering the nonlinear and coupling characteristics,
we utilized Kriging algorithm to establish the aerodynamic
model of the morphing trailing-edge.

A. DESIGN OF EXPERIMENT

The first step in establishing the Kriging model is to choose
the initial sample points by using the design of experi-
ment (DoE) method. To obtain a set of initial sample points
that satisfies both the projection uniformity and the spatial
uniformity, optimal Latin hypercube sampling (OLHS) with
the maximin criterion was developed and is widely applied in
Kriging modeling [18], [19].

However, as the aerodynamic characteristics of the mor-
phing trailing-edge do not vary uniformly in the design
space, it is not reasonable to sample points uniformly in
the design space. Specifically, for small control surface
deflection, the aerodynamic data have an approximate linear
characteristic, and the aerodynamic nonlinearity is obvious
at large control surface deflection. Therefore, based on the
OLHS method, it is reasonable to select the sample points
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by the non-uniform division method (namely, non-uniform
OLHS). More explicitly, the algorithm samples sparse points
in a small control surface deflection range and samples dense
points in a large deflection range.

In the conceptual design stage, the key point is to quickly
analyze the design feasibility and the gains, and low-fidelity
aerodynamic analysis methods are usually utilized. Accord-
ing to the selected initial sample points, we choose the
three-dimensional (3D) panel method to evaluate the aero-
dynamic characteristics of the morphing trailing-edge fly-
ing wing UAV under various actuator deflections. The 3D
panel method is an aerodynamic analysis tool with high
computational efficiency, and has sufficient accuracy to eval-
uate the trends of aerodynamic coefficients [8]. Specifi-
cally, we choose XFLRS5 software! embedded with 3D panel
method as the aerodynamic analysis tool. For each mor-
phing trailing-edge configuration determined by the DoE,
the corresponding 3D shape model of the flying wing UAV
is established in XFLRS, while the 3D panel method is used
to quickly obtain the aerodynamic parameters.

B. KRIGING AERODYNAMIC MODELING

The ordinary Kriging (Kriging for short) model used in this
context can approximate highly nonlinear functions and pro-
vide error prediction, which is very useful for surrogate model
management. The Kriging model is a spatial interpolation
model that is composed of a regression model and stochas-
tic process. In this model, the aerodynamic function C is
expressed as [20]

CGx)=m+Z(x), ey

where C, represent aerodynamic coefficient, x =
[8,a, B, Ma]" is the input vector, representing actuator
deflections, angle of attack, sideslip angle and Mach num-
ber, respectively. m is a constant global regression model,
and Z (x) is a stationary Gaussian random function used to
calibrate the local deviation of the global regression model.
For ng sample points, the covariance matrix of Z(x) is given
by (2)
Cov [Z(x"),Z(xf)] —o’R [r (x", xf)] ij=1,---,n,
)
in which o2 is the variance in Z(x); R is an ny X n symmetric
correlation matrix, and r (x’ , x/) is a correlation function
between any two sample points x* and ¥. A pervasive cor-

relation function is the Gauss correlation function, which is
defined as

n
r <Xi’ xj) = 1_[ exp <—9k ”x}( — xﬂ( H2> 3)

k=1
where 6y is a correlation parameter that denotes the impor-
tance of factor k and n is the number of design variables.
n the concept and preliminary design stage of aircraft technology,
XFLRS software is convenient and efficient in calculating the aerody-

namic characteristics of morphing wings, and has been adopted by many
researches [5].
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FIGURE 6. Schematic diagram of the MSE infill-sampling criterion.

Given a set of ny responses Y = [Cx(xl), .- CX(X"-Y)]T,
the predicted value C, at an untried value of x? is

¢, (XO) = i+ TR (Y = ul), @

in which m is the maximum likelihood estimator of the mean
of the random field and is given by (5); r is an n x 1
vector of correlation functions (shown in (6)), and 1 is an
n-dimensional unit vector.

= (1TR—11)711TR—1Y, (5)

r = [r (XO, x1> T (xo, xz) LT (XO, x"‘)]T. 6)

By constructing the Kriging surrogate model, we can
obtain the continuous function of the aerodynamic coefficient
varying with the actuator deflection angles.

C. INFILL CRITERIA
To improve the computational efficiency, the initial sam-
ple points obtained by the DoE are relatively small; thus,
the accuracy of the initial Kriging aerodynamic model may
not meet the design requirement. To improve the accuracy,
we need to add some new sample points generated by the
infill criteria to the initial Kriging model. The infill crite-
rion adopted in this paper is the mean square error (MSE)
infill-sampling criterion, which can effectively improve the
global precision of the Kriging model [21], [22]. The main
idea of the MSE criterion is that the point with the maximum
mean squared error in the design space is infilled into the
Kriging model.

In the Kriging model, the accuracy of the prediction value
largely depends on the distance from the sample points and
the MSE of the predictor at x as follows:

2
1-1R"'r
SZ(X) =62 |:1 —r'R7'r + %} ) @)
where 62 is the estimated value of the variance in Z given by:
(Y =1 R™N(Y — 17%)
6° = .

ng

®
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TABLE 2. Four morphing trailing-edge configurations for accuracy
verification.

No. 0611 061 613 O4
30° 30° 30° 30°
0° 20°  -20° 0°
20° 20° -20°  -20°
-30° -30°  -30°  -30°

AW

By solving the optimization problem in (9), we can obtain a
new sample point. Fig. 6 is the schematic diagram of the MSE
infill-sampling criterion. The red dot is the new sample point
after the actual calculation. This infilling sampling process is

12 —4
executed until 5, < 107",

maximize sz(x)
subject t0 X € [Xmin, Xmax]- ©))

To verify the accuracy of the Kriging aerodynamic model,
four morphing trailing-edge configurations are selected from
the nonsample point set (refer to Table. 2), and the aerody-
namic data predicted by the Kriging aerodynamic model are
compared with the value calculated by the 3D panel method
(shown in Fig. 6). Fig. 6 shows that the Kriging aerodynamic
model can accurately predict aerodynamic characteristics.

IV. MULTI-OBJECTIVE CONTROL ALLOCATION METHOD
A. FORMULATION OF MULTI-OBJECTIVE CONTROL
ALLOCATION

Using a morphing trailing-edge as a control surface often
leads to control coupling and redundancy. Control coupling
means that any actuator deflection may simultaneously gen-
erate roll, pitch and yaw moments. Redundancy refers to the
fact that multiple combinations of actuator deflection can
produce the same desired moments. To solve the control
challenges, we introduce control allocation and distribute the
control requirements to each actuator. The structure of the
flight control system, including control allocation, is shown
in Fig. 8.

Typically, for the control allocation problem, it is assumed
that there is a linear relationship between the control-induced
moments and the control actuator displacements; hence,
the linear control allocation problem of traditional multicon-
trol surfaces is defined as

Upin = U < Upax

v(t) = Bu(r) (10)

Umin < U < Upax,
where v(¢) € R™ is the desired virtual control vector calcu-
lated by the flight control law and is generally set as v(z) =
[Craes(?), Crmdes(?), Craes()]T. u(r) € R is the actual control
input vector, and u denotes the deflection rate vector of the
actuators. B € R™*" is the control efficiency matrix defined
by the Jacobian

3C1—s; 3Cr—s,  9Cis,
081 087 03y,
B = 8Cm—8] 8Cm—82 o 8Cm—8,, 7 (11)
001 087 001
8Cn—61 acn—éz o aCn—E,,
381 087 a8,
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where C;_s, represents the roll moment coefficient caused by
the actuator deflection §.

However, for the morphing trailing-edge flying wing UAYV,
the forces and moments generated by the control surfaces are
almost always nonlinear functions of actuator displacement.
Therefore, the control allocation results based on (10) are
inaccurate and need to be improved. In this paper, the map-
ping relationship among the actuator deflections to the con-
trol aerodynamic forces and the moments are established by
the Kriging method. Then, the control allocation problem is
formulated as follows:

v(t) = flu(n)] { thmin = 1=t (12)

Upin < U < Upax,

where f modeled by the Kriging method represents the map-
ping between the desired virtual control vector and the actua-
tor deflections. To obtain an appropriate solution to (12), this
control allocation problem is transformed into an optimiza-
tion problem, and then (12) can be re-expressed as the opti-
mization problem with minimum allocation errors, as given
by:

minimize Jo(u) = ||v(t) — f[u (t)]]]

subject o | min = U = Umax (13)
Upin < U < Upgx.

In addition to the minimum allocation errors, the control
allocation also needs to consider the lift, drag and energy cost
of actuator deflections. More explicitly, during the climbing
and maneuver phases, an increase in lift and a reduction in
drag are needed as much as possible. During the cruise phase,
the energy costs of actuator deflections and drag need to be
reduced. For the landing phase, increased lift is necessary to
prevent collisions, and increased drag helps to slow down.
Through the above analysis, the control allocation problem
is a multi-objective optimization problem, and the additional
optimization objectives have the following candidates:

Ji(w) = ||u — ug|
J2(w) = Cr(w) (14)
J3(w) = Cp(u),

where J1, J2 and J3 represent the energy cost of actuator
deflections, lift and drag objectives, respectively. ug is the
previous control input vector. Finally, the multi-objective
control allocation problem can be expressed in the following
form:

minimize F(u) = [Jo(u), J1(u), Jo(u), J3(u)]

Upin = U =< Upax

subject to { . (15)

Upip < U < Upax.

B. COMPREHENSIVE MOPSO

We apply the multi-objective particle swarm optimiza-
tion (MOPSO) algorithm to solve the multi-objective con-
trol allocation problem in (15). The MOPSO algorithm is
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FIGURE 7. Comparison of the Kriging model and 3D panel method calculation results.
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FIGURE 8. Flight control system architecture.

a multiple objective heuristic optimization method derived
from the single-objective particle swarm optimization (PSO)
algorithm. It has the advantages of simple calculation, less
dependence on the set of initial points, fast convergence, easy
implementation, and small influence of parameters on the
solution [23].

To solve the multi-objective optimization problem in (15),
we design a comprehensive MOPSO (C-MOPSO) method
based on the comprehensive performance index for different
allocation objectives. In the C-MOPSO, multiple allocation
objectives are combined into a single objective using a set of
weights, and the multi-objective control allocation problem
can be expressed as

minimize G(u) =xJo(w)+wiJ1(w)+wrJr(w)+wsJ3(a)

Upin < U < Upax (16)

subject to 1 . K .
Upin < U < Umpax,

where w;(i = 1, 2, 3) is the weighting factor for the ith opti-
mization objective, and « is the penalty factor. The analytic
hierarchy process (AHP) method is used to determine the
weights for each objective [24].

The main advantages of the C-MOPSO method are the
simplicity and the low computational cost because the
single-objective algorithm does not need to store and handle
nondominated solutions. However, the C-MOPSO method
relies on expert knowledge to calculate the weights for
constructing the comprehensive optimization index. If the
weights are not properly set, the optimal result might not be
obtained. For this reason, we propose an improved method,
namely, the hierarchical MOPSO method.

C. HIERARCHICAL MOPSO

The hierarchical MOPSO (H-MOPSO) algorithm is an
improved algorithm based on the Pareto optimal solution
set method, which can handle multi-objective optimization
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FIGURE 9. The flowchart of H-MOPSO algorithm.

problems according to the different importance of the objec-
tives. The H-MOPSO approach divides multiple optimization
objectives into multiple priorities, each of which can have one
or more optimization objectives. The optimization sequence
is set from high priority to low priority, and the algorithm
flowchart is shown in Fig. 9.

The iteration of the proposed H-MOPSO algorithm
includes four steps: (1) initialize parameters and population,
(2) evaluate particles, (3) update the personal and global
best solution (Ppesr and Gpesr), and (4) update the particle
positions.

Step (1): To apply the H-MOPSO, a set of parameters
should be set first, which includes the number of particles,
the personal and global learning rata, the inertial weight and
the termination condition. Table. 3 lists the main parameter
settings of H-MOPSO in the context.

The algorithm creates a set of random particle swarms
Uy = {u(l), u%, cee, ug} in a D-dimensional design space by

uf =u+trand@—u k=1,---,n, (17)

where the subscript of u represents the number of iterations,
and the superscript represents the number of particles in the
population. u and u denote the upper and lower bounds on

62399



IEEE Access

X. Zhao et al.: Kriging Aerodynamic Modeling and Multi-Objective Control Allocation for Flying Wing UAVs

TABLE 3. Main parameters of MOPSO.

Parameter Symbol Value
Dimensions of variables D 8
Number of particles n 40
Max iteration Imax 50
Inertia weight range [Wimins Wmax] [0.2,1]
Personal learning rata c1 1.2
Global learning rata c 1.2

the actuator deflection, respectively. As we take the position
and rate as the constraints of actuators, the deflection range
of actuators can be expressed as

= min(Wmax, U0 + 7 Umax)

! ) (18)
u = max(Upin, U9 + T Umin),

where T is the sampling time of the control system.

Step (2): For each particle in the initial popu-
lation, the multiple objective function fitness values
Jo(w), - - -, J3(u) are evaluated by (13) and (14).

Step (3): Based on the multi-objective function fitness
values, the Pyeg for the ith iteration is decided by

u;, o <
Prest i = wim1,  w>u (19)
u;, otherwise,

where u; < u;_ represents that u; dominates u;_1, and vice
versa.

To select Gpegt, multiple objective functions are assigned
different priorities according to their importance. For exam-
ple, in the maneuver phase, minimizing allocation error has
the highest priority. The second most important goal is to
maximize the lift coefficient and minimize the drag coeffi-
cient. Minimizing the energy cost of actuator deflections is
relatively unimportant. Therefore, the optimization objective
functions can be divided into three levels.

* Priority 1: minimizing allocation error J;

* Priority 2: maximize lift /i, minimum drag J;;

* Priority 3: minimizing control energy cost J3.

For the first level (Priority 1), there is only one objective
Jo, the optimal particle and the particles in this adjacent
domain are selected as the Solution Set 1, and the radius of
the adjacent domain is 20% of the optimal solution. Then, for
the second level (Priority 2), considering that there are two
optimization objectives (J1 and J,), we select Solution Set 2
from Solution Set 1 based on the Pareto method. Specifically,
we propose a loose Pareto set (LPS) method, which consists
of the Pareto front and points closer to the Pareto front.
This approach can improve the diversity of the solutions for
the next level. Taking a priority containing two optimization
objectives as an example, the schematic diagram of the LPS is
shown in Fig. 10. Finally, for the third level (Priority 3), there
is only one objective J3, and the optimal particle is selected
as the global best solution Gy, ; for the ith iteration.
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Step (4) of the H-MOPSO algorithm is to update the
particle position ujy; the velocity vector V,

ui+1 =ui+Vi+1’ i=1,2a"'9imax
Vigr =w- Vi +c171(Ppest—i — W;)

+ c272(Grest—i — W;), (20)

where w is the inertial weight used to improve the calculation
speed and the quality, w € [Wmin, Wmax] (refer to (21)). ¢ is
the cognition learning rate, and c; is the social learning rate.
r1 and r, are the random number in [0, 1].

i - (Wmax — Wmin)
W= Wpax — ——————————.

- (21)
Imax
The H-MOPSO algorithm updates the positions of each
particle through iteration until the termination conditions are
met. The whole H-MOPSO algorithm in pseudocode form is
provided in Algorithm 1.

V. SIMULATION AND PERFORMANCE ANALYSIS
A. SIMULATION SETTING
To verify the closed-loop control allocation performance,
dynamic inversion theory is used to design the attitude angle
control law subsystem and calculate the desired moment
coefficients for control allocation. The control system archi-
tecture is shown in Fig 11, and the dynamic inversion method
is described in APPENDIX.

Taking attitude tracking during cruising as an example,
the allocation performance is ranked in order of importance:

* Priority 1: minimize allocation error Jo;

* Priority 2: minimum energy cost of actuators Jy, mini-

mum drag coefficient J3;

* Priority 3: maximum lift coefficient J5.

The simulation parameter settings are as follows:

« Attitude angel command:

— The roll and pitch angle commands @ges, Oges are
square wave signals ranging from -5° to 5°;
— The yaw angle commands /4 is a constant of 0.

« Initial conditions:
— aerodynamic angle [, Bo] = [2.3°,0°];
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FIGURE 11. Attitude angle tracking flight control system.

Algorithm 1 Pseudocode for the H-MOPSO Algorithm — s
Input: v(¢), wo, «, B, Ma and the Kriging aerodynamic 5¢; |{\ ——4 77 Phvorso
model o evorso
Output: U
Initialization 7, imax, Wmin, Wmax, ¢1 and ca. o
Step 1: Generate a random initial population of » individ- w - w w
0 5 10 15 20
uals Uy £(s)
Step 2: Evaluate the multiple objective function fitness .
FIGURE 12. Tracking results of roll angle.
values Jy, -+, J3
Step 3: Choose the initial Ppest 0 and Gpest 0. Poest < ] } —
Pbesl_Oy Gpest < Gbest_O- QU Griorso
Step 4: ] = Gevorso
while the stopping criterion is not satisfied do
fori=1tondo
Step 4.1: Update velocity and position ‘ - ‘
Step 4.2: Evaluate the multiple objective function 0 tl(g) 15 20
fitness values Jy, - - - , J3,
Step 4.3: Choose the Pbestﬁi and Gbestﬁi‘ FIGURE 13. Tracking results of pitch angle.
end for 0.5 1
Step 4.4: Update L Z:C;Om
Choose the optimal individual Ppest <— Ppest_i» Goest < ~ | - ) ’,-’“;‘.’ e l//c,Mop.;o
Gbest_i- ; e - S s
end while
Return 051
0 5 10 15 20
— Altitude angel [¢o, 6y, Yol = [0°, 2.3°,0°]; t(s)

— Angular rate [pg, qo, ro] = [0°, 0°, 0°];
— Flight speed, wind speed and altitude [Vy, V,,0, Hp] =
[50m/s, Om/s, 1000m].

o Time setting

FIGURE 14. Tracking results of yaw angle.

From the attitude angle tracking results in Fig. 12 to
Fig. 14, it can be seen that the two methods have similar

— Sampling time: 0.05 s; tracking performances.

~ Simulation duration: 20 s. « For the roll angle tracking performance, the transition

time (steady-state tracking error less than 5%) is less

B. SIMULATION RESULTS AND ANALYSIS than 1.85s and the maximum overshoot is 2.2% for the

To validate the effectiveness of our proposed multi-objective H-MOPSO, and for C-MOPSO algorithm, the corre-

control allocation method, we carry out flight simulations sponding values are 2.60s and 8.8%.

based on the H-MOPSO and C-MOPSO methods under « For the pitch angle tracking performance, the transition

the same simulation conditions. We compare the simulation time (steady-state tracking error less than 5%) is less

results from the following aspects. than 2.40 s and the maximum overshoot is 14.8% for
H-MOPSO, and for C-MOPSO algorithm, the corre-

1) ATTITUDE ANGLE TRACKING RESULTS sponding values are 2.10 s and 20.3%.

First, the attitude angle (including the roll angle ¢, pitch angle o For the yaw angle tracking performance, the maxi-

0 and yaw angle ) tracking results are compared, as shown mum tracking errors are 0.18°(H-MOPSO) and 0.21°(C-

in Fig. 12 to Fig. 14. MOPSO) at 1.25 seconds.
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FIGURE 15. Allocation results of roll moment coefficient.

These results indicate that both the C-MOPSO method and
H-MOPSO method can well meet the performance require-
ments for attitude angle tracking. Since both C-MOPSO and
H-MOPSO methods take the allocation error (JO) as the pri-
mary optimization objective, the results obtained by the two
methods have little difference in allocation error. Therefore,
they have similar performance in the tracking errors.

2) ALLOCATION ERROR
The control allocation results of the triaxial moment coeffi-
cients are shown in Fig.15 to Fig.17.

As seen in the desired moment tracking curves in Fig. 15 to
Fig. 17, both methods can track the desired moment coeffi-
cients well, and the maximum allocation error occurs when
the control commands change. It can be seen in Fig. 12
to Fig. 17 that the control allocation method based on
H-MOPSO and the method based on C-MOPSO have nearly
similar characteristics in tracking performance and allocation
errors because both control allocation methods take allocation
errors as the most important optimization objective. Although
there are some differences in the allocation errors between
the two methods, the attitude angle tracking results of the
two methods show almost the same performance due to the
robustness of the feedback control law.

3) ENERGY COST OF ACTUATOR DEFLECTIONS
For the deflection angle of each actuator, the comparison
results of the two methods are shown in Fig. 18, and the
energy cost of actuator deflections E is shown in Fig. 19,
where E(r) = [[u(r) — uo||. w = [8L1, 612, -+ , Sral.

By comparing the actuator deflection angles of the two
methods, it can be found that the deflection angle obtained by
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FIGURE 16. Allocation results of pitch moment coefficient.
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FIGURE 17. Allocation results of the yaw moment coefficient.

H-MOPSO is smoother and the peak value is relatively small.
Regarding the energy cost in Fig. 19, the average energy cost
Eavg of H-MOPSO is 1.32, while that of C-MOPSO is 1.73.
4) Cp AND C;

The drag coefficient Cp and the lift coefficient Cy, are shown
in Fig. 20 and Fig. 21. Compared with the C-MOPSO method,
the drag coefficient is reduced by 4.43%, and the lift coeffi-
cient is increased by 2.23%.
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FIGURE 21. Lift coefficient.

Finally, Table. 4 lists the maximum allocation errors
(eCr—max; from top to bottom, they are eCrmax, €Crmax and
eCymax., respectively), the energy cost of the actuator (Euyg),
the lift coefficient (Cy 4vg) and the drag coefficient (Cp avg)
of the two methods.

It can be seen in Fig. 12 to Fig. 21 and Table. 4 that control
allocation methods based on H-MOPSO and C-MOPSO have
similar performance in attitude angle tracking, while the other

VOLUME 9, 2021

TABLE 4. Performance comparison of control allocation methods based
on H-MOPSO and C-MOPSO.

Method eC.\'fmax Eavg C[Fﬂvg CLfavg
1.69x 1073

H-MOPSO 328x107° 13 00194 0366
8.44 x10~*
4.65%x1073

C-MOPSO 5-98x1072 173 00203 0358
1.42x 1073

Comparison - -23.70% -4.43% +2.23%

performances of the H-MOPSO method are improved (the
energy cost is reduced by 23.70%, the drag is reduced by
4.43% and the lift is increased by 2.23%).

VI. CONCLUSION

In this paper, we designed a continuous morphing
trailing-edge for a flying wing UAV, replacing traditional
discrete control surfaces. Different from conventional control
allocation methods, we presented a nonlinear -multi-objective
control allocation method based on the Kriging aerodynamic
model, which can handle the nonlinear and coupling char-
acteristics of the morphing control surface. More explicitly,
to build the Kriging model efficiently, the non-uniform opti-
mal LHS method is applied to generate initial sample points,
and the MSE infill-sampling criterion is used to generate
new samples. Based on the Kriging aerodynamic model,
we proposed two algorithms to solve the control alloca-
tion problem: C-MOPSO and H-MOPSO. Simulation results
show that both the C-MOPSO and H-MOPSO methods can
suitably satisfy the performance requirements for attitude
angle tracking, while the H-MOPSO method can achieve
better multi-objective allocation performance.

To improve the accuracy of aerodynamic modeling and to
further reduce the control allocation error, it is good direction
to focus on the multi-fidelity aerodynamic surrogate model-
ing. Additionally, how to improve the calculation speed of
multi-objective optimization also deserves further research.

APPENDIX. DYNAMIC INVERSION CONTROL LAW
Dynamic inversion is used to design the attitude angle control
subsystem and calculate the desired moment coefficients.
Dynamic inversion method, also refers to feedback lineariza-
tion, is a control strategy that uses the model of itself to
control the system, thereby eliminates the gain schedul-
ing requirements and improves system performance. The
dynamic equation of morphing trailing-edge UAVs can be
described in state-variable form by

X = Ax + Bu, 22)
y=Cx,
where state x = [V, o, 8,p,q,7, 9,0, W]T, virtual control
input ue = [C} ges, C dess Cn des]T, and control outputy =
(0,0, I//]T. A, B and C are the system matrix, the input
matrix and the output matrix, respectively. The entire state
x is available for feedback purposes.
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The number of inputs is equal to the number of outputs
so that the system is square. A square system is desired to
control the output y(¢) so that it follows a desired attitude
angle reference trajectory r = [¢ ges, 0 des, ¥ dges]T. Define the
tracking errors as

e(r) = r(t) — y(@. (23)
The simple dynamic inversion control input is given by
uc = (CB)"!(f + Ke — CAx), (24)

where K is usually a positive diagonal matrix to keep the
control channels in the outer loop decoupled. More details
on the dynamic inverse controller and UAV modeling can be
found in [25].
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