
Received March 24, 2021, accepted April 11, 2021, date of publication April 14, 2021, date of current version April 22, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3073215

A MapReduce Opinion Mining for
COVID-19-Related Tweets Classification
Using Enhanced ID3 Decision Tree Classifier
FATIMA ES-SABERY 1, KHADIJA ES-SABERY 2, JUNAID QADIR 3,
BEATRIZ SAINZ-DE-ABAJO 4, ABDELLATIF HAIR 1,
BEGOÑA GARCÍA-ZAPIRAIN 5, (Member, IEEE), AND ISABEL DE LA TORRE-DÍEZ 4
1Department of Computer Science, Faculty of Sciences and Technology, Sultan Moulay Slimane University, Beni Mellal 23000, Morocco
2Department of Computer Science, National School of Applied Sciences, Cadi Ayyad University, Marrakech 40000, Morocco
3Department of Electronics, Quaid-i-Azam University, Islamabad 45320, Pakistan
4Department of Signal Theory, Communications and Telematics Engineering, University of Valladolid, 47011 Valladolid, Spain
5eVIDA Research Group, University of Deusto, 48007 Bilbao, Spain

Corresponding authors: Beatriz Sainz-de-Abajo (beasai@tel.uva.es) and Fatima Es-Sabery (fatima.essabery@gmail.com)

This work was supported by the eVida Research Group, University of Deusto, Bilbao, Spain, under Grant IT 905-16.

ABSTRACT Opinion Mining (OM) is a field of Natural Language Processing (NLP) that aims to capture
human sentiment in the given text. With the ever-spreading of online purchasing websites, micro-blogging
sites, and social media platforms, OM in online social media platforms has picked the interest of thousands
of scientific researchers. Because the reviews, tweets and blogs acquired from these social media networks,
act as a significant source for enhancing the decision making process. The obtained textual data (reviews,
tweets, or blogs) are classified into three different class labels which are negative, neutral and positive for
analyzing and extracting relevant information from the given dataset. In this contribution, we introduce
an innovative MapReduce improved weighted ID3 decision tree classification approach for OM, which
consists mainly of three aspects: Firstly We have used several feature extractors to efficiently detect and
capture the relevant data from the given tweets, including N-grams or character-level, Bag-Of-Words, word
embedding (GloVe,Word2Vec), FastText, and TF-IDF. Secondly, we have applied a multiple feature selector
to reduce the high feature’s dimensionality, including Chi-square, Gain Ratio, Information Gain, and Gini
Index. Finally, we have employed the obtained features to carry out the classification task using an improved
ID3 decision tree classifier, which aims to calculate the weighted information gain instead of information
gain used in traditional ID3. In other words, to measure the weighted information gain for the current
conditioned feature, we follow two steps: First, we compute the weighted correlation function of the current
conditioned feature. Second, we multiply the obtained weighted correlation function by the information gain
of this current conditioned feature. This work is implemented in a distributed environment using the Hadoop
framework, with its programming framework MapReduce and its distributed file system HDFS. Its primary
goal is to enhance the performance of a well-known ID3 classifier in terms of accuracy, execution time,
and ability to handle the massive datasets. We have carried out several experiences that aims to assess the
effectiveness of our suggested classifier compared to some other contributions chosen from the literature.
The experimental results demonstrated that our ID3 classifier works better on COVID-19_Sentiments dataset
than other classifiers in terms of Recall (85.72 %), specificity (86.51 %), error rate (11.18 %), false-positive
rate (13.49 %), execution time (15.95s), kappa statistic (87.69 %), F1-score (85.54 %), classification rate
(88.82 %), false-negative rate (14.28 %), precision rate (86.67 %), convergence (it convergent towards the
iteration 90), stability (it is more stable with mean deviation standard equal to 0.12 %), and complexity
(it requires much lower time and space computational complexity).

INDEX TERMS ID3 decision tree, opinion mining, Hadoop, HDFS, MapReduce, feature extractors, feature
selectors, DataMining, big data, information gain.

The associate editor coordinating the review of this manuscript and

approving it for publication was Derek Abbott .

I. INTRODUCTION
Opinion mining (also recognized as sentiment analysis) is an
intense research issue in the domain of NLP. It pursues at
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classifying, studying, selecting, and evaluating the opinions,
attitudes, emotions, and reactions from user-posted texts in
social media platforms towards entities, such as organiza-
tion, service, individual, product, topic, event, and issue [1].
With the spread of user-generated text in social networks
and microblogging websites such as YouTube, Trip Advisor,
Tiktok, Instagram, Twitter, Facebook, Amazon, and What-
sapp; sentiment analysis in web sites and social networks has
acquired rising popularity amongst many scientific research
and industry communities [2].

OM is noted to be performed in three diverse aspects,
which are feature aspect, document level, and sentence
level [3]. At the feature level, we classify the sen-
tences/documents as negative, positive, or neutral based on
the extracted opinion words of those sentences/documents.
This task is generally renowned as feature-level sentiment
analysis [4], [5]. Document-level is a sentiment classifica-
tion task that endeavors to classify the entire document as
negative, neutral, or positive polarity [5]. Sentence-level is
the sentiment mining operation that pursues to calculate the
sentimental polarity of the given sentence. That is to say; the
sentence will be classified as negative, positive, or neutral
according to the expressed opinion in this sentence [6]. In this
proposal, sentence-level sentiment classification has been
taken into consideration.

OM is employed in several other applications like predict-
ing the future customer trends or behaviors [7], proposing the
new future marketing strategies [8], improving the e-learning
techniques [9], and stockmarket prognosis [10]. One of OM’s
most substantial applications is that it provides governmental
parties or political parties with many pieces of information,
which are analyzed to guess the opportunities of their winning
in forthcoming political elections. Also, it determines if the
public people are contented with their policies as performed
during US elections 2020.

Twitter is the most communal social network in real-time
to express an individual or group of individuals’ opinions
and ideas about a specific topic through short messages
of 280 characters called tweets. Due to the limitation in terms
of length of a tweet, the users tend to use Slang, Informal lan-
guage, many abbreviations, URLs, short forms, and heavy use
of emoticons along with Twitter-specified expressions like
hashtags and user mentions [2], and that pose considerable
defies for Twitter sentiment classification. Therefore, it is
mandatory to apply intelligent mechanisms to capture useful
knowledge from tweets. In this proposal, we use a parallel
supervised technique to handle the tweets in such a manner
as to conquer the above defies.

The number of Twitter users reached 330 million monthly
active users, 145 million daily active Twitter users in 2020,
and half a billion tweets are sent out each day, that equates to
5,787 tweets per second [11]. Due to this massive generated
data per day on the Twitter platform, the scientific researchers
considered Twitter as an instance of Big Data [12]. Because
it has the same Big Data characteristics such as (i) Volume:
the average number of tweets to announce a news incident

is at least 1000000; (ii) Variety: each tweet has consisted of
diverse materials (such as short words, slang, abbreviations,
URLs and emoticons); (iii) Velocity: the tweets about a topic
are extremely dynamic. For example, the new coming tweets
every day about an event are more than 500TB on Twitter.
(iv) Value: the rich data hidden in the generated tweets are
a hot research area for scientific researchers in the Big Data
and sentiment analysis field, and also a robust tool for orga-
nizations and governments for making- decisions or univer-
sal strategies. In our work, Hadoop Big Data framework is
applied to parallelize the improved contribution (ID3 decision
tree+Word embedding) in order to deal with massive Twitter
data.

The Twitter platform makes smooth the interactions
between customers and organizations or institutions. The
freedom to utilize the Twitter social network offers chances
for their users to write feedback that express their opinion
about certain situations, products, events, and services [13].
These feedbacks are expressed predominantly based on the
user’s experience with these products or services, which
may be negative, positive, or neutral judgments on products
or services. Extracting user opinions that negatively impact
product or service from the expressed feedback on the Twitter
platform is an essential task that helps the owner organi-
zations improve their products or services, thereby reaping
more profit [14]. Therefore, it is substantial to assess user
feedback gathered from social network platforms. OM is an
efficient tool for determining the polarity (negative, neutral,
or positive) of users’ judgments about a service or product via
analyzingmicroblog data. In OM, the sub-operations in Fig. 1
are performed by evaluating user feedback posted on the
different social network platforms. These sub-operations aim
to extract useful information from social media data that indi-
cates the polarity of (positive, negative, neutral) of analyzed
social networks text. Machine learning techniques can be
utilized to reveal valuable knowledge which is hidden in such
noisy social media data created on daily basis [15]. There
are numerous techniques of machine learning that support
learning, such as K-Nearest Neighbors (KNN) [16], Support
Vector Machines (SVM) [17], ID3 decision tree [18], Logistic
Regression (LR) [19], Naive Bayesian (NB) [20], or Random

FIGURE 1. Basic steps of opinion mining on social network platforms.
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Forest (RF) [21]. These algorithms have largely been used
in various areas like banking [22], cyberhate detection [23],
bioinformatics [24], abusive language detection [25], social
media [26], and cyberbullying identification [27].

The machine learning techniques are divide into two types,
which are supervised and unsupervised learning algorithms
[5]. Supervised learning employs a labeled dataset to con-
struct a classification model, which is thereafter utilized to
forecast the class labels for unlabeled testing dataset labels.
On the other hand, unsupervised learning algorithms like
clustering aims to form unlabeled data into different clusters
by calculating the similarity. Supervised learning algorithms
have widely been utilized for OM [28]–[32]. In this work,
we will use our improved ID3 supervised learning algorithm,
because it is executed only on labeled data. So, our work
described in this paper carries out opinion mining for English
language content applying an improved ID3 decision tree
implemented by Hadoop technology.

The principal proposals of our study can be summed as
follows. As we said previously, our work classifies the col-
lected tweets into three class labels: negative, positive, or neu-
tral. The tweets are generally in the unstructured text format,
consisting of slang, abbreviations, short words, URLs, stop
words, etc. So, the first step of our work is applying pre-
processing techniques on the tweets to remove unwanted
and noisy information for further analysis. After the pre-
processing step, these tweets will be passed via an operation
of representation in which tweets are turned into numerical
values, which taking the matrix form as the second step of our
work. Then we minimize the dimensionality of the obtained
matrix in the second step employing multiple feature selec-
tors. The reduced matrix in the third step will be the given
input of our proposed improved ID3 [33] for classification of
the tweets. Finally, we parallelize all precedent steps using the
Hadoop ecosystem diagram, with its MapReduce program-
ming model and its HDFS distributed file systems. Various
parameters are then utilized to assess the performance of our
proposal. Therefore, our contribution has mainly consisted of
seven aspects

1) Data preprocessing techniques like lemmatization
operation, stemming process, and effect of negation
technique are applied to improve the tweets quality by
removing the noise and unwanted data.

2) Representation approaches like TF-IDF, FastText,
word embedding (Word2Vec, GloVe), Bag-Of-Words,
N-grams are applied on the used dataset of the tweets
to convert text-based data (tweets) into text-based
numerical.

3) Feature selectors like Gini Index, Information Gain,
Chi-Square, and Gain Ratio are employed to reduce the
high feature dimensionality.

4) Our Improved ID3 decision tree algorithm with numer-
ous parameters is used for classifying the analyzed
tweet into a neutral, negative or positive class label.

5) Our introduced model is implemented on parallel man-
ner using Hadoop Big Data framework to prevent

the long execution time problem and improve our
proposal’s ability to deal with the massive dataset.

6) Comparing the performance of the suggested procedure
with other chosen methods from the literature.

7) Our proposed model outperforms baseline approaches
by a significant margin in terms of Recall, specificity,
error rate, false-positive rate, execution time, kappa
statistic, F1-score, false-negative rate, accuracy and
precision rate.

The remainder of our work is constructed as follows:
previous literature researches are described in the ‘‘Previous
Research’’ section; the ‘‘Methodology of our proposed
approach’’ section introduces our developed approach in
detail; in ‘‘Experiment and results,’’ we introduce the empir-
ical setup and obtained results. And the ‘‘Conclusions’’
section summarizes the proposed method and recommends
future work.

II. PREVIOUS RESEARCH
A thorough discussion has been performed on OM for
different language utilizing machine learning algorithms,
some of which are presented below as follows:

Here are some works that employ different machine learn-
ing technique for carried out the opinion mining in diverse
languages such as in (Sharma et al. [32]; Patil et al. [34];
Shein et al. [35]; Gamallo et al. [36]; Anjaria et al. [37];
Duwairi et al. [38]; Soni et al. [39]; Ngoc et al. [40]), and
as described in the Table 1 and 2. The authors in Patil et al.
[34] developed a new hybrid technique that integrates the
TF-IDF vectorizationmethod with the SVM algorithm to find
out the polarity of analyzed textual data. This work proved
that SVM could extract high dimensional feature space from
textual data, which cancels the need for other feature selection
techniques. This suggested contribution in Shein et al. [35]
integrates formal concept analysis ontology, and SVM for
labelling the collected software reviews to negative, neutral,
or positive.

There are many works concerning the ID3 decision tree
algorithm and their improvements like Es-Sabery et al. [33];
Yu-Xun et al. [41]; Chai et al. [42]; Elyassami et al. [43];
Zou et al. [44]; Srinivasan et al. [45]; Chen et al. [46];
Ding et al. [47]; Zhu et al. [48]; Kaewrod et al. [49];
Rajeshkanna et al. [50]; and as introduced in the Table 3
and 4. In [33], we proposed a novel enhanced ID3 deci-
sion tree algorithm, which integrates the weighted theory
and information gain criterion. In the split learning process,
the improved algorithm considers the association between the
immediate conditional feature, decision feature, and the other
conditional features to compute the weighted information
gain, then find the best split feature. Unlike in the traditional
ID3, we consider only the association between the current
feature and decision feature to calculate the information gain.
This improved proposed ID3 decision Tree algorithm is used
in this work as the classifier. Elyassami et al. [43], the authors
applied the Fuzzy ID3 algorithm for software price predic-
tion; it is implemented by combining the basic concepts of
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the ID3 algorithm and the fuzzy set theory principles pro-
viding the model with the ability to deal with uncertain and
ambiguous data, which can enhance the classification rate
greatly. Zou et al. [44] applied the ID3 algorithm decision
to construct the fraud detection model. The utilization of
ID3 proved that this algorithm could perform the data clas-
sification very well, and it supplies decision-makers with a
set of decision rules. Srinivasan et al. [45] designed the Fast
Fuzzy classification method for getting better performances
of classification. They also have incorporated the advantages
of the ID3 decision tree and the SVM algorithm, for improv-
ing the accuracy and for getting a fast classification result.
In this work [46], an improved ID3 (called AFI-ID3) This
new version of ID3 has based on an original is proposed.
feature selection method instead of information gain used
in the traditional ID3. This novel feature selection method
is computing using the attribute importance, the association
function, and adding the number of values of each attribute.
Ding et al. [47] designed a novel enhanced ID3,which used
as a splitting measure in the rough set theory instead of the
information gain measure in traditional ID3. This improved
ID3 based on rough set theory becomes inefficient in the case
of data set with missing data. Zhu et al. [48] It proposed a new
improved ID3 which is based on information gain average
with different parameters, to a specific range for avoiding the
multi-valued attribute bias problem. The principal target of
the work [49] is to evolve a new procedure to relieve the
rigorousness of the traditional ID3 algorithm by removing
minor examples. Rajeshkanna et al. [50] implemented the
ID3 technique using various UCI training datasets and it is
also evaluated utilizing different statistical measures.

The newest innovative research papers for the OM are
Lakshmi et al. [51]; Guerreiro et al. [52]; Mehta et al. [53];
Zhang [54]; Lopez-Chau et al. [55]; AitAddi et al. [56];
Patel et al. [57]; Wang et al. [58] as presented in the Table 5.
In [51], the authors proposed a new contribution that intends
to classify reviews using two classifiers and determine which
of the both perform better performance. These both classifiers
are DT, and NB. Guerreiro et al. [52] designed a new text
mining approach, which is applied to online collected reviews
in order to extract the drivers behind each explicit recom-
mendations. In [53], the author implemented nine separate
algorithms which are: Long short-term memory (LSTM),
NB, NLP, Multilayer perceptron (MLP), Max entropy, Con-
volutional neural network (CNN), RF, XGBoost, DT, SVM
to classify tweets and compare their accuracy on preprocess-
ing data. The experimental result proved that the convolu-
tional neural network outperforms other applied approaches
by achieving 79 % accuracy. Zhang [54] evolved a new
approach that used the Term Frequency Inverse Document
Frequency (TF-IDF) as the feature extractor and it employed
Chi Square andMutual Information as feature selectors. Then
the extracted features are fed into Logistic Regression, Linear
SVC, and Multinomial Naive Bayes classifiers for perform-
ing the sentiment classification. The authors of the research
paper Lopez-Chau et al. [55] analyzed the data sets collected

from Twitter about the earthquake topic on September 19,
2017, applying OM tools and supervised machine learning.
They built three classifiers to find out the sentiment of tweets
that appear on the same topic. The experimental result proved
that the SVM, and NB achieved the best classification rate
of classifying the emotions. The author of [56] suggested an
innovative method based on a three-level binary tree structure
for multi-class hierarchical opinion mining in Arabic text.
empirical outcomes show that their proposed method obtains
considerable improvements over other literature approaches.
In Patel et al. [57], The authors performed a sentiment
analysis on Twitter data for World Cup soccer 2014 held
in Brazil to extract the emotions of the people everywhere
in the world, utilizing machine learning algorithms. After
the application of NLP operations like part-of-speech, word
tokenization, lemmatization, etc., the SVM, NB, KNN have
been applied as the classifiers to extract the emotions from the
tweet. The empirical result proved that the NB achieves best
accuracy equal to 88.17 %. In the paper [58] a novel model
for aspect-level opinion mining is proposed. This developed
model uses the paradigm of Gradual Machine Learning for
performing automatic precise machine labeling. The exper-
imental results have proved that the accuracy of the sug-
gested technique is considerably better than its unsupervised
algorithms. For performing the sentiment classification task
based on deep neural network, there are several works in
the literature as described in the Table 6, and for example:
Baccouche et al. [59] developed a novel technique for car-
rying out an automatic classification health-related Twitter
annotation for three languages: Arabic, French, and English.
In particular, the authors of this work implement a Recur-
rent Neural Network (RNN), CNN, and LSTM for per-
forming sentiment analysis. The empirical result shows that
LSTM-RNN performs better than another literature review
for both English and Arabic datasets in terms of classifica-
tion rate, F1-Score, recall, and precision. In [60] and [61],
the authors proposed a novel computationally functional
method for classifying the positive and negative emotions by
utilizing publicly available movie review datasets, namely,
Stanford Sentiment Tree and Movie Review datasets. They
combine a global maximum pooling layer (GMPL) with
one bidirectional LSTM layer and obtained an F1 score
equal to 85.78 % and 80.21 % for Stanford Sentiment Tree
and Movie Review datasets, respectively. Zhang proposed a
new sentiment classification approach based on CNN and
SVM learning algorithm in the paper [62]. Which is con-
sists of a two-aspects: Firstly, the authors utilize the arti-
ficial plus sensitive dictionary approach to label the orig-
inal e-commerce review dataset. And then, they classified
the labeled dataset using the CNN classifier and the SVM
model. In the paper [63], a new multi-task learning method
is developed that combines multi-scale CNN and LSTM
for performing multi-task and multi-scale opinion mining.
Chugh et al. [64] suggested a new sentiment classification
method that integrates the deep recurrent neural network
(RNN), SentiWordNet, fuzzy K-Nearest neighbor (Fuzzy
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TABLE 5. Newest innovative research papers for the OM.

TABLE 6. Deep learning classifiers for performing the OM.

KNN) for performing sentiment classification, and the exper-
imental result proved that this model achieved an accuracy
equal to 97.70 %. The authors in [65] introduced a new
technique, which is applied to examine COVID-19–related
remarks from sub-reddits. This paper’s main contribution
is to incorporate both deep learning algorithms, which are
LSTM and RNN, for carrying out the COVID-19–related
sentiment classification. Dong et al. [66] suggested a new
deep learning model called variable convolution and pool-
ing convolution neural network (VCPCNN), which combines
CNNwith many convolution layers and several pooling oper-
ations for performing sentiment analysis. In [67], the authors
proposed a new hybrid approach called IGCN that integrates
a bidirectional gating mechanism and CNN for prophesying
the opinion of a target. Es-Sabery et al. [68] proposed a
new fuzzy deep learning classifier for performing opinion
mining. This hybrid approach combines the feedforward and

convolutional neural network (FFNN+ CNN) and Mamdani
fuzzy system (MFS). The empirical result demonstrates
that this approach achieves a better accuracy, which equals
99.97 % and 99.83 % on the COVID-19_Sentiments and the
Sentiment 140 datasets. In [69], Sadr et al. developed a new
multi-view deep learning classifier based on convolutional
and recursive neural networks for classifying the text sen-
timent. The experimental results proved that the suggested
multi-view deep learning classifier surpasses the single-view
deep learning classifier in terms of accuracy. The authors of
the paper [70] introduce a new deep learning-basedmultilevel
parallel attention neural (MPAN) classifier that employs a
simplistic positioning binary embedding system to concur-
rently measure contextualized embeddings at the character,
word, and sentence levels. The experimental result proved
that the proposed approach achieved an accuracy equals
to 96.13 %.
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III. MATERIALS AND METHODS
In the subsequent sections of this section, we will present
the reasons that we are motivated to propose and to evolve
this approach. Generally, the fundamental structure of this
proposed paradigm is constituted of five-phase; the first stage
is the data collection inwhichwe used twomassive datasets in
order to evaluate our suggested classifier. Second stage called
data pre-processing which aims to remove the unwanted and
noisy data. Third phase is data representation phase which
converts the tweets into numerical data. Fourth step is the
feature selection stage for reducing the dimensionality of
extracted features. Finally, we have applied our improved ID3
[33] in order to classify each tweet sentence into the negative,
or neutral, or positive label.

A. MOTIVATION
Opinion mining is an important field of research that
endeavor to design computational technique to detect, capture
and evaluate people’s ideas and opinions about an entity and
its diverse sides and to extract the emotions expressed in
those ideas and opinions. These expressed sentiments about
a product, event, or service have a significant commercial
worth. For example, the user-written reviews about products
help new users in decision-making, such as buying this new
product or no. And are extremely valuable for big companies/
organizations in the supervision of their products/events/
services, consolidating best relationships with their clients,
designing and evolving efficient marketing strategies,
enhancing and devising their products/events/services. Moti-
vated by the significant importance of sentiment analysis
in different domains of our daily life. We evolved in this
contribution an innovative technique that serves to carry
out the sentiment analysis. This approach combines NLP
techniques for performing the text pre-processing, vectoriza-
tion techniques for converting tweets into numerical values,
selection methods for capturing the essential features, our
improved ID3 for performing the classification [33], and the
Hadoop framework to parallelize our work.

The first stage of this contribution is the text pre-processing
task. Therefore, the pre-processing plays an essential role in
the text classification process as introduced in the paper [71].
In where the authors provided us with a comparative study
that aims to evaluate the influence of text pre-processing
steps on text classification in terms of accuracy. The empir-
ical result proved that the implementation of the text
pre-processing techniques on linguistic data performed a con-
siderable improvement in classification performance. Many
literature studies [72]–[76] proved that the preprocessing
steps have a positive impact on text classification task in terms
of accuracy. Thence we motivated by the presented positive
result about the text preprocessing steps, and we have applied
these preprocessing techniques in this work.

After the preprocessing phase, the next phase is the repre-
sentation stage that serves to turn out the tweets into numer-
ical values. In this step of our work, we used the most
common methods such as word embeddings (Word2Vec,

GloVe) [77], N-grams or character-level [78], FastText [79],
Bag-Of-Words [80], and we did a comparative study to find
the better one amongst them. Then the next stage of our work
is the feature selection phase, most of the time uses the filter
approach like information gain [81], mutual information [82],
chi-square [83], document frequency IF-TDF [84], and Gini
index [85]. Also in this stage we did a comparative study to
find the efficient feature selection method.

Finally, in the classification stage we used our improved
ID3. So why we use our improved ID3 proposed in [33] as
a classifier in this work? We used our proposed improved
ID3 because of two reasons. Firstly it has been achieved good
performance as presented in the paper [33], and secondly,
rule-based opinion mining (ID3) often has many advantages,
such as the structure of the rule-based algorithm is very
simple, which makes it easy to understand by scientific
researchers. The ID3 rule-based algorithm is pertinent in
large-scale datasets. It often has a high predictive classifi-
cation rate, and the rules are widespread in the DataMining
field.

In the literature, many scientific researchers have
endeavored to discover several manners to apply DataMining
generated rules in opinion mining and find out several
diverse relationships between NLP and DataMining field.
The ID3 decision tree is the most common and essential
algorithm in the DataMining field; thus, the produced rules
using the ID3 decision tree technique are very accurate.
This will result in various scientific researches, hence the
motivation for this work.

As a summarized conclusion, this study’s goal is to raise
the classification performance of opinion mining by incorpo-
rate the strength points of text preprocessing techniques in
improving the data quality by removing the unwanted and
noisy data, feature extraction methods in converting the text
data into numerical values and extracting the most relevant
feature, feature selectors in reducing the high dimensionality
of extracted feature in the preceding step and selecting the
most interesting feature and our improved ID3 decision tree
algorithm in classifying the input sentence and improving
the classification accuracy. As depicted in Fig. 2, the uni-
versal architecture of the suggested approach in this paper
be composed of five stages, which are the collection of data
step, text pre-processing phase, data representation stage,
feature selection methods, and our improved ID3 decision
tree algorithm.

B. DATA COLLECTION STAGE
In this stage, we selected two massive datasets to assess the
effectiveness of the suggested classifier for opinion mining.
The first dataset is named sentiment140, which is down-
loaded from this link https://www.kaggle.com/kazanova/
sentiment140 employing Twitter application programming
interfaces (API). This dataset contains 1600000 collected
tweets and all emoticons in this dataset were eliminated. Each
tweet have been classified using two class labels positive, and
negative, where the value 4 indicates the positive label and the
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FIGURE 2. Universal architecture of the suggested approach.

value 0 indicates the negative label. It comprises six features
which are presented below:
• Target: determine the class label of each tweet, where
the value 4 indicates the positive label and the value
0 indicates the negative label.

• Ids: is a unique number (2356221408) that identify each
tweet.

• Date: for example this feature takes this expres-
sion (Mon April 22 19:15:33 PDT 2005) as value
which indicates the exact time when the tweet is
posted.

• Flag: describes the text of the user-query. The
‘NO_QUERY’ value is assigned to this feature in the
case the user does not posted any query.
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• User: indicates the username that posted the tweet
(username:Merissa).

• Text: introduces the text of each tweet, for example
‘‘thought sleeping in was an option tomorrow but realiz-
ing that it now is not. evaluations in the morn. . . ’’ is the
text tweeted by the user Merissa.

In our contribution, we are focused on opinion mining.
That is means, obtain every opinion communicated by the
Twitter-user in every posted tweet. In consequence, the other
features in this dataset have not any impact on the train-
ing operation. Consequently, we eliminated the ‘‘Date’’,
‘‘Flag’’, ‘‘Ids’’, ‘‘User’’ features, and we saved the ‘‘Target’’
and ‘‘Text’’ features from the dataset. The ‘‘Target’’ fea-
ture apportionment of the dataset is equitable apportionment,
because 50 % of the data being labelled negative class label,
ranging from the row number 0 to 799999th row, and another
50 % of the data labelled positive class label, which are rang-
ing from the row number 800000 to 1600000th row. In this
work, the given dataset is splitted into two subsets which are
training and testing subsets. Hence, we have utilized these
two subsets to demonstrate our proposed method’s classifi-
cation effectiveness compared to other suggested techniques
picked from the literature. Fig. 3 presents the number of
user tweets in each training and testing subsets, where a
total of 160000 posted tweets were utilized in the testing
operation and 1440000 posted tweets were utilized in the
training operation.

FIGURE 3. Number of positive and negative tweets for the
sentiment140 dataset.

The second dataset is termed COVID-19_Sentiments,
which is downloaded from this link https://www.kaggle.com/
abhaydhiman/covid19-sentiments employing Twitter appli-
cation programming interfaces (API). This dataset contains
637978 of collected tweets. It classified collected tweets into
three class labels which are neutral that takes the value 0,
negative that takes a value in the interval [−1, 0], and positive
that takes a value in the interval [0, 1]. It comprises five
features which are introduced below:
• Target: determine the class label of each tweet, where
neutral class label takes the value 0, negative class label
takes a value in the interval [−1, 0], and positive class
label takes a value in the interval [0, 1].

FIGURE 4. Number of neutral, negative, and positive tweets for the
COVID-19_Sentiments dataset.

• Ids: is a unique number (520442) that identify each
tweet.

• Date: indicates the exact data when the tweet is posted
(Sat June 26 05:43:52 + 0101 2019).

• Location: indicates the exact location where the tweet
is posted (New Delhi, India).

• Text: introduces the text of each tweet, for example
‘‘Delhi government will pay salaries to all contract
workers, daily wage labourers, guest teachers a cause of
Corona Virus’’.

The essential features in this contribution are the ‘‘Target’’
and ‘‘Text’’ features. Consequently, all other features were
eliminated. Besides, the ‘‘Target’’ feature divided the data
of this given dataset in an inequitable apportionment, where
259458 is the total number of neutral tweets, the number of
negative tweets equal to 120646, and the number of positive
tweets is equal to 257874. Fig. 4 shows the number of neural,
negative and positive posted tweets inside of training and test-
ing subset. In the training operation, we have used the number
of tweets equal to 574182 tweets. In the testing operation,
we have used the number of tweets equal to 63796 tweets.
In other terms, the testing subset represents 10 % of the total
number of tweets in this dataset.

C. DATA PREPROCESSING STAGE
To examine the semantic data, noise or abnormal data must
be purified, so that the accurate emotions and meaning can
be procured from the examined linguistic text. At this point,
the text preprocessing techniques play a primary role. In this
contribution, the type of analyzed data is the tweets extracted
from the Twitter platform. These tweets often are in an
unregulated form of text and contain inefficient, noise, and
undesired knowledge. Data preprocessing techniques nor-
malize the semantic data, purifier noise, eliminate unwanted
information, and clarify the vocabulary employed to analyze
emotions from the tweets. The Fig. 5 depicts the most com-
mon vision for data preprocessing techniques.

As Fig. 5 illustrated, There are numerous steps to be carried
out to reappraise the data accurately and extract the real
sense behind it via data processing. Thence these followed
up preprocessing steps in this study are introduced below:
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FIGURE 5. Basic steps of data preprocessing stage.

1) REMOVE USERNAMES, NUMBERS, HASHTAGS, AND URLs
It is a common technique to remove the usernames, numbers,
hashtags, and URLs from the tweet since they do not express
any sentiments.

2) REMOVE WHITE-SPACES, PUNCTUATION,
AND SPECIAL CHARACTERS
The foremost stage to perform is removing all occurred
white-spaces in the tweet, then we delete exclamation, stop
and question punctuation marks. Finally, as we know the
special characters do not hold any negative or positive effect
on communicated opinion in the given tweet, hence all
existed special characters are eliminated. After the implemen-
tation of all text pre-processing tasks introduced formerly,
we preserved only the uppercase and lowercase letters.

3) LOWER-CASING
After the application of both formerly presented stages, all
special characters have been removed and only the letters
have been preserved. Therefore the next stage is the appli-
cation of lower casing process. That means all the uppercase
letters in the given tweet were converted to lower case, and
that minimize the dimensionality of each terms.

4) REPLACE ELONGATED WORDS
This process aims to remove the letter, which is appeared at
least more than two times in the word like the elongated term
‘‘Saaaad’’. So, after effecting this technique, the elongated
word ‘‘Saaaad’’ becomes ‘‘Saad’’ and stamped with at most
two characters.

5) REMOVE STOP-WORDS
It is the technique that removes the words which are fre-
quently confronted in texts without dependence on a specific
topic (e.g., ‘‘a’’, ‘‘an’’,‘‘of’’, ‘‘on’’ ‘‘the’’, ‘‘in’’, ‘‘I’’, ‘‘she’’,
‘‘it’’, ‘‘your’’, ‘‘and’’ etc.). These frequent use words are
often ineffective and meaningless for the data classification
task and deleted beforehand of the classification. Stop-words

are particular to the studied language, as in the situation of
stemming technique.

6) STEMMING
It is a technique that aims to reduce the size of each word by
converting the derived word into its root, or stem form. Since
the stem word is semantically analogous to its derived word.
The stemming process is ordinarily referred to as stemming
algorithms or stemmers. A straightforward stemming algo-
rithm looks up the stem form of the derived word in a lookup
table. This type of procedure is fast and easy to understand.
Its shortcoming the lookup table does not contain all inflected
forms of the stem word. For example, the words ‘‘using’’,
‘‘usage’’, ‘‘used’’ must be reduced to only one root form,
which is ‘‘use’’.

7) LEMMATIZATION
it is a technique that acts as a Stemming algorithm. Its main
goal is to find the root or stem form of words in the analyzed
sentences. The only difference between these similar tech-
niques is in the followed algorithm to capture the lemma or
stem words, since the lemmatization takes into consideration
the morphological analysis of the derived words.

8) TOKENIZATION
it is a technique that divides each input tweet into a set of
meaningful words since each word is named a token. For
example, a piece of text is split into sentences or words. In this
contribution, we employed an NLTK tokenizer developed by
Python.

In this work, the stage that follows up the pre-processing
data phase is the data representation phase. In other terms,
the obtained text after the utilisation of all text pre-processing
tasks previously described will be the input of the data repre-
sentation methods.

D. DATA REPRESENTATION STAGE
Most machine learning classifiers can only deal with numer-
ical data; the kind of data we have in this work is text-based
data. Therefore, to address our contribution for handling the
obtained textual data after applying the preprocessing data
stage employing machine learning algorithms, these textual
data needs to be turned out into numerical values. This pro-
cess is termed text vectorization or feature extraction phase.
It is one of the fundamental issues in NLP that allowing
machine learning techniques for examining text-based data.
As we said previously, Feature extraction is the operation
of turning out the text-based input data into a set of numer-
ical features. The effectiveness of each machine learning
classifier is depended significantly on the extracted features.
Therefore, it is critical to select the better features that have a
positive impact on classification accuracy. There are several
diverse feature extractors to represent the textual data in
numerical data, including Bag-Of-Words, N-grams, GloVe,
Word2Vec, FastText, and TF-IDF. These different feature
extractors will lead to different analysis results and influ-
ence differently the classification performance. This stage’s

58718 VOLUME 9, 2021



F. Es-Sabery et al.: MapReduce OM for COVID-19-Related Tweets Classification Using Enhanced ID3 Decision Tree Classifier

primary purpose is to summarize and convert text-based input
data into a set of feature vectors that operate agreeably to
the used machine learning classifier. On the other hand, our
principal purpose is to apply all previously presented feature
extractors and compare them to determine the better method
that positively influences the classification rate. This section
introduces in detail the previously different cited vectoriza-
tion methods.

1) N-GRAMS OR CHARACTER-LEVEL
In the areas of probability, computational linguistics, and
statistic, an N-grams is an adjacent sequence of items, since
each item contains N characters obtained by dividing the ana-
lyzed text or word using the N-grams algorithm. For example,
the word ‘‘WORD’’ would have the following N-grams:
• Bigrams (N = 2): _W, WO, OR, RD, D_
• Trigrams (N = 3): _WO, WOR, ORD, RD_, D__
• Quadrigrams (N = 4): _WOR, WORD, ORD_, RD__,
D___

N-grams are handcrafted features which extensively act as
distinctive features in text classification [86], opinion min-
ing [87], cyber bullying detection [88], spam filtering [89],
Authorship attribution and verification [90], plagiarism
checker [91], and various other application fields. The
N-grams methods aid in forming useful word representa-
tion vector for unknown words, thus enhancing classification
accuracy in tasks based on textual data, where a significant
portion of unknown words appears, e.g., in opinion mining.
The primary benefit of N-grams methods is language inde-
pendence, that is to say, the potential of porting a data rep-
resentation method and a machine learning algorithm from
one to another language is not taken into consideration. The
problem of N-grams methods is they generate a significant
number of features, and the implementation of the Hadoop
framework can avoid this issue.

2) BAG-OF-WORDS
Bag-Of-Words feature extractor is one of the commonly used
approaches in data representation task, which is called feature
extractor. It is considered as a valuable and straightforward
approach for data representation that maps a set of sentences
to be classified into a numerical vector as Sv[x1; x2; . . . ; xn],
where xj describes the occurrence of the jth item in the col-
lected vocabulary from the given dataset, i.e. it is only taken
into consideration the word duplicates and disregarding the
morphology and position of the words. This approach is hot
research and possesses an excellent ability for picking out and
assorting the features by constructing bags for each example
kind; for data, it used in many application fields such as Nat-
ural Language Processing [92], Information Retrieval [93],
Document classification [94], Sentence classification [95],
Computer vision [96] and Opinion mining [97]. For example,
we have the three book reviews [98] as described below:
• Review A: This book is very long and boring
• Review B: This book is not boring and is shortened
• Review C: This book is good and enjoyable

The vocabulary of this three movie reviews consists of eleven
words which are: ‘This’, ‘book’, ‘is’, ‘very’, ‘boring’, ‘and’,
‘long’, ‘not’, ‘shortened’, ‘good’, ‘enjoyable’ as introduced
in. Therefore the numerical vector of each review is created
by the bag-of-word method as follows:
• Vector of Review A:[This:1, book:1, is:1, very:1,
boring:1, and:1, long:1, not:0, shortened:0, good:0,
enjoyable:0]

• Vector of Review B: [This:1, book:1, is:1, very:0,
boring:1, and:1, long:0, not:1, shortened:1, good:0,
enjoyable:0]

• Vector of Review C: [This:1, book:1, is:1, very:0,
boring:0, and:1, long:0, not:0, shortened:0, good:1,
enjoyable:1]

3) TF-IDF
In this study, TF-IDF is taken as one of the techniques to vec-
torize the text-based data of tweets. Each tweet is handled as
a document. TF-IDF is used for data representation because it
takes into account the frequency of a word over the whole list
of documents. Within each sentence (document), each term
is weighted according to its relevance in that sentence, i.e.
every word is assigned a weight according to how pertinent it
is to that sentence. Therefore, if a word occurs in numerous
sentences, the weight assigned to that word is decreased, as it
is not beneficial for discerning the sentences.TF-IDF forms a
matrix in which rows depict the sentences, columns describe
the terms, and values indicate the importance of the terms in
the sentences.

TF meant term frequency that calculates how many times
a word appears in a given sentence. IDF meant inverse
document frequency that counts how many times that word
appears within a set of sentences. If a term frequently appears
in a given sentence, but it also appears in various other
sentences, that term is not helpful to discriminate any given
sentence.

Ww,s = tfw,s × log(
N
dfw

) (1)

where:
• Ww,s: weight of word w in sentence s.
• tfw,s: number of occurrences of word w in sentence s.
• dfw:number of sentences containing the word w.
• N : total number of sentences.

From the numerical formula preceding, it can be observed
that if a term frequently appears in a given sentence, but it
does not occur in various other sentences. Its TF rate will
be high; thus, its IDF will be very approaching to 1. Hence,
its TF-IDF rate will be high. In contrast, if a term frequently
appears in a given sentence, but it further appears in various
other sentences, even although its TF rate will be high, its
IDF rate will be approaching 0. Consequently, its TF-IDF
rate will be very low, if a term frequently appears in a given
sentence and also is existed in all other sentences, its IDF
rate will be equal to 0. Consequently, its TF-IDF rate will be
equal to 0 as well. Relevant terms, which frequently appear

VOLUME 9, 2021 58719



F. Es-Sabery et al.: MapReduce OM for COVID-19-Related Tweets Classification Using Enhanced ID3 Decision Tree Classifier

in a given sentence, will have an elevated TF-IDF rate, whilst
less relevant terms, which frequently appear in both a given
sentence and various other sentences, will have a soft TF-IDF
rate. These rates represent the features that will be used later
by machine learning classifiers in the learning process.

4) GloVe
Pennington et al. [99] are evolved the GloVe approach which
means Global Vectors for Word representation, and the Stan-
ford University shored this approach because of its important
in the data representation. By definition, the GloVe is a
paradigm that incorporates the benefits of the two prominent
pattern families in the literature, which are global matrix
factorization and local context window approaches. This
training paradigm is an unsupervised model. Its main goal is
measuring the representation of vector for given terms. The
GloVe process is accomplished by computing the semantic
similarity between terms, subsequently producing a matrix
called the term-term co-occurrence count. Each value in this
produced matrix indicate how times the term in the row and
the correspond term in the column appear collectively in the
set of sentences (documents). Because that, the GloVe model
is also described as the pattern based on the count process.
Term embeddingmatrix of this pattern is created by gathering
the generated count-based co-occurrence matrix from a set
of sentences (corpus). The obtained term embedding matrix
describes for every term in vector space a significant linear
substructure. Fig. 6 illustrates the linear substructures of set
of words.

FIGURE 6. Illustration of linear substructures of a set of terms when
applying the word embedding GloVe.

The representation graphic illustrated in Fig. 6 is a result of
the application of an evaluation scheme based on word analo-
gies which is adopted by GloVe to find the word vector space
of an unknown word is used. For example, the relationship
‘‘the brother is to sister as uncle is to aunt’’ are represented
using the vector representation space which is computed
by the vector equation brother-sister = uncle-aunt. This
evaluation system prefers patterns that provide dimensions of

meaning, thence picking out the multi-clustering concept of
distributed vectorizations.

5) Word2Vec
Word2Vec approach was suggested by Mikolov et al. [100],
and was supported Google. Word2Vec is a method for natural
language processing. This method employs a feedforward
neural network model that contains only one hidden layer
model to learn term embedding matrix from a large input cor-
pus of text. Once trained, such a pattern can identify similar
terms or suggest different terms for a partial sentence. As the
name reveals, Word2Vec symbolizes each specific term with
a particular list of numbers termed a vector. The vectors
are taken accurately such that a straightforward numerical
function designates the level of semantic similarity among
the terms represented by those vectors. This approach com-
bines the Continuous Bag-of-Words pattern, that forecasts
the immediate target term using the vocabulary terms, and
the Skip-Gram pattern, that forecasts the immediate vocab-
ulary terms using the target terms. The substantial intent of
this method is to evolve the predictive capability for data
representation. This approach inputs a big corpus of data
and outputs a matrix. In the produced matrix, every row
describes the vector with hundred dimensions, which is the
term representation of the one-hot vector of the inputted stem.

FIGURE 7. Illustration of Word2Vec data representation method.

In general, Word2Vec approach is a feedforward neural
network with only one hidden layer, its fundamental objec-
tive is to regulate its weights for decreasing the inaccuracy
average by minimizing the error function. Its hidden weights
are utilized as the term embedding. Word2Vec achieves good
accuracy in opinion mining, and its accuracy is good on big
datasets.

6) FastText
Facebook AI Research team proposed new word embedding
approach which is named FastText in order to improve the
learning effectiveness of word representation. This technique
is considered as a new version of the Word2Vec word embed-
ding technique; So, instead of learning the word embedding
vector of a set of terms immediately as in the Word2Vec
approach, FastText approach learns the word embedding vec-
tor of a set of N-grams of characters. for instance, the vec-
torization of the term ‘‘Happy’’ employing the FastText
approach with N-grams = 2 is (H, Ha, ap, pp, py, y), and
the brackets indicate the starting and ending of the vectorized
term. The advantage of the FastText approach permits to cap-
ture the meaning of shorter terms and aids the word embed-
ding process to pick up the prefixes and suffixes of the learned
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term. Therefore, the next stage after dividing the inputted
term by using the character N-grams is the application of
either continuous Bag-Of-Words or skip-gram in order to
generate term embedding. FastText approach performs better
with unseen terms and the terms out-of-lexicon than other
word embedding techniques. Therefore, even if the term is
out-of-lexicon in the former learning stages, this approach
divide this term into multiple N-grams characters to learn its
word embedding vector. Word2Vec and GloVe approaches
both be unsuccessful to create word embedding vector for
the out-of-lexicon terms, unlike FastText approach that has
the ability to create the word embedding vector of the unseen
terms. This is the powerful advantage of this technique in
comparing with other approaches.

After the word embedding stage that endeavors to turn out
the data into numerical values, which it inputs a pre-processed
text, and it outcomes a term embedding vector. The following
phase is the feature selection, as outlined in the next
subsection.

E. FEATURE SELECTION
After the features extraction stage, in which the features are
derived from the text corpus through the application of the
FastText word embedding approach. It is worth taking into
account the dimensionality of features. The reason is that
the high feature dimensionality requires more costly com-
putational resources. And also may probably decrease the
accuracy and effectiveness of the applied learning algorithm.
That is named ‘‘The Curse of Dimensionality’’ [101].

The cause why high features dimensionality may lead to
the decreasing in the accuracy of applied patterns is because
when the vector space of the features expands bigger and
bigger by appending further and further features, the vector
space of the features becomes further and further sparse.
The further sparse in the vector space of the features causes
further over-fitting in the applied machine learning algorithm
on the training dataset. Therefore, suppose the vector space
of the features is overly sparse. In that case, applied learning
algorithms will over-fit the training dataset and thus became
inefficient in classifying the unknown instances in the testing
dataset. On the other hand, the try of decreasing dimensions
of the features vector space may lead to decreasing in the
performance as well, as this might eliminate some relevant
features and cause to under-fitting of the trained algorithms
to the data.

In the literature, There are two techniques for decreasing
the dimensionality of the feature space. The first technique
is feature projection, and the second technique is the fea-
ture selection. The distinction between these techniques is
that the former technique shrinks the dimensionality of the
vector space of the features by projecting the features in
high-dimensional vector space upon low-dimensional vector
space. While the latter technique eliminates irrelevant fea-
tures. A new subset of features is created with the former
techniques, while a subset of features is kept with the latter
techniques.

In this paper, Chi-Square, Information Gain, Gain Ratio,
Mutual Information, and Gini Index as feature selection
techniques are employed for reducing the dimensionality of
feature vector spaces for text opinion mining in order to
ameliorate the accuracy and diminish the execution time of
used machine learning algorithms.

1) INFORMATION GAIN
Information gain (IG) has been utilized commonly as a
term (feature) goodness criterion in the text classification
based on machine learning techniques such as C4.5 and ID3.
It gauges the information needed in bits for class label pre-
diction of a given sentence (or document) by measuring the
entropy that is computed based on the absence or existence of
a feature word in that sentence. IG is obtained by measuring
the effect of the feature word’s inclusion on diminishing over-
all entropy. The predictable information required to predict
the class label of an example in partition PA is recognized as
entropy and is computed as follows:

Entropy(PA) = −
C∑
i=1

(Pi)× log2(Pi) (2)

where:
• C indicates the overall number of the class labels in the
corpus.

• Pi =
|Ci,PA|
|PA| is the probability that an arbitrary example

sentence in partition PA has the class label Ci.
To predict the class label of an example sentence in PA
on some feature F{f1, f1, . . . , fv}, and the partition PA is
divided into k sub-partitions {PA1,PA2, . . . ,PAk}. Therefore,
the information required to get an exact prediction is calcu-
lated by:

EntropyF (PA) = −
k∑
j=1

|PAj|

|PA|
× Entropy(PAj) (3)

where:
•
|PAj|
|PA| is the weight of the jth partition PAj.

• Entropy(PAj) is the entropy of jth partition.
Finally, IG by dividing up on feature F is measured by the
following equation:

IG(F) = Entropy(PA)− EntropyF (PA) (4)

In this research, before reducing the feature vector space
dimension, each feature within the sentence is ordered
depending on their relevance for the text classification in
decreasing order employing the IG technique. Thus, in the
learning process of text classification, features that have
lesser importance are neglected, and dimension decrease
techniques are exercised to the features that have higher
importance (i.e. IG).

2) GAIN RATIO
Gain Ratio (GR) aims to improve the IG by normalizing the
supplying of all terms to the final decision of the classification
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process for a given sentence (because in our study, we work
on sentence-level classification). An iterative procedure picks
out smaller groups of terms (features) in decremental by
applying GR rate. The iterative process ends when the pre-
viously defined number of terms remain. GR is employed as
a disparity ratio, and a high GR rate means that the chosen
terms will be valuable for text classification. GR was pro-
posed in the C4.5 decision tree algorithm. The applied nor-
malization rate is called the split information rate. The split
information rate is represented by the prospective knowledge
acquired by dividing up the training partition PA into k sub-
partitions, corresponding to k conclusions on the attribute F:

SplitInfoF (PA) = −
k∑
j=1

|PAj|

|PA|
× log2

|PAj|

|PA|
(5)

where a high SplitInfo rate indicates that the partitions are
uniform and a low SplitInfo rate indicates few partitions
contain most of the instances. Therefore, GR is computed as
follows:

GR(F) =
IG(F)

SplitInfo(F)
(6)

3) CHI-SQUARE
Chi-Square is a statistical technique (CHI) for estimating
how dependent an attribute variable on the corresponding
target variable. A high Chi-Square rate indicates that the
association between a feature variable and the corresponding
target variable is very strong. Whereas a low Chi-Square rate
indicates that the association between a feature variable and
the corresponding target variable is very weak. And CHI is
equal to 0 in the case that the feature variable is independent
of the corresponding target variable. CHI score is computed
following up the described steps below:

1) Determine the null assumption that shows that the fea-
ture variable and the corresponding target variable are
independent, and define the alternative assumption that
indicates that the feature variable is dependent on the
corresponding target variable

2) Design a table that indicates how the corresponding
class variables in rows and attributes in columns are
spread out. The ratio of freedom for the created table
is (row− 1)× (column− 1).

3) Compute the predicted values for all the cells of the
formed table previously using the following formula:
e = n × p. Where e is the predicted value; n is the
number of times that the value of each cell appears in
the whole table; and p is the joint probability between
an attribute and its corresponding class.

4) Compute the CHI statistic using the following formula:
x2c =

∑ (Oi−Ei)2
Ei

. Where c is the degree of freedom; O
is the observed value; and E is the expected value.

5) The CHI rate calculated above can be examined against
the Chi-Square created table in step 2 to check whether
it occurs in the acceptance or rejection cell. If it occurs
in the refusal cell, then the null hypothesis is declined,

and the alternative hypothesis is admitted. If it occurs in
the approval cell, then it is the other way around. Con-
sequently, whether the attribute and the correspond-
ing class are independent of each other can be cap-
tured. If they are autonomous, then the attribute can be
excluded.

4) GINI INDEX
Gini index is an impurity-based measure that computes a par-
ticular class’s purity after dividing along with a specific fea-
ture. The best separating raises the purity of the sub-partition
resulting from the separation. If D is a given dataset with C
the total number of different class labels, GINI is computed
using the following formula:

Gini(D) = 1−
C∑
i=1

(Pi)2 (7)

where Pi is a relative frequency if class label i in dataset D.
The smaller its value, i.e., the lesser the ‘‘impurity’’, the better
the attribute, and we save it. The bigger its value, i.e., the
higher the ‘‘impurity’’, the attribute is inefficient, and we
remove it.

After the application of the feature selectors in order to
decrease the dimensionality of the attribute vector space by
removing the irrelevant attributes from the set of extracted
attributes in the feature extraction stage. The next stage is the
classification phase using our improved ID3 [33], as intro-
duces in the following subsection.

F. CLASSIFIER
In this work, and after the feature selection phase, the next
phase is the classification task, in which we used improved
ID3 in order to classify each input sentence into the negative
or neutral or positive class label. ID3 decision tree technique
is a classification paradigm that pursues to measure the IG
criterion described by the equation (4) for creating a decision
tree. This decision tree technique computes the IG to pick out
the better splitting feature in every algorithm’s round. The
computing IG process considers only a present conditional
feature and class label feature, and the other conditional
features cannot be employed to gauge the feature importance.
Thus, we proposed a novel enhanced ID3 based on weighted
adjusted IG. The weighted modified IG considers the asso-
ciation between the current conditional feature, the feature
decision, and the other conditions features in the learning
process’s progress. The principal purpose of our enhanced
ID3 based on weighted adjusted IG is to gauge the influ-
ence of the other conditional features on the IG criterion for
the present conditional features in the training operations.
Or rather, our enhanced ID3 approach takes into account
the association between the present analyzed feature and the
other features and the association between each conditional
feature and the class label feature in the progress of the train-
ing operation. The weighted modified IG is computed using
weighted attribute and the weighted correlation function.
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G. WEIGHTED ATTRIBUTE
Let F = {F1,F2, . . . ,Fk} be a be a collection of K condi-
tional features. We suppose the occurrence number of feature
Fi(i = 1, 2, . . . ,K ) is Ki. Thus, the frequency of Fi can be
described as:

TFi =
Ki
K

(8)

Then the weight of the feature Fi can be calculated as:

WFi =
TFi∑K
i=1 TFi

(9)

Due to the conditions of weight theory, the total importance
of all features satisfy the equation described below:

WFi = 1 (10)

H. WEIGHTED CORRELATION FUNCTION
Let F = {F1,F2, . . . ,Fk} be a collection of K conditional
features with an interval of values {RV1,RV2, . . . ,RVk},
respectively. Let C be a class label feature with an interval
of values RVC . Fi∈(i=1,2,...,K ) is one of conditional features
of the collection and has N values, whereas RVi ∈ (i = 1,
2, . . . ,K ) = f1, f2, . . . , fN .C is the class label feature and has
Y values RVC = {C1,C2, . . . ,CY }. Thus, the weighted cor-
relation function (WCF) between the conditional feature Ak
and the class label feature Y is computed using the following
formula:

CF(Fi,C) =

∑N
v=1

∣∣∣|Fvj| −∑Y
j=2 |Fvj|

∣∣∣
N

(11)

where N is the number of values of Fi ; |Fvj| is the examples’
number of that vth value of Fi be associated with the jth
category of class label feature C . Then WCF of the feature
Fi can be calculated as:

WCF(Fi,C) =
CF(Fi,C)∑K
i=1 CF(Fi,C)

(12)

I. WEIGHTED MODIFIED INFORMATION GAIN
Weighted modified information gain (WMIG) is measured
using the calculated IG in the equation (4) and the computed
WCF in the equation (12):

WMIG(F) = IG(F)×
N∑
i=1

WCF(F). (13)

Subsequently, due to the IG criterion and the weight represen-
tation theory, the particular implementation of our improved
ID3 decision tree technique based on WMIG is introduced in
detail in the algorithm 1

J. PARALLELIZATION OF OUR PROPOSED APPROACH
The appearance of the Big Data epoch poses a defy to con-
ventional machine learning algorithms. In information tech-
nology, big data is a set of datasets that contain a massive
amount of data, which makes it very complicated to process
employing popular database management devices or con-
ventional data treatment applications. Big data is generally

constituted of datasets with sizes exceeding the capability of
ordinarily utilized software devices, which are incapable of
capturing, managing, or processing such data within a reason-
able and feasible execution time. Big data challenges involve
acquisition, storage, exploration, distribution, examination,
and visualization. Consequently, both the time and space
effectiveness of conventional machine learning algorithms
diminish dramatically when handling Big Data. To remedy
these challenges in this study, we have applied the Big Data
Hadoop framework [102] as depicted in Fig. 8 that represents
the implementation of our proposal using Hadoop framework
with its distributed file system and mapreduce programming
model.

As illustrated in the Fig. 8, Hadoop is a framework
employed for storing and treating a massive amount of data.
Our dataset is stored on five inexpensive machines: four slave
computing nodes and onemaster computing node that run as a
cluster. Data storage is effectuated using a Hadoop distributed
file system, which enables simultaneous processing and fault
tolerance. On the other hand, data processing is carried out
by the MapReduce programming model, which provides
a kind of distributed parallel computation environment for
retrieval and processing the massive data which is stored in
the Hadoop distributed file system. MapReduce divides the
computation process of the massive amount of data into Map
and Reduce steps, which match to the implementation of
a mapper () method and a reducer () method, respectively.
The MapReduce process takes as input the chunk tweet in
the format of <key, value> pairs, where the ‘‘key’’ variable
represents the serial number of the inputted chunk tweet, and
the ‘‘value’’ variable describes the data value of the inputted
chunk tweet. In the Map step, MapReduce splits data into
partitions of equal sizes and treats each partition in the form
of <key, value> pairs <Key1, Value1> to determine the formal
input. It applies themapper () method to produce intermediate
outcomes in the form of <Key2, Value2>, which are arranged
according to the data value of Key2. The ‘‘Value2’’ values
whose ‘‘key2’’ serial number are the same are merged to
create a novel list <Key2, list(Value2)> and, subsequently,
gathered according to the serial number ‘‘Key2’’ for starting
the execution of Reduce tasks. In the Reduce step, the out-
comes of the Map jobs are combined and arranged, <Key2,
list(Value2)> is used as the input, and the reduce () method
is performed to get the <key, value> pairs <Key3, Value3>,
which is output to store in the Hadoop distributed file sys-
tems.

IV. EXPERIMENT AND RESULTS
The previous sections were consecrated to the general intro-
duction, previous research, materials and methods of our
proposed classifier. As we said early, our proposed classifier
consists of five steps; data collection in which we have
chosen Sentiment140 (https://www.kaggle.com/kazanova/
sentiment140 and COVID-19_Sentiments https://www.
kaggle.com/abhaydhiman/covid19-sentiments datasets to
apply our contribution to them. After the data collection
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Algorithm 1: Our Enhanced Weighted Algorithm ID3
Input:

. Training feature set: F = {F1,F2, . . . ,FK } be a collection of K conditional features with an interval of values
{RV1,RV2, . . . ,RVN }, respectively. And C is a class label feature and has RVY values RVY = {C1,C2, . . . ,CY }.

. Training example set: E = {(ei, ci)‖ei ∈ RV1 × RV2 × . . .× RVn, ci ∈ RVY } is an example picked from an
unknown distribution, where ei has an outcome ci related with it.

. Ending Condition: is the condition to end the training operation.
1 All samples in the training dataset relate to a unique value of c.
2 All feature values of E are the same or the feature set F is empty.

Output: DT (Decision tree)
TreeCreate(E,F) : generate a novel decision tree DT with a single node called root
if EndingCondition(E) = 1 then

Tick the root node as a leaf node labelling the class C.
return

else if EndingCondition(E) = 2 then
Tick DT as a leaf node with the most prevalent value of class label feature C in the training examples E as a label
return

else
for Fi ∈ F do

Compute the IG employing the next equation
IG(Fi)[i]← EntropyFi (C)− EntropyFi (Fi,E)

end for
SImp← 0
for featureValues FVi ∈ RVi do

PImp← 1
Compute the importance of each feature employing the training set Ei of each value FVi of feature Fi
S ← 0
for featureValues Fk ∈ F \{Fi} do

compute the frequency employing the following equation

• CF(Fk ,C )[k]←
∑|FVi|

v=1 ||Fvy|−
∑Y

c=2 |Fvy||
Vk

• S ← S + CF(Fk ,C )[k]
end for
for featureValues Fk ∈ F \ {Fi} do

compute the importance employing the following equation

•WCF(Fj,C )[k]←
CF(Fk ,C )[k]

S • PImp← PImp×WCF(Fj,C )[k]
end for
SImp← SImp+ |Ei|

|E| × PImp
end for
IG(Fi)[i]← IG(Fi)[i]× SImp

end if
Determining the better dividing feature Fbetter that has the maximum weighted adjusted IG(Fi)[i]
Fbetter← argmaxF IG(Fi)[i]
Attach Fbetter into DT
for featureValues v ∈ Fbetter do

create an edge that links the new node with the previous created DT, and Ev describes the subset of the examples in E
of which the Fbetter feature is v

if Ev = null then
Tick the edges of the new node as the values labels of the preceding leaf node, and its class label is ticked as the
class label that contains the highest number of examples in E
return

else
Recursion of TreeCreate(Ev, F \{Fbetter}) continues

end if
end for
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FIGURE 8. Basic steps of opinion mining on social network platforms using Hadoop framework.

phase, the next phase is the text preprocessing phase, in which
we have applied several preprocessing tasks to reduce the
noisy data and remove unwanted information for improving
the data quality. The data representation stage follows up the
text-preprocessing stage, which is an operation of converting
the text-based input data into a set of numerical features.
In this phase, we have applied several techniques, including
N-grams, Bag-of-words, TF-IDF, GloVe, Word2Vec, Fast-
Text. After the data representation stage, the next phase is
the feature selection phase aiming to reduce the high feature
dimensionality. Also, in this phase, we have applied many
feature selectors such as Chi-square, IG, Gain Ratio, and
Gini Index. Finally, and after the feature selection phase,
the next phase is the application of our improved ID3 as
presented in the subsection ‘‘Classifier’’. In this section,
we perform five experiments to demonstrate our suggested
classifier’s correctness and effectiveness compared to other
literature’s methods. And to assess its effectiveness, we have
selected nine evaluation criterion as presented in subsection
‘‘Evaluation metrics’’.

A. EVALUATION METRICS
To assess our text classification method, we principally com-
pute ten assessment metrics: True Positive Rate (TPR), True
Negative Rate (TNR), Kappa Statistic (KS), False Positive

FIGURE 9. Confusion matrix for a binary classification task.

Rate (FPR), Precision (PR), False Negative Rate (FNR),
Classification Rate or Accuracy (AC), Error Rate (ER), Time
Consumption (TC), and F1-score (FS) [103]. These evalua-
tion metrics are computed as described in Table 7 and based
on the confusion matrix for binary classification [68] as given
in Fig. 9.

Where:
• TP means True Positive which is the total number of
sentiment sentences that are currently positive and clas-
sified to be positive.
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TABLE 7. Measures for binary and multi-class classification using the
notation of Fig. 9.

• FN means False Negative which is the total number
of sentiment sentences that are currently positive and
classified to be negative.

• TN means True Negative which is the total number
of sentiment sentences that are currently negative and
classified to be negative.

• FP means False Positive which is the total number of
sentiment sentences that are currently negative and clas-
sified to be positive.

B. RESULTS AND DISCUSSION
In this subsection, we have performed five experiments.
The first experiment aims to evaluate the effectiveness

of each applied pre-processing tasks. The second experi-
ment explores the most efficient feature extractor among all
employedmethods such as TF-IDF, Bag-Of-Words, N-grams,
GloVe, Word2Vec, and FastText. The third experiment
assesses the Chi-square, Information Gain, Gain Ratio, and
Gini Index approaches in order to determine the approach
with high classification rate. The fourth experiment is did to
prove the effectiveness of our suggested approach in terms
of AC, TPR, ER, TNR, FS, FPR, KS, FNR, PR, and TC
compared to ID3, C4.5, Soni et al. [39], Ngoc et al. [40],
Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
andWang et al. [58] approaches. Finally, the fifth experiment
is performed to proved the performance of our classifier
in terms of complexity, stability and convergence compared
to Soni et al. [39], Ngoc et al. [40], Lakshmi et al. [51],
AitAddi et al. [56], Patel et al. [57], and Wang et al. [58]
classifiers.

C. EXPERIMENT 1
In this first experiment, we analyzed the performance of all
applied data preprocessing techniques in terms of dataset size
and execution time before and after the implementation of
the Hadoop framework. Therefore, the main goal of applying
data preprocessing techniques on the tweets dataset is to
remove the noise, improve the data quality, and diminish the
dataset size, as depicted in Fig. 10 and 11.

Fig. 10 and 11 represent the dataset size and the data
execution time of each data preprocessing task before and
after the implementation of the Hadoop framework on the
Sentiment140 and COVID-19_Sentiments dataset, respec-
tively. As an outcome, the processing data can achieve high

FIGURE 10. Dataset size and data execution time of each data preprocessing task applied on the
Sentiment140 dataset.
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FIGURE 11. Dataset size and data execution time of each data preprocessing task applied on COVID-19_Sentiments
dataset.

TABLE 8. Analysis of dataset size and data execution time in the case of the application of each data preprocessing task on the Sentiment140 dataset.

classification performance in evaluating and examining data
when one of the supervised learning algorithms is trained.
The dataset size is decreased after each data preprocessing
task. Table 8 and 9 display the reduction in dataset file size
after the application of each data preprocessing task on Sen-
timent140 and COVID-19_Sentiments dataset, respectively.

As can be seen in Fig. 10, we note that the applica-
tion of ‘‘Remove usernames, numbers, hashtags, and URLs’’
preprocessing task reduces the Sentiment140 dataset’s size by
5.29 %, and it takes the time 0.29 s. Also, ‘‘Remove punctu-
ation, white-spaces, and special characters’’ preprocessing

task diminishes the Sentiment140 dataset’s size by 9.05 %,
and it consumes the time 0.49 s. The task ‘‘Lower-casing’’
minimizes the Sentiment140 dataset’s size by 8.62 % and it
expends the time 0.46 s. ‘‘Replace elongated words’’ pre-
processing task reduces the Sentiment140 dataset’s size by
5.18 % and it takes the time 0.27 s. For the task ‘‘Remove
stop-words’’ diminishes the Sentiment140 dataset’s size by
11.84 %, and it consumes the time 0.62 s. The prepro-
cessing task ‘‘Lemmatization’’ decreases the Sentiment140
dataset’s size by 3.07 %, and it expends the time 0.16 s.
Finally, the preprocessing task ‘‘Tokenization’’ increases the
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TABLE 9. Analysis of dataset size and data execution time in the case of the application of each data preprocessing task on the COVID-19_Sentiments
dataset.

Sentiment140 dataset’s size by 18.87 %, and it consumes the
time 0.80 s.

According to Table 8, we observe that the Sentiment140
dataset’s size before applied pre-processing tasks is equal
to 283234.71 KB. After applying all used pre-processing
tasks except Tokenization, the size of the dataset became
161302.17 KB. Therefore the dataset’s size is reduced
by 43.05 %, which represents the percentage of noisy
and unwanted data. After applying the Tokenization pre-
processing task, the dataset’s size increases to 214748.55 KB
because this technique serves to divide each input sentence
into a set of tokens, raising the dataset’s size. Also, the time
consuming after applying all pre-processing tasks is equal to
16.45 s, but the application of the Hadoop framework reduces
this value to 3.27 s.

From Fig. 11, we remark that the application of ‘‘Remove
usernames, numbers, hashtags, and URLs’’ preprocessing
technique decreases the COVID-19_Sentiments dataset’s size
by 9.11 % and it consumes the time 0.096 s. In addition,
‘‘Remove white-spaces, punctuation, and special characters’’
preprocessing technique reduces the COVID-19_Sentiments
dataset’s size by 11.47 %, and it expends the time 0.12 s. The
task ‘‘Lower-casing’’ minimizes the COVID-19_Sentiments
dataset’s size by 7.39 %, and it expends the time 0.077 s.
‘‘Replace elongated words’’ preprocessing task reduces the
COVID-19_Sentiments dataset’s size by 2.88 %, and it takes
the time 0.03 s. For the task ‘‘Remove stop-words’’ dimin-
ishes the COVID-19_Sentiments dataset’s size by 10.47 %,
and it consumes the time 0.11 s. The preprocessing

task ‘‘Lemmatization’’ decreases the COVID-19_Sentiments
dataset’s size by 4.77 %, and it expends the time 0.05 s.
Finally, the preprocessing task ‘‘Tokenization’’ increases the
COVID-19_Sentiments dataset’s size by 23.54 %, and it
consumes the time 0.25 s.

According to Table 9, we remark that the COVID-19_
Sentiments dataset’s size before applied pre-processing tasks
is equal to 112935.94 KB. After applying all used pre-
processing tasks except Tokenization, the size of the dataset
became 60883.76 KB. Therefore the dataset’s size is reduced
by 46.09 %, which represents the percentage of noisy
and unwanted data. After applying the Tokenization pre-
processing task, the dataset’s size increases to 87468.88 KB
because this technique serves to divide each input sentence
into a set of tokens, increasing the dataset’s size. Also,
the time consuming after applying all pre-processing tasks is
equal to 3.67 s, but the application of the Hadoop framework
reduces this value to 0.733 s.

Another experiment is performed to evaluate the effi-
ciency of all used data pre-processing tasks on COVID-19_
Sentiments and Sentiment140 datasets by computing
the error rate with and without the utilisation of text
pre-processingmechanisms. Table 10 shows the experimental
results of the calculation of error rate (ER %) without and
with the application of data pre-processing approaches on
both datasets.

From the empirical results, as introduced in Table 10,
we concluded that the text pre-processing tasks minimize the
ER. Since the ER in the case of the Sentiment140 dataset

TABLE 10. Error rate (ER %) without and with text pre-processing mechanisms.
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diminishes from 39.59 % to 13.47 %, and it reduces from
30.04 % to 11.18 % in the case of the COVID-19_Sentiments
dataset. Therefore, it is recommended to apply the text
pre-processing mechanisms.

1) EXPERIMENT 2
This second experiment aims to determine the most efficient
feature extractor in terms of classification rate. We have
applied several feature extractors in this work, includ-
ing N-grams, Bag-Of-Words, TF-IDF, GloVe, Word2Vec,
FastText. As we said earlier, these feature extractors serve
to convert the tweets’ input data into a set of numerical
features. Fig. 12 introduces the accuracy of sentiment classi-
fication tasks depending on the length of character N-grams
and obtained on the Sentiment140 dataset using the Hadoop
framework.

FIGURE 12. Accuracy of sentiment classification task depending on the
length of character N-grams and obtained on the Sentiment140 dataset
using the Hadoop framework.

As can be seen in Fig. 12, we note that N-gram = 5
achieved good classification performance compared to
other characters N-grams (N-grams = 2, N-grams = 3,
N-grams = 4). Since the N-grams = 5 reached classification
accuracy is equal to 31.80 %, 34.15 %, and 35.49 % in the
case of the three used machine learning algorithms C4.5, ID3,
and our improved ID3, respectively.

Fig. 13 describes the accuracy of sentiment classification
tasks depending on the length of character N-grams and
obtained on the COVID-19 Sentiments dataset using the
Hadoop framework.

As can be seen in Fig. 13, we also remark in this experiment
that N-grams = 5 achieved good classification performance
compared to other length characters N-grams and which is
equal to 51.76 %, 54.41 % and 54.99 % in the case of the
three used machine learning algorithms C4.5, ID3, and our
improved ID3 respectively.

By comparing the obtained results in Fig. 12 and 13,
we deduce that the N-grams representation method is ineffi-
cient in the case of Big Data because it achieved an accuracy
less than 36 % in the case of the big Sentiment140 dataset.
In both experiments, we remark that the accuracy increases
when augmenting the length of character N-grams.

FIGURE 13. Accuracy of sentiment classification task depending on the
length of character N-grams and obtained on the COVID-19 Sentiments
dataset using the Hadoop framework.

FIGURE 14. Accuracy of opinion mining task obtained after the utilisation
of Bag-Of-Words on the COVID-19 Sentiments and Sentiment140 datasets
using the Hadoop framework.

Fig. 14 presents the accuracy of sentiment classification
tasks obtained on the Sentiment140 and COVID-19 Senti-
ments datasets using the Bag-Of-Words extractor method and
the Hadoop framework. As can be seen in Fig. 14, we note
that the application of Bag-Of-Words on the COVID-19
Sentiments dataset is more efficient than the application
on Sentiment140 datasets because the Sentiment140 dataset
contains a big amount of data. Since the Bag-Of-Words
extractor method achieved 66.32 % in the accuracy rate
after it implemented on COVID-19 Sentiments dataset, and
it achieved 37.53 % in the accuracy rate after it applied
on Sentiment140 datasets. This experiment proved that the
Bag-Of-Words extractor method is not scalable. In addition,
the Bag-Of-Words extractor method is more efficient than
the N-grams extractor method with N-grams = 5 as shown
in Fig. 12, 13, and 14.

Fig. 15 introduces the accuracy of opinion mining task
obtained by the implementation of TF-IDF extractor on the
Sentiment140 and COVID-19 Sentiments datasets using the
Hadoop framework. As can be seen in Fig. 15, we notice
that the TF-IDF extractor achieved good performance result
in both COVID-19 Sentiments and Sentiment140 datasets.
Since it achieved an accuracy equal to 74.67 % after it
applied on COVID-19 Sentiments dataset, and it achieved
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FIGURE 15. Accuracy of opinion mining task obtained by the
implementation of TF-IDF extractor on the COVID-19 Sentiments and
Sentiment140 datasets using the Hadoop framework.

an accuracy equal to 71.73 % after it applied on Senti-
ment140 dataset. Then, we remark that the TF-IDF extractor
attained an approximate accuracy rate (74.67 %; 71.73 %)
when it applied on both used datasets. Thence this TF-IDF
extractor is scalable compared toN-grams andBag-Of-Words
extractor methods.

FIGURE 16. Accuracy of opinion mining task obtained by the
implementation of GloVe extractor on the COVID-19_Sentiments and
Sentiment140 datasets using the Hadoop framework.

Fig. 16 shows the classification rate of sentiment clas-
sification tasks obtained by the application of GloVe
extractor method on the COVID-19_Sentiments and Senti-
ment140 datasets using the Hadoop framework. As can be
seen in Fig. 16 we deduce that the GloVe attained good
classification performance on both COVID-19_Sentiments
and Sentiment140 datasets. Since it attained an accuracy
equal to 76.35 % after it applied on COVID-19 Sentiments
dataset, and it achieved an accuracy equal to 70.91 % after
it applied on Sentiment140 dataset. Then, we remark that
the GloVe extractor achieved an approximate accuracy rate
(76.35 %; 70.91 %) when it applied on both used datasets.
Therefore the GloVe extractor is scalable and its accuracy rate
is approximated to the obtained TF-IDF accuracy (74.67 %;
71.73 %) on both used datasets.

Fig. 17 presents the classification rate of sentiment
classification tasks obtained by applying the Word2Vec

FIGURE 17. Accuracy of opinion mining task obtained by the
implementation of Word2Vec extractor on the COVID-19_Sentiments and
Sentiment140 datasets using the Hadoop framework.

extractor method on the COVID-19_Sentiments and Sen-
timent140 datasets using the Hadoop framework. As can
be seen in Fig. 17, we notice that the Word2Vec extractor
method is very efficient on a large dataset. Since it achieved
80.65 % when it applied on the Sentiment140 dataset
and 81.72 % when it applied on COVID-19_Sentiments.
Therefore, the Word2Vec extractor method is scalable, and
it outperforms the N-grams, Bag-Of-Words, TF-IDF, and
GloVe extractor methods in terms of classification rate. Until
present, the most efficient extractor method is Word2Vec.
The next experiment aims to compare the Word2Vec with
FastText extractor method and find out to most efficient
among them.

FIGURE 18. Accuracy of opinion mining task obtained by the
implementation of FastText extractor on the COVID-19_Sentiments and
Sentiment140 datasets using the Hadoop framework.

Fig. 18 shows the classification rate of sentiment classifica-
tion tasks obtained by applying the FastText extractor method
on the COVID-19_Sentiments and Sentiment140 datasets
using the Hadoop framework. As can be seen in Fig. 18,
we observe that the FastText gives a good classification rate
on both used datasets compared to all used extractor methods
(N-grams, Bag-Of-Words, TF-IDF, GloVe, and Word2Vec).
Since it achieved 86.53 % when it applied on the Senti-
ment140 dataset and 88.82 %when it applied on COVID-19_
Sentiments, according to all comparative studies performed in
this subsection ‘‘Experiment 2’’, we deduce that the FastText
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TABLE 11. Accuracy achieved by applying ID3, C4.5, and our improved ID3 decision tree algorithms using different feature selectors.

outperforms all other methods. So in the rest of this work,
we will use only the FastText as a data representation method.

2) EXPERIMENT 3
As we introduced previously, the next phase after the extrac-
tion feature phase is the selection feature stage, in which we
have applied many techniques, including Chi-square, Infor-
mation Gain, Gain Ratio, and Gini Index. Therefore, this
experiment aims to find the best feature selector among all
used selection methods in terms of accuracy.

Table 11 describes the accuracy achieved by applying
ID3, C4.5, and our improved ID3 decision tree algorithms
on both Sentiment140 and COVID-19_Sentiments datasets
using different feature selection techniques presented previ-
ously. As can be seen in Table 11, we remark that the IG
used as a feature selector outperforms other feature selec-
tors in terms of accuracy since it achieved an accuracy
equal to 86.53 % by applying our improved ID3 on Sen-
timent140 and accuracy equal to 88.82 % by applying the
improved ID3 on COVID-19_Sentiments. Therefore in the
remainder of this contribution, we will only use the IG as a
feature selector. After multiple experiments-we deduce that in
the data representation stage - the FastText technique outper-
forms all other methods (N-grams, Bag-Of-Words, TF-IDF,
GloVe, Word2Vec). It achieved an accuracy equal to 88.82 %
when applied on COVID-19_Sentiments data and accuracy
equal to 86.53 % when applied on the Sentiment140 dataset.
Then in the feature selection phase, The empirical results
proved that the Information Gain used as a feature selection
method outperforms all other feature selectors (Gini Index,
Gain Ratio, and Chi-square.) in terms of accuracy since it
achieved an accuracy equal to 86.53 % when applied on
Sentiment140 and accuracy equal to 88.82 % when applied
on COVID-19_Sentiments. Finally, we have applied our
improved ID3 [33] as a classifier. Fig. 19 depicts the final
structure of our suggested classifier:

3) EXPERIMENT 4
In this experiment, we are going to introduce the empirical
outcomes of our proposed classifier. These empirical results
are achieved by practicing our proposed classifier and other
methods such as ID3, C4.5, Soni et al. [39], Ngoc et al. [40],
Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57], and
Wang et al. [58], on both chosen datasets as described in
subsection ‘‘Data Collection Stage’’. To demonstrate which

FIGURE 19. Final structure of our suggested classifier using the Hadoop
framework.

of these methods is more efficient and has better perfor-
mance, we measure nine evaluation metrics outlined pre-
viously in Table 7. Our classifier will be performed paral-
lelly, employing the Hadoop framework with the Hadoop
distributed file system and the MapReduce programming
paradigm. The Hadoop cluster comprises four salve nodes
and one master node.

Fig. 20, depicts the experimental result achieved for the
classification rate applying our suggested classifier on Senti-
ment140 and COVID-19_Sentiments datasets, and we com-
pare the empirical outcome reached with other approaches
like ID3, C4.5, Soni et al. [39], Ngoc et al. [40], Lakshmi
et al. [51], AitAddi et al. [56], Patel et al. [57], andWang et al.
[58]. As can be seen in Fig. 20, we remark that our proposed
classifier outperforms the other implemented approaches in
terms of classification rate. As the Fig. 20 depicted, our pro-
posed classifier achieved a higher accuracy equal to 86.53 %,
and 88.82 % when it applied on Sentiment140 and COVID-
19_Sentiments datasets, respectively. And the AitAddi et al.
[56] has the lower accuracy equal to 43.02 %, and 31.08 % in
this experiment.

Fig. 21, illustrates the empirical result obtained for the
error rate applying our suggested classifier and other previ-
ously chosen approaches on Sentiment140 and COVID-19_
Sentiments datasets. As can be seen in Fig. 21,we notice

VOLUME 9, 2021 58731



F. Es-Sabery et al.: MapReduce OM for COVID-19-Related Tweets Classification Using Enhanced ID3 Decision Tree Classifier

FIGURE 20. Classification rate obtained by implementing our classifier and other approaches.

FIGURE 21. Error rate obtained by implementing our classifier and other approaches.

that our proposed classifier has lower error rate compared
to other implemented approaches. And if we compared our
classifier with AitAddi et al. [56] approach, we note that our
classifier reduce the error rate from 56.98 %, and 68.92 %
(AitAddi et al. [56]) to 11.18 %, and 13.47 % (our improved
ID3) for the Sentiment140, and COVID-19_Sentiments
datasets respectively.

Another experiment is conducted to examine the execution
time between our classifier and the other chosen methods.
Fig. 22 displays the experimental result reached after apply-
ing all proposals on both elected datasets. Without forgetting
that our classifier is executed in a parallel mode on five com-
puters utilizing framework Hadoop. As can be seen in Fig. 22,
we observe that our developed model has a lower execution
time rate compared to other implemented methods. And if
we compared our classifier with the Patel et al. [57] method,
we remark that our classifier reduces the execution time

from 5402.15 s (Patel approach) to 45.21 s (our improved
ID3) for the Sentiment140 dataset and from 842.91 s (Patel
approach) to 15.95 s (our improved ID3) for the COVID-19_
Sentiments dataset. The comparison between ID3 and our
classifier confirms that the implementation of our classifier
using the Hadoop cluster of five machines is a more efficient
tool to reduce the consumption time.

For more proving the performance of our classifier,
we have computed other evaluation measures such as TPR,
FNR, TNR, FPR, PR, KS, and FS as previously pre-
sented in Table 7. Table 12 depicts the experimental result
reached.

As can be seen in the Table 12, we deduce that our
classifier outperforms all other classifiers applied on both
used datasets COVID-19_Sentiments and Sentiment140. Our
classifier achieved higher values at the level of all computed
evaluation measures.
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FIGURE 22. Execution time obtained by implementing our classifier and other approaches.

TABLE 12. Experimental outcome of TPR, FNR, TNR, FPR, PR, KS, and FS.

4) EXPERIMENT 5
In this Fifth experience, we have assessed the performance
of the designed classifier by computing of stability, con-
vergence, and complexity. The main objective of this last
experiment is comparing our suggested classifier with ID3,
C4.5, Soni et al. [39], Ngoc et al. [40], Lakshmi et al. [51],
AitAddi et al. [56], Patel et al. [57], andWang et al. [58], and
to find out the most effective classifier among all assessed
classifiers in terms of stability, complexity, and convergence.

5) COMPLEXITY
By definition, the complexity rate of a classifier is a criterion
to measure the space employing and time consuming by a
classifier. in this experiment we have measured the space
complexity and time complexity of our suggested classifier,
Soni et al. [39], Ngoc et al. [40], Lakshmi et al. [51],
AitAddi et al. [56], Patel et al. [57], and Wang et al. [58].
In summary, Table 13 describes the obtained the space
complexity results after we computed the size of executing
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TABLE 13. Space complexity of the designed classifier, Soni et al. [39], Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] techniques.

TABLE 14. Time complexity of the designed classifier, Soni et al. [39], Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] techniques.

instructions, and the size of the classifier parameters of the
suggested classifier and other selected classifiers.

As can be seen in Table 13, we remark that the suggested
classifier has carried out several instructions which are occu-
pied a memory size equal to (29.106 M, 12.60 M) for Senti-
ment140 and COVID-19_Sentiments datasets, respectively.
The size of the designed classifier’ parameters is equal
to (20.192 M, 9.57 M) for Sentiment140 dataset and
COVID-19_Sentiments, respectively. As the empirical result
offers, our suggested classifier needs much lower space com-
putational complexity if we compare it with Soni et al. [39],
Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56],
Patel et al. [57], and Wang et al. [58] methods.

Table 14 presents the obtained time complexity results after
measuring the training and testing time consuming of our
suggested classifier and other selected classifiers.

As can be seen in Table 14, we remark that the suggested
classifier has expended a training time equal to 33.90 s,
and 11.26 s for Sentiment140 and COVID-19_Sentiments
datasets, respectively. Also our suggested classifier has con-
sumed a testing time equal to 11.30 s, and 3.98 s for Sen-
timent140 and COVID-19_Sentiments datasets, respectively.

As the obtained empirical consequence described, our sug-
gested classifier consumes much lower time computa-
tional complexity if we compare it with Soni et al. [39],
Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56],
Patel et al. [57], and Wang et al. [58] approaches.

D. CONVERGENCE
the suggested classifier will be demonstrated if it is conver-
gent or not convergent by finding a particular number of
training rounds in which the proposed classifier meets the
condition depicted in equation 14. This equation defines the
condition of the convergent trend:

Erp − Erc ≥ Tre (14)

whereErp is our classifier average error of the former learning
round, Erc is the classifier average inaccuracy of the current
learning round, and Tre is the sill value that set the conver-
gence rate value, and after we carried out several experiments,
we fixed this sill rate to 0.0001. Therefore, the suggested
classifier average inaccuracy is measured using the following
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equation:

E =
1
2
×

∑S
j=1

∑C
i=1(y− ylabel)

2

S
(15)

where S is the total number of instances in the used dataset,
C is the total number of classifier class labels (in our case
there three class labels which are negative, Neutral, and pos-
itive), y is the wanted classification decision in the output,
and ylabel the obtained output classification decision. If the
previously described equation (14) is verified, our suggested
classifier can be considered converging, and the algorithm is
executed till the classifier’s average inaccuracymeets the con-
dition. Oppositely, our suggested classifier is not converging.

FIGURE 23. Convergence rate of our suggested classifier when it applied
to COVID-19_Sentiments and Sentiment140 dataset.

Fig. 23 depicts our suggested classifier’s convergence rate
when it applied to Sentiment140 and COVID-19_Sentiments
datasets. As can be seen in Fig. 23, we perceive that the sug-
gested classifier converged towards the sill value 0.0001 after
our classifier’s algorithm reached 90 and 270 rounds when it
applied to COVID-19_Sentiments and Sentiment140 dataset,
respectively.

Table 15 introduces the convergence rate value of our
suggested classifier, Soni et al. [39], Ngoc et al. [40],
Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] classifiers. As can be seen in Table 15,
we conclude that our suggested classifier converges very
speedy compared to other given classifiers.

E. STABILITY
In this step, we computed the mean standard deviation (MSD)
of our classifier, Soni et al. [39], Ngoc et al. [40],
Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] classifiers over different five
cross-validations of the used dataset. The main goal of this
step is to determine the more stable classifier among all
applied classifiers. Table 16 presents the obtained mean
deviation standard and average accuracy (AVA) of our clas-
sifier compared to Soni et al. [39], Ngoc et al. [40],
Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57], and
Wang et al. [58] classifiers over the five cross-validations of
both employed datasets in this contribution.

TABLE 15. Convergence rate of our proposed classifier, Soni et al. [39],
Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] approaches.

TABLE 16. Stability of our classifier compared to Soni et al. [39],
Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56], Patel et al. [57],
and Wang et al. [58] classifiers over different five cross-validations.

As can be seen in Table 16, we remark that our classi-
fier is more stable than other classifier because it achieved
higher average accuracy (88.82 %, and 86.53 %) with a very
low mean standard deviation (0.12 %, and 0.26 %) when it
applied to COVID-19_Sentiments and Sentiment140 dataset,
respectively.

V. CONCLUSION
In this study, we have proposed an innovative approach to
classify tweets into positive, negative, or neutral based on
social media Big Data. The suggested system consists of
five parts: data collection, data preprocessing, data repre-
sentation, data classification, feature selection, and applica-
tion of the Hadoop framework. In the data collection phase
we have chosen Sentiment140 and COVID-19_Sentiments
datasets to evaluate our proposal. For the data preprocessing
phase, we have applied multiple preprocessing tasks on both
chosen datasets, and we carried out the first experiment to
evaluate the effectiveness of the applied data preprocess-
ing tasks on both used datasets. The experimental results
show that the data preprocessing tasks have a significant
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impact since they reduce the classification error rate from
(39.59 %, and 30.04 %) to (13.47 %, and 11.18 %) for Sen-
timent140 and COVID-19_Sentiments respectively. Then,
in data representation, we have applied several techniques to
convert the textual data in numerical data, including N-grams
or character-level, Bag-Of-Words, word embedding (GloVe,
Word2Vec), FastText, and TF-IDF. Also, the second exper-
iment is performed to evaluate the performance of each
used method. The empirical results show that the accuracy
of N-grams, Bag-Of-Words, TF-IDF, GloVe,Word2Vec, and
FastText is equal to 54.99 %, 66.32 %, 74.67 %, 76.35 %,
81.72 %, and 88.82 %, which are obtained after the applica-
tion of our improved ID3 on COVID-19_Sentiments dataset.
Thus the most efficient method is the FastText extractor.
After the feature extraction, the next phase is the feature
selection in which we have applied Chi-Square, Informa-
tion Gain, Gain Ratio, and Gini Index methods in order to
reduce the dimensionality of the feature space. We carried
out the third experiment to evaluate the used feature selectors.
The experimental results show that Chi-Square, Gain Ratio,
Information Gain, and Gini Index achieved an accuracy equal
to 79.20 %, 88.13 %, 88.82 %, and 74.70 % respectively,
which are obtained after the application of our improved
ID3 on COVID-19_Sentiments dataset. Thence the empirical
result proved that the information gain is the most effec-
tive feature selector. Finally we have applied our improved
ID3 classifier on both used datasets and we obtained an
accuracy equal 86.53 %, and 88.82 % for Sentiment140 and
COVID-19_Sentiments respectively. Our proposal is paral-
lelized using Hadoop Framework (MapReduce + HDFS).
In the last experiment we have compared our proposal
with other approaches like ID3, C4.5, Soni et al. [39],
Ngoc et al. [40], Lakshmi et al. [51], AitAddi et al. [56],
Patel et al. [57], and Wang et al. [58]. The experimental out-
come show that our proposal outperforms all other classifiers
applied on both used datasets COVID-19_Sentiments and
Sentiment140 in terms of Recall, specificity, false-positive
rate, false-negative rate, error rate, precision rate, classifica-
tion rate, kappa statistic, F1-score, execution time, conver-
gence, stability, and complexity.

Our future work is to merge the fuzzy logic theory
and our proposal in this paper in order to handle with
continuous-valued features, taking into consideration vari-
ous parameters concerning the feature extractors and feature
selectors. Utilization of Mamdani fuzzy system as a classifier
for sentiment analysis in order to deal with uncertainty and
vagueness sentiments held in the data expressed by social
media users. Integration of fuzzy rule-based model with our
MapReduce improved ID3 decision tree for inferring the sen-
timent expressed in speech cues on the social media networks.
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