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ABSTRACT Feature Selection (F.S.) reduces the number of features by removing unnecessary, redundant,
and noisy information while keeping a relatively decent classification accuracy. F.S. can be considered
an optimization problem. As the problem is challenging and there are many local solutions, stochastic
optimization algorithms may be beneficial. This paper proposes a novel approach to dimension reduction
in feature selection. As a seminal attempt, this work uses binary variants of the recent Marine Predators
Algorithm (MPA) to select the optimal feature subset to improve classification accuracy. MPA is a new and
novel nature-inspired metaheuristic. This research proposes an algorithm that is a hybridization between
MPA and k-Nearest Neighbors (k-NN) called MPA-KNN. K-Nearest Neighbors (k-NN) is used to evaluate
the selected features on medical datasets with feature sizes ranging from tiny to massive. The proposed
methods are evaluated on 18 well-known UCI medical dataset benchmarks and compared with eight well-
regarded metaheuristic wrapper-based approaches. The core exploratory and exploitative processes are
adapted in MPA to select the optimal and meaningful features for achieving the most accurate classification.
The results show that the proposed MPA-KNN approach had a remarkable capability to select the optimal
and significant features. It performed better than the well-established metaheuristic algorithms we tested.
The algorithms we used for comparison are Grey Wolf Optimizer (GWO), MothFlame Optimization
Algorithm (MFO), Sine Cosine Algorithm (SCA), Whale Optimization Algorithm (WOA), Slap Swarm
Algorithm (SSA), Butterfly Optimization Algorithm (BFO), and Harris Hawks Optimization (HHO). This
paper is the first work that implements MPA for Feature Selection problems. The results ensure that the
proposed MPA-KNN approach has a remarkable capability to select the optimal and significant features and
performed better than several metaheuristic algorithms. MPA-KNN achieves the best averages accuracy,
Sensitivity, and Specificity rates of all datasets.

INDEX TERMS Feature selection, marine predators algorithm, metaheuristics, k-nearest neighbors,
exploitation phase.

I. INTRODUCTION
The rapid growth in the amount of stored, processed,
and retrieved data in systems today has made extracting
essential and meaningful information from those systems
difficult [1], [2]. This is because the collected data often con-
tain redundant and irrelevant data that can harm any opera-
tion’s chances of success.

Medical datasets are one of the most critical fields in
the real world, but they can be filled with irrelevant and
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redundant features that lead to increased dimensionality. This
negatively affects the accuracy, cost, and speed of the learning
process [3]. Diagnosing and treating diseases requires high
accuracy and sensitivity. Analyzing medical data efficiently
and accurately helps doctors to diagnose patients quickly and
reduce treatment costs, which will improve health care in
our society. So, it is essential to find a way to avoid these
redundant features and their impact. The way to do that is
Dimensionality Reduction (DR) [2], [4].

Dimensionality Reduction (DR) is a technique that
excludes non-important, redundant, and irrelevant features
from datasets without reducing the amount of information
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they contain [2], [5]. DR techniques can be divided into two
classes. The first is Feature Extraction (FE). The FE process
converts high-dimensional data to low-dimensional data by
extracting new feature spaces from the original dataset fea-
tures. The second class is Feature Selection (FS). FS is the
process that extracts the lowest number of the most infor-
mative and meaningful features from existing features in the
original dataset without losing information. It has proved to
be a useful tool for dealing with redundant and irrelevant
features without loss of information [2], [5], [6].

There are three categories of FS: supervised [7], unsuper-
vised [8], [9], and semi-supervised [10]. These categories
are determined by the class label’s dependency degree in the
dataset [5]. The general framework of feature selection is
shown in fig. 1.

FIGURE 1. Feature selection framework.

FS techniques can be divided into three methods based
on the level of the learning algorithm involved in evaluating
feature subsets [5], [11], as shown in 2. The first method,
the filter method, uses filters that discard learning algo-
rithms while selecting features that do not depend on learning
tasks such as classification. In the filter method, features
are ranked according to the internal relationships among the
data. Filters are regarded as a fast method. Some of the
popular filter models include Chi-Square [12], information
Gain (IG) [13], Gain Ratio [14], and ReliefF [15]. The second
method involves wrappers. Wrappers use a specific learning
algorithm to evaluate each feature selected (classification).
In this method, wrappers determine a predictor and select the
feature subset, improving classification accuracy [16], [17].
Even though wrappers can optimize classification accuracy,
the optimization process is slow. The final method is the
embedded method. In the embedded method FS is included
in the training process in cases where coordination between
learning speed and model performance is desirable [18].

Searching for the optimal feature subset is a challenging
problem for FS methods. Three search strategies can be used
with FS [19]:

• A complete search that tries to generate all possible
feature subsets to select the best subset.

• Random searches, in which feature subsets are selected
randomly with the hope of finding the best set. In the
worst cases this can become a complete search.

FIGURE 2. Feature selection methods and their branches.

• Heuristic techniques, which are guided by the random
search process based on heuristic information. These
provide more ways to trade off between local and global
searches to find a suitable solution within a reasonable
running time, rather than searching indefinitely for the
best one.

Metaheuristic approaches have been widely used in recent
years and are more efficient in dealing with the optimization
process, including machine learning and FS, than other exist-
ing techniques [20].

There are many categories of metaheuristics in related
work such as showed in fig. 3. like evolutionary algo-
rithms (e.g., genetic algorithms (GA)) [21] and swarm
intelligence (SI) techniques (e.g., particle swarm optimiza-
tion (PSO)), that have been used to solve the FS problem
[22], [23] physics based techniques(e.g Gravitational Search
Algorithm (GSA))

SI techniques include unlimited algorithms such as
Grey Wolf Optimizer (GWO) [24], Water Cycle Algo-
rithm (WCA) [25], Whale Optimization Algorithm (WOA)
[26], [27], Firefly Algorithm (FA) [28], Salp Swarm
Algorithm (SSA) [29]–[31], Emperor Penguin Colony [32]
squirrel search algorithm [33], [34], slime mould algorithm
(SMA ) [35], Butterfly Optimization Algorithm [36], [37],
Moth Flame Optimization [38], [39] and Marine Predators
Algorithm (MPA), which is the most recent and newest SI
algorithm [35].

Marine predators algorithm (MPA) is most recent
and new S.I. algorithm. MPA proposed in 2020 by
Faramarzi et al. [35], a predator-like predatory behavior that
can be inspired by sea predators like sharks, monitor lizards,
sunfish, equine fishes and swordfish, etc [35].TheMPA’s per-
formance is tested on twenty-nine test functions, a test suite
of CEC-BC-2017, randomly generated landscape, three engi-
neering benchmarks, and two real-world engineering design
problems in the areas of ventilation and building energy
performance. MPA gained the second rank and demonstrated
very competitive results compared to LSHADEcnEpSin as the
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best performing method and one of the CEC 2017 competi-
tion winners.

MPA demonstrated very competitive results. It proves effi-
ciency in optimization problems. MPA has many advan-
tages, such as fewer parameters, simple setting, easy to
implement and accurate calculation. MPA gained the second
rank and demonstrated very competitive results compared
to LSHADE-cnEpSin as the best performing method and
one of the winners of CEC 2017 competition. The statistical
results analysis revealed that MPA can be nominated as a
high-performance optimizer and is a significantly superior
algorithm than G.A., PSO, GSA, C.S., and SSA [37].

Moreover, this algorithm has an advantage over other algo-
rithms in that it memorizes optimization results, referring
that marine predators have the advantage of good memory
in reminding their associates and the location of successful
foraging. MPA algorithm requires less iteration. All of these
benefits are very useful for solving the FS problem. Its sim-
ple procedure, low computational encumbrance, significant
convergence speed, near-global solution, independence to the
problem, and gradient-free nature [40], [41].

MPA is a new algorithm that follows a foraging strat-
egy called Lévy as well as Brownian movements in ocean
predators and optimal encounter rate policy in biological
interaction between predator and prey. Many types of marine
creatures, such as sharks, tuna, marlins, sunfish, and sword-
fish exhibit Lévy-like behavior while searching for prey [42].
Essential and authentic research studies that have collected
behavior data on marine predators show that that the Lévy
strategy evolved as an optimal search policy among predators
in response to patchy prey distribution [41], [43], [44].

• https://github.com/afshinfaramarzi/Marine-Predators-
Algorithm

• https://www.mathworks.com/matlabcentral/
fileexchange/74578-marine-predatorsalgorithm-mpa

• http://www.alimirjalili.com/MPA.html

The significant contributions of this paper are as
follows:

• Introducing a novel algorithm for the FS problem based
on MPA that applies and obeys the rules of optimal for-
aging strategy and confrontation rate policy of Marine
ecosystems between Predator and Prey.

• Comparing MPA’s performance with established swarm
intelligence algorithms such as GWO, MFO, SCA,
WOA, SSA, BOA, and HHO. Furthermore, a fair com-
parison is realized with some literary works regarding
the accuracy and the number of selected features.

• The MPA approach is evaluated on eighteen datasets,
where 9 of them maintain significantly high dimen-
sions exceeding 12,0 0 0 features, with small instances.
It is noteworthy to mention that implementing the meta-
heuristic algorithms on FS problemswith this much high
dimensionality is rare in literature.

• The impact of the classifier type based on MPA is real-
ized using k-Nearest Neighbors (k-NN).

FIGURE 3. Categories of meta-heuristic techniques.

The rest of this paper is organized as follows: Section II
demonstrates the literature review on FS metaheuristic algo-
rithms. Section III-A introduces the preliminaries of the
main algorithms used in this work. The proposed approach is
described in detail in Section IV. The experiments and results
are presented in Section V. Finally, conclusions and future
work are reviewed in Section VI.

II. LITERATURE REVIEW
Metaheuristic has been a useful and essential tool for search-
ing for optimal solutions (feature space) based on its global
and local search competence. Many recent algorithms are
used by machine learning models to deal with a considerable
series of F.S. problems.

As shown in fig.3, the classification of metaheuristic
algorithms can be classified into three classes. Evolution-
ary Algorithms (E.A.s), (e.g. (G.A.s). The second class is
swarm intelligence algorithms (S.I.s); (e.g., PSO, GWO,
WOA, HHO, and . . . so on), while the third class is physical
algorithms [5].

Searching for the best subset of features requires an evalu-
ation framework to compare subsets and find the best one.
From an evaluation perspective, F.S. can be classified as
filters and wrappers, as discussed before. Generally speaking,
three criteria should be used when using a wrapper feature
selection model: a classifier (k -Nearest Neighbors, Support
Vector Machine, Decision Tree, etc.), feature subset selection
criteria (Accuracy, false-positive elimination rate, area under
the ROC), and a searching (optimization) technique to find
the best combination of features [45].

Genetic algorithms (G.A.s) are the first type of evolution-
based algorithm used to solve problems that are inherently
complex and non-linear. Several G.A. approaches aimed at
improving the F.S. In [46], [47] proposed approach using
the genetic algorithm to select the best standard features
from the various existing feature selection methods. This is
done by combining G.A. as an evaluator to design wrapper
F.S. approaches with SVM classifier. [48]–[50] use KNN as
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another wrapper F.S. approach. In [51] proposed an evolu-
tionary particle swarm optimization (PISO) scheme for facial
expression recognition. The system first employs a modified
local binary pattern to generate an initial facial representation,
Then a PSO variant embedded with the micro genetic algo-
rithm (mGA) is proposed to accomplish feature optimization.
Multiple classifiers are used in this system. In [52] proposed
a two_hybrid approach that uses GA in selection in credit risk
assessment.

Besides, many SI algorithms were used successfully in
different FSmethods like PSO, themost famous SI algorithm.
So many researches interested in it and its improvement, like
in [53], improve multi_objective particle swarm optimization
(PSO), to search for feature subsets. While [54] combined
binary PSO with C4.5 as a classifier for the fitness function
for the selection of essential features. Reference [55] pro-
pose co-evolution binary particle swarm optimization with a
multiple inertia weight strategy (CBPSO-MIWS) to solve the
limitation of premature convergence and the setting of inertia
weight of PSO.

As previously mentioned, various metaheuristic methods
were adopted as the wrapper approach for FS, combined with
many popular classifiers as RWN and SVM instead of k-NN.
Many hybrid models combine two algorithms, such as SI and
evolutionary algorithm, to solve FS problems such as in [56].
It proposed a binary genetic swarm optimization (BGSO)
model that combines GA with PSO by using GA and PSO’s
exploitation and exploration capability.

Other successful and recent algorithms designed for both
optimization and F.S. applications are WOA and GWO,
HHO, and SSA. In [26] proposed, BWOA_S is used to select
the optimal feature set for dimensionality reduction and clas-
sifications. In [57], proposed two binary variants of theWOA
algorithm to search the optimal feature subsets for classifica-
tion. Reference [24] introduced a comprehensive review with
the mathematical model of feature selection based on GWO.

The latest researches throw light on HHO, SSA, and
their hybrid with other approaches. In [58] Proposed two-
hybrid approaches HHO-SVM and HHO-kNN, which com-
bine Harris hawks Optimization (HHO) with Support Vector
Machines (SVM) and the k_Net1arest Neighbors (k-NN)
for chemical descriptor selection and compound activities.
While [59] proposed an Improved Followers of Salp swarm
Algorithm ISSAFD using the Sine Cosine algorithm and Dis-
rupt operator. In [5] proposed a wrapper F.S. method called
TVBSSA, which combines improved binary Salp Swarm
Algorithm with Random Weight Network (RWN) classifier.
In [60] Proposed hybrid model PSOGWO, which combines
GWO, and PSO solves feature selection problems and finds
the best feature subset. In [61] proposes a hybrid model
hybrid Binary Bat Enhanced Particle Swarm (BBA) Opti-
mization, which combines PSO with BBA to solve the F.S.
problem.

Based on physical techniques, Henry gas solubility opti-
mization (HGSO) belongs to the third class of phys-
ical algorithm, which selects meaningful features with

k-NN and SVM to enhance the classification accuracy
in [62].

Metaheuristic approaches to F.S. andmultiple problems are
still being developed, and many new approaches are being
deployed in the literature. In [63] shows a review of mul-
tiple meta-heuristics techniques like GA, Harmony Search
(H.S.), Artificial Bee Colony (ABC), Simulated Annealing
(S.A.), Cat Swarm Optimization (CSO), Differential Evolu-
tion (D.E.), PSO, Advanced Bee SwarmOptimization,WOA,
Gravitational Search Algorithm (GSA), Flower Pollination
Algorithm (FPA), Shuffled Complex Evolution, and Wind-
Driven Optimization. These techniques are applied to esti-
mate the solar cell parameters to enhance the efficiency of
such devices. In [64], [110] proposed an alternative method
to predict FSW parameters by using an adaptive neuro-fuzzy
inference system (ANFIS) integrated with harris hawks opti-
mizer (HHO).

Here we will explore whether there are still new and excit-
ing uses of metaheuristics in F.S. problems. No- Free-Lunch
(NFL) theorem holds no algorithmic solution for solving
all optimization problems [65], [115]. This statement means
that most proposed metaheuristics fail when the problem is
changed differently. Thus, there always is the opportunity
to propose new metaheuristic-based F.S. methodologies to
solve F.S. problems better. This motivated our attempts to
propose a new method based on the recent Marine Predators
Algorithm (MPA) and its works.

Since the MPA was proposed, there have been some pre-
liminary studies on the MPA. For example, [66], [105],
[106] proposed a forecasting model based on an improved
version of the ANFIS and An improved Marine Predators
Algorithm (MPA), called Chaotic MPA (CMPA), is used to
enhance the ANFIS and to avoid its shortcomings. In [67],
[107] introduced an improved hybrid classification approach
for COVID-19 by combining CNNs to extract features and
MPA to select the most relevant features. In [68][108]
shows the effectiveness of S.I. algorithms for the MLT
approach for image segmentation by proposing a hybrid
approach MPAMFO that combines MPA with MFO. In [69],
[109] combined (MPA) with Random Vector Functional
Link (RVFL) network to improve the prediction accuracy of
tensile elongation (T.E.) and ultimate tensile strength (UTS).

For the MPA, solving F.S. is still Non-existent work. This
paper is the first work that usesMPA to solve the F.S. problem
with high accuracy performance than other metaheuristic
algorithms.

In Table 1 shows all researchers with related metaheuristic
approaches used in the FS domain

III. PRELIMINARIES
A. MARIEN PREDERATOR ALGORIHM (MPA)
MPA is a new algorithm that follows the foraging strategy
called Lévy and Brownian movements in ocean predators
and optimal encounter rate policy in biological interaction
between Predator and Prey.Moreover, there are no algorithms
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TABLE 1. Related approaches of feature selection.

that can memorize the pattern of optimization results. MPA
algorithm has an advantage over other algorithms in that it
memorizes optimization results, referring that marine preda-
tors have the advantage of good memory in reminding their
associates and the location of successful foraging. MPA algo-
rithm requires less iteration and all of these benefits are very
useful for solving the F.S. problem.

MPA inspires the foraging activity of ocean predators and
the confrontation rate between predators and Prey in a marine
ecosystem. In MPA, both Predator and Prey are hunting each
other, and meanwhile, both are also looking for food. The
predator and prey animals are sighted as thorough-going
review boards. They follow a phenomenon known as the
survival of the fittest, which increases predators’ opportu-
nity to find Prey. In the meta-heuristic algorithm, the next
position is determined based on the current position and
the next position’s probability. Some strategies for predict-
ing the behavior of marine predators are made. The Lévy
strategy and the Brownian process complement each other
and are best suited for describing the MPA optimization
process.

Predators must select an optimal strategy to increase their
encounter rates with prey in natural environments, in order to
increase their chances of survival [71]. The random walk is
an effective strategy that many animals in nature use in their
foraging patterns. This is known as a random or stochastic
process. The animal’s next position can be modeled math-
ematically based on its current position and the probability
that it will transition to the next position[60]. These optimal
strategies have developed spontaneously in nature, and preda-
tors have chosen them to survive.

The search patterns class of random walk strategies is
based on Lévy walks. The term Lévy walk refers to animals’
movements when they are foraging. These specialized ran-
dom walks have essential characteristics that combine ‘‘walk
clusters’’ of short segments (distance moved per unit time)
with more comprehensive relocation based on probability
distribution with a power-law tail [41].

The velocity ratio of Prey to Predator is the crucial factor
in transferring optimization from stage to stage. The high-
velocity ratio is prominent in the first stage, while unity
and low-velocity ratios are notable at the second and third
stages. The MPA algorithm has several advantages, including
a low number of designed variables, simple procedure, low
computational encumbrance, significant convergence speed,
near-global solution, independence to the problem, and the
gradient-free nature.

Some studies proved that the Prey to Predator velocity
ratio notably affects different strategies based on their imi-
tation. The simulation of the effects of the velocity ratio
and the Predator to Prey size ratio determines the maximum
encounter rate between Predator and Prey [72]. This tradeoff
between the Lévy strategy and Brownian movement creates
an ideal optimization method. This is the main inspiration of
the current study.

Studies illustrate examples of the variables that influence
the decision-making involved in both the Brownian and Lévy
strategies [44], and show whether Prey is moving using the
Brownian or Lévy strategy. Lévy is the optimal strategy for
the Predator. If the unit velocity ratio (v = 1), when Prey
moves according to the Lévy strategy, the best strategy for its
predator is Brownian. With high velocity, Prey is either mov-
ing in Brownian or Lévy. When Lévy is not the best strategy
for Predators, they will not move because Prey will come to
them on their own. This indicates that a combination of Lévy
and Brownian strategies is optimal for foraging [44], [72].

The following points summarize the strategies that marine
predators use to optimize searching, foraging, interactions,
and memories:
• Marine predators use the Lévy strategy where there is a
low concentration of prey and use the Brownian strategy
in areas with numerous prey.

• During the course of their lifetimes even when travers-
ing different habitats, marine predators show the same
percentages of Lévy and Brownian movement.

• With a small velocity ratio, the best strategy for a preda-
tor is Lévy. When prey is moving in Brownian or Lévy
at the unit of velocity ratio (v = 1), if the prey moves
in Lévy, the best strategy for a predator is Brownian.
If there is a high velocity ratio and the predator is not
moving at all, prey’s best strategy is to use Brown-
ian or Lévy movement.

• Marine Predators with goodmemorymemorize foraging
locations as well as reminding of their associates.

Following is an explanation of the twomain randomwalks:
(i) Lévy motion and (ii) Brownian Lévy motion in the MPA
mathematical model.
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1) MPA MATHEMATICAL MODEL
Lévy MOTION
A Lévy process named based on French mathematician Paul
Lévy is known as a stochastic process with independent,
stationary increments. It determines themotion of a point suc-
cessive displacements are random, in which displacements
in pairwise disjoint time intervals are independent, and dis-
placements in different time intervals of the same length have
identical probability distributions. A Lévy process is known
as the continuous-time analog of a random walk.

Lévy flight is one of random walk type in which the step
sizes are demonstrated by a probability function defined by
Lévy distribution (power-law tail) as shown in Eq.(1):

L
(
xj
)
≈
∣∣xj∣∣1−α (1)

where the flight length denoted to xj while 1 < α ≤ 2 is the
power-law exponent [42].

In [73], The integral form of the probability density of the
Lévy stable process is determined by as shown in Eq. (2):

fL(x;α, γ ) =
1
π

∫
∞

0
exp

(
−γ qα

)
cos(qx)dq (2)

where α shows the distribution index and controls the prop-
erties of the process’s scale while γ selects the unit of scale.
In just a few cases, Eq.(2) has an analytical solution. When
α = 2, it shows a Gaussian distribution, and when α = 1,
it represents a Cauchy distribution [70]. in Eq.(3), the solu-
tion generally requires using the method of series expansion
only when x has enormous value as follows:

fL(x;α, γ ) ≈
γ0(1+ α) sin

(
πα
2

)
πx(1+α)

, x →∞ (3)

Gamma function0 in which for integer α numbers0(1+α)
is equal to α!

BROWNIAN MOTION
Brownian motion is the process in which the probability
function of Gaussian distribution determines the step length
when the mean is equal to zero (µ = 1) and variance (
σ2 = 1 ). In point x for this motion, The Probably Density
Function (PDF) is defined as in Eq.(4) [74]:(x;α, γ ).

fB(x;µ, σ ) =
1

√
2πσ 2

exp
(
−
(x − µ)2

2σ 2

)
=

1
√
2π

exp
(
−
x2

2

)
(4)

There is a study proposed a new and practical algorithm
that uses the Magneta method for extracting random numbers
based on Lévy distribution as showed in eq.(5) where the
arbitrary value of index distribution (α) ranged in 0.3 and
1.99 [73]:

Levy(α) = 0.05×
x
|y|1/α

(5)

where the normal distribution variables x and y while stan-
dard deviations of σx and defined as follows in Eq.(6), Eq.(7),

and Eq.(8):

x = Normal
(
0, σ 2

x

)
(6)

y = Normal
(
0, σ 2

y

)
(7)

σx =

0(1+ α) sin (πα2 )
0
(
(1+α)

2

)
α2

(α−1)
2

1/α

and σy = 1 and α = 1.5

(8)

2) MPA OPTIMIZATION PROCESS
This process is divided into three main phases of optimization
based on various velocity ratios and at the same time imitat-
ing the natural life of predators and prey. These phases are
defined as follows:
• The first phase: when there is a high-velocity ratio and
the prey is moving faster than the predator.

As per the rules extracted and shown in fig 1 when there is
a high-velocity ratio (v ≥ 10), Predator’s best strategy is not
moving. In this initial iteration of optimization, exploration is
important. The mathematical model of this rule is applied as
in eq(9):

while Iter < 1
3 max_Iter

stepsize i = ERB ⊗
(
Elite i − ERB⊗Preyi

)
i = 1, . . . n

−−−→
Prey i =

−−−→
Prey i + P · ER⊗ stepsize i (9)

Based on the Normal distribution of Brownian motion,
the vector ofRB has random numbers.MultiplyingRB by Prey
imitates the movement of prey.
P is a constant number equal to 0.5, and R is a uniform

random numbers vector in [0,1]. This phase happens in 1/3 of
iterations, when (Iter→ the current iteration, Max _iter→
the maximum one ), the velocity of movement is high to allow
high levels of exploration.
• The second Phase: when both Predator and Prey are
moving simultaneously. This scenario happens when the
exploration tries to be fleetingly converted to exploita-
tion. Exploration and exploitation matters are included
in this Phase, when Prey is responsible for exploitation
and Predator for exploration.

Based on the rule generated; if the unit velocity ratio
(v ≈ 1), and Prey’s best strategy is to move in Lévy, the best
strategy for Predator is Brownian. The mathematical model
of this rule is applied as shown in Eq. (10).

While 1 / 3 max_Iter ≺ Iter ≺ 2/3 max_Iter
−−−−−→
stepsizeI = RL ⊗

(
−−→
Elitel − RL⊗preyl

)
i = 1, . . . n/2

−−→
Pr eyi =

−−→
Pr eyi + P.

−→
R ⊗ stepsizei (10)

For the first half of the population, RL denotes a vector of
random numbers based on Lévy distribution. The movement
of Prey in the Lévy manner is simulated by the multiplication
of RL Adding step size to the prey position further simulates
themovement of prey.Most step sizes in the Lévy distribution
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are small. For the second half of the population, this study
represents:

stepsizei =
−→
R B ⊗

(
RB ⊗

−→
E litei −

−−→
Pr eyi

)
i = n/2, . . . n

−−→
Pr eyi =

−−−→
Elitei + P.CF ⊗

−→s tepsizei (11)

where CF = (1− iter
Max_{iter} )

2 iter
max _{iter}

While CF is an adaptive parameter to control the step
size for predator movement. The movement of Predator in
the Brownian manner is simulated by the multiplication of
RB Furthermore, Elite simulates the movement of Prey as it
updates its position depending on the movement of predators
in Brownian motion.
• The Third Phase when Predator is moving faster than
Prey with a low-velocity ratio. This phase helps with and
is associated with high exploitation capability.

The best strategy for Predator is Lévy when there is a
low-velocity ratio (v = 0.1). In this phase, the movement of
Predator in Lévy strategy is simulated by the multiplication
ofRL Furthermore, while the Predator’smovement helps Prey
update its position, Elite is simulated by adding the step size
to the Elite position. This is presented as:

While Iter ≺ 2/3 max_Iter

stepsizei =
−→
R L ⊗

(
RL ⊗

−→
E litei −

−−→
Pr eyi

)
i = 1, . . . n

−−→
Pr eyi =

−−−→
Elitei + P.CF ⊗

−→s tepsizei (12)

In each phase, a limited period of iteration is defined. These
phases are specified based on the rules governed by the nature
of predator and prey movement that are imitated in Predator
and Prey’s behavior. These three phases simulate the step
size taken by a predator to catch prey. The rules assume that
the percentage of Lévy and Brownian movement will remain
constant throughout a predator’s lifetime. The Predator is not
moving at all in the first phase and it is moving in a Brownian
pattern in the second phase. In the third phase, it uses the
Lévy strategy. Because prey also has the potential to be a
predator, this scenario also happens to prey. Specifically, Prey
is moving in Brownian in Phase 1, while it follows Lévy
behavior in phase 2.
Environmental issues can also cause changes in the behav-

ior of marine predators. One example of this is the effects of
Fish Aggregating Devices (FADs), also known as eddy for-
mation. Sharks spendmore than 80% of their time near FADs,
and during the other 20%, of their time, they take long jumps
in different dimensions, probably to find environments with
different prey [75]. The FADs are considered local optima and
their effect is trapping these points in search space. During
the simulation, these longer jumps avoid stagnation in local
optima. The mathematical model of FAD’s effect is defined
in.(13):

preyl=


preyi + CF

[
Xmin+ER⊗

(
X̄max−X̄min

)]
⊗ EU

if r ≤ FADs
−−→preyl+[FADs(1− r)+ r] (preyr1−preyr2)

if r > FADs

(13)

The uniform random number in [0, 1] is r, while the vectors
that form the lower and upper boundary of the dimensions
are X_max, and X_min. It is likely that FADs will affect
the optimization process when FADs = 0.2. The binary
vector U with arrays includes zero and one. This is defined
by generating a random vector in [0, 1]. Simultaneously,
the array changes to 0 if the array is less than 0.2 and the
array changes to 1 if it is greater than 0.

3) MARIEN PREDERATOR ALGORIHM (MPA) MEMORY
Marine predators have excellent memory for recalling the
places where they have been successful in foraging. Memory
saving in MPA simulates marine predator’s memory. Once it
updates and implements the Prey and FADs effects, respec-
tively, this matrix must be evaluated for its fitness to update
the Elite. The fitness of the current iteration for each solution
is compared to its equivalent in the preceding iteration, and
the current one replaces the earlier solution if it is more appro-
priate. This process enhances the quality of the solution with
each iteration [2], [66], [68], [76] and simulates predators
returning to prey-abundant areas with efficient foraging.

4) MPA PHASES, EXPLORATION AND EXPLOITATION
Based on the optimization phases presented before, in the
first phase, the Prey moves in Brownian motion. In initial
iterations, the prey is distributed evenly throughout the search
space. Predator and Prey’s distance is relatively large, so use-
ful exploration of the domain is reached based on Brownian
motion. This allows prey to explore their neighborhood sep-
arately. After that, each Prey with a new position is evaluated
for fitness if the position is better than the one it replaced. The
Prey’s positions can be considered significant food areas, and
the saving process is equivalent to prey’s ability to remember
significant food areas. Once the Prey is more successful
in foraging for its food, it can be considered a Predator.
This means that the Prey’s fitness value is calculated and
replaces the top Predator if its fitness is better. During this
time, the Prey is still looking for food while Predators start
foraging.

Once the Predator starts foraging, the optimization’s sec-
ond phase starts. During this phase the optimization transi-
tions from exploration to exploitation. To achieve success in
both exploration and exploitation in this phase, the Predator
and Prey must both search for their food. Half of the popu-
lation in this phase is in charge of exploration, and the other
half is in charge of exploitation. Predators use the Brownian
strategy to search for Prey. At the same time, Prey starts
to search in its close neighborhood. If it cannot find any
food nearby, it then takes a long jump by switching to the
Lévy strategy. While the predator and prey locations become
closer to each other and the distance length is smaller than it
was in the previous phase, FADs’ effect combined with the
long steps in the Lévy strategy helps the MPA achieve better
performance and avoid local optima stagnation.

The MPA algorithm requires high exploitation ability in
the final phase of the optimization process. In this phase,
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the Predator starts switching its behavior from the Brownian
to the Lévy strategy to search a particular neighborhood
efficiently. Predators help limit the search areas for exploita-
tion within a particular neighborhood based on the adaptive
defined convergence factor (CF). CF also avoids wasting
search effort by using the Lévy strategy’s long step sizes
for the domain’s non-promising regions. The pseudo-code of
MPA is shown in Algorithm 1

Algorithm 1 Pseudo-Code of MPA Algorithm [35]
Initialize a population of search agents (Prey) i=1,2,. . . ,n
while stop condition not met do

Compute the initial fitness function and construct the
matrix of Elite

if Iter < Max_Iter/3 then
Update the prey with the aid of Eq. (9)
ifMax_Iter/3 < Iter < 2 ?Max_Iter/3 then

For the first half of population (i =1,. . . ,n/2)
Update the prey via Eq. (10)
For the second half of population (i=n/2,. . . ,n)
Update the prey via Eq. (11)
if Iter > 2 ?Max_Iter/3 then

Update the prey via Eq. (12)
end if

end if
end if
Complete the memory saving and Elite update
Implementing FADs effect and update using Eq. (13)

end while

B. k-NEAREST NEIGHBOR (k-NN)
K-Nearest Neighbor (k-NN) is used for classifying a record
based on the majority vote of the nearest k neighbors in
the training dataset [75]. The Euclidean distances between
the unclassified record and the classified records are cal-
culated and sorted. A single observation from the original
dataset is selected as the validation data and the remaining
observations are selected as training data. That means that
each observation is used once as the validation data. This
method is called leave-one-out cross-validation (LOOCV) of
one nearest neighbor (1-NN), and is depicted in Algorithm 2.

IV. THE PROPOSED MPA BASED CLASSIFIER
ALGORITHM
A. MPA-KNN PROPOSED APPROACH
The proposed algorithm is a hybridization of the MPA algo-
rithm with KNN for classification, feature selection, and
parameter optimization. InMPA, the best location in a marine
predator’s memory is identified as KNN parameters and the
selected features are set for all cross-validation folds. The
flowchart of the proposed KNN-MPA approach is shown in
Fig. 4, which defines the proposed algorithm’s three phases.
The first is the preprocessing phase; the second is the feature
selection and optimization phase; and the last is the classi-
fication and cross-validation phase. The pseudocode of the

Algorithm 2 K-Nearest Neighbor Procedure. [45], [48]
for i ∈ {1, . . . , numberofsamples} do

for j ∈ {1, . . . , numberofsamples} do
for k ∈ {1, . . . , numberoffeaturesinthedataset} do

disti = disti +
(
dataik − datajk

)2
end for
if disti < nearest then

classi = classj
nearest = disti

end if
end for

end for
for i ∈ {1, . . . , numberofsamples} do

if class = realclassoftestingdata then
correct = correct + 1

end if
end for
Fitnessvalue = correct

numberoftestingdata

proposed MPA-KNN classifier algorithm is shown below in
Algorithm 3.

B. FITNESS FUNCTION
A critical aspect of F.S. methods is the assessment of the qual-
ity of the selected samples. Because this technique utilizes a
wrapper, a learning algorithm should be involved in the eval-
uation process. In this work, the well-known classifier, i.e., a
k Nearest Neighbors (k-NN) classifier, is used as a classifier,
and the proposed fitness function controls the Accuracy of the
selected features. When the features selected in a particular
subset are relevant, the obtained Accuracy will be better.
Accurate classifying items is the goal of F.S. methods.

The solutions MPA obtains must be evaluated during the
iterative process to verify each iteration’s performance. The
fitness function used by the MPA is defined as:

fobj = α + β
|R|
|C|
− G (14)

β = α (15)

fobT (16)

The classification error rate is defined as R, where C refers
to the total number of features in the data set. The two
parameters, α, and β, refer to the importance of classification
quality and subset length. In contrast, α is defined in the range
[0, 1] where G refers to the group column for the classifier,
and T is considered the condition in which every algorithm
is compared with the fitness function. The objective function
must be greater than T to maximize the solution.

C. FEATURE SELECTION
The feature selection process is commonly used before
machine learning algorithms. It is a reprocessing step that
is used to find a subset of features that are clear and with-
out redundancy or duplication. The process enhances the
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FIGURE 4. Flow chart of MPA-KNN classifier.
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Algorithm 3 Pseudo-Code of the Proposed MPA-kNN Clas-
sifier Algorithm
KNN

Inputs: The population size N, the maximum number of
iterations T, Dataset set D, group classifier G, feature X,
and new fitness function MPA- KNN ( fobj).
Outputs: The accuracy value for each iteration (best loca-
tion) and the best accuracy value.
Initialize the random population X i (i = 1, 2,. . . , N)
while stoppingconditionisnotmetn do

New fitness function calculated based on call feature
selection method, Call K-NN classifier

Update prey based on Eq. (9)
for the first half of the populations ( i = 1,. . . ,n/2) do

Update prey based on Eq. (10)
for the other half of the populations ( i= n /2,. . . ,n)

do
New fitness function calculated based on call

feature selection method
Call K-NN classifier
Update prey based on Eq. (11)

end for
end for
Update prey based on Eq. (12)
Accomplish memory saving, and Elite update Apply-

ing FADs effect and update based on Eq. (13)
end while

accuracy of prediction and the understanding of information
and data for machine learning algorithms by selecting fea-
tures that can be better correlated. This means that when
two features are perfectly correlated, only one of them is
used because it sufficiently describes the data. For the feature
vector sized N, the variant combinations of features must be
2 N which is considered a huge space that would be difficult
to be explore exhaustively. Evaluating it directly becomes an
NP-hard problem because of the increment in the number of
features [58], [77]. A vast search space is considered a big
challenge for the feature selection process but metaheuristic
algorithms can solve feature selection problems perfectly.
MPA is adapted to select the significant and best features,
as shown in Fig. 4, while it searches in the feature space
to select the best feature subset. The best subset of features
(best solution) must maximize the classification accuracy and
minimize the classification error rate. In addition, it must have
a minimum number of selected features.

The methods employed for feature selection are introduced
in this section.

V. EXPERIMENT RESULTS AND DISCUSSION
MPA- KNN is used to select the optimal subset of features
from original ones that reduce problem domain. this approach
helps medical fields, especially in diagnosing or prognosis
diseases besides, it allows the government to forecast the

TABLE 2. Dataset including the number of features and instances.

number of infected people in the country, besides a lot of
medical and treatment area.

The MPA approach has many advantages in that it can
memorize patterns of optimization results based on their
marine predators can memorize their associates and the
locations of their successful foraging. Additionally, MPAs
requires far fewer iterations. It has a wide range of advantages
such as simple procedure, reduced computational demand,
high convergence speed, independent to the problem, and
gradient-free nature. All of these crucial benefits are of great
use for solving Fire Safety Problems.

Here we present the results of the proposed MPA-KNN
Hybrid approaches and spotlight the effectiveness of these
proposed improvements, demonstrating the MPA algorithm’s
performance in the F.S. process. In this work, we use 10fold
cross-validation for k-NN to eliminate possible bias in select-
ing the test and training sets. We compared a proposed adap-
tive algorithm with others, GWO, MFO, SCA, WOA, SSA,
BOA, and HHO. All of the algorithms were tested on Eigh-
teen medical datasets ( UCI repository [78] ) and evaluated
on their predictive Accuracy. All of the algorithms are hybrid
with standard machine learning classifiers in the literature,
which is KNN. Matlab is used for the implementation of this
study. Each compared algorithm has been run 30 times, with
30 agents and 1000 iterations.

A. DATA DESCRIPTION
In this study, datasets were used to compare and investigate
the effectiveness of the FS algorithm. These test cases were
utilized in multiple works and research studies, which cover
many characteristics. These data sets were obtained from the
well-regardedUCI repository ( UCI repository [78] ). Table 2
represents the essential characteristics of 18 well-regarded
datasets used in this study to compare approaches’ efficacy.
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B. PERFORMANCE EVALUATION MEASURES
The proposed approach was evaluated and validated based
on a set of measures accuracy sensitivity, Specificity, and the
number of selected features. At the same time, the best fitness
value fobj defined at run i these measures defined as follow:
• The average (mean) of the fitness function values
obtained by running algorithm M for times. The Mean
fitness function can be calculated by see Eq.(17):

Mean =

∑M
i=1 fobj
M

(17)

• Standard Deviation (StdDev) It is used to vary the
fitness function value computed from the running algo-
rithm M times. It shows an indicator of the stability of
an algorithm. StdDev can be calculated by see Eq.(18):

Std =

√√√√ 1
M − 1

M∑
i=1

( fobj − mean )2 (18)

• Accuracy It is a measure that is defined as a total,
correctly identified examples out of all the examples.
Accuracy is determined as: False-Negative see Eq.(19):

accuracy =
tp+ tn

tp+ fp+ fn+ tn
(19)

While TP refers to True Positive, which means correctly
identified, (FP) refers to incorrectly identified or False
Positive, TN is defined as True Negative or correctly
rejected. FN refers to False-Negative, which means
incorrectly rejected.

• Average Accuracy ( AVGACC ) It is a measure that is
defined as a average, correctly identified examples out
of all the examples. Average Accuracy is calculated by:
Eq.(20):

avgAccurcy =
6M
i=1 Accurcy

M
(20)

while M is The number of run times of the optimization
algorithm to select a subset of feature.

• sensitivity Sensitivity and Specificity are useful in med-
ical applications and all other applications with images
and visual examples. a test can correctly identify those
with the disease (True positive rate).see Eq.(21):

sensitivity =
tp

tp+ fn
(21)

• Specificity or TrueNegative Rate (TNR) It defines the
proportion of actual negatives that are correctly identi-
fied as shown in Eq.(22):

Specificity =
tn

tn+ fp
(22)

It refers to the ability of the test to identify those without
the disease (True correctly negative rate)
Sensitivity and Specificity approximate the probability
of the positive and negative class, which is true; this

TABLE 3. Parameters setting of the tested algorithms used in the
evaluation and comparison.

means it estimates the algorithm’s efficiency and pro-
ductivity based on a single class.

• Number of selected features as a result of the feature
selection process of all algorithms

C. RESULTS ANALYSIS
The proposed algorithm was implemented in Matlab, and
the integrated development environment is Matlab R2016a.,
which was run on an Intel(R) Core i7 2.80 GHz CPU with
8 GB RAM and the Windows 10 operating system. The
proposed adaptive algorithm (i.e., the MPA-KNN) was eval-
uated against other popular algorithms, such as Grey Wolf
Optimizer (GWO), Moth-Flame Optimization (MFO) algo-
rithm, Sine Cosine Algorithm (SCA), Whale Optimization
Algorithm (WOA), Slap Swarm Algorithm (SSA), Butterfly
Optimization Algorithm (BOA), and Harris Hawks Opti-
mization (HHO). All of the algorithms were tested on a set
of 18 publicly available benchmark datasets.

The number of elements in the population used for these
algorithms is equivalent to randomly distributed at the begin-
ning in amultidimensional bounded search space. All of these
algorithms are evaluated based on the fitness function, which
was discussed earlier00.

All tested algorithms are tested based on a set of parame-
ters defined as follows: number of iterations is 1000; num-
ber of search agents is 30; number of experiments (runs)
is 30; the lower bound is 0 and the upper bound is 1;
α in the fitness function is 0.99; and β in the fitness func-
tion is 0.01. The set of parameters used in all the algo-
rithms is previewed in Table Table 3. All the algorithms
are tested using the k-NN classifier. The experiments were
performed based on 1000 iterations and 30 independent
runs.

The proposed algorithms are quantitatively compared
using the following metrics:

• The average classification accuracy and the standard
deviation are calculated for the 30 runs.

• The average and the standard deviation of the Sensitivity
of the features subset.

• The average and the standard deviation of the Specificity
of the features subset.

• The number of selected features
• Convergence curves of the best-so-far solutions.
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TABLE 4. Comparison between the proposed approaches based on average classification accuracy (AvgAcc).

TABLE 5. Comparison between the proposed approaches based on average classification sensitivity (Avgsens).

Table 4 shows the comparison between all approaches in
performance based on average classification accuracy and
standard deviation.

The results in Table 4 show that MPA hybrid approaches
easily performed better than other approaches in almost all
the datasets. At the same time, this approach has the best
accuracy rate in 77.7% of the dataset. It noticed that MPA
has the best value in average classification accuracy and the
best value in StdDev. MPA ranked as the first algorithm in
performance MPA in average Accuracy and StdDev.SSA is
ranked the second algorithm in performance after MPA in
average Accuracy and StdDev. It provides the second-best
Accuracy in 12 out of the 18 datasets used. The MPA and
SSA algorithms share the best performance results in nine
of the datasets. WOA and GWO have the third-best avg
Accuracy with eight datasets, while GWO has the fourth-best
value of StdDev. SCA followed with seven datasets, SO it
has the fourth-best in avg Accuracy and the third-best value
of StdDev with WOA. The MPA algorithm achieved the best
result of all the datasets. HHO and BOA give the best solution
in too few datasets (Penglung, Zoo) and one dataset (base
leuk1), respectively after that come MFO algorithms, which
ranked last and performed the worst overall.

The average of Sensitivity and Specificity are shown in
Table 5, and Table 6 respectively, with their StdDev values.
The higher an algorithm’s sensitivity and average specificity

values, the better its performance. Table 5, shows that MPA
has a high average sensitivity value (AvgSens) in about 66.6%
of the datasets, while it has the best value of StdDev in about
77.7%. Table 6,shows thatMPA provides a higher specificity
rate (AvgSpec) than other algorithms in about 83.3% of the
datasets.

The proposed MPA is highly performed than all compet-
ing algorithms. For instance, in (CongressEW) despite SSA
has the best AvgSens, it is easy to notice that MPA has the
best result in StdDev as shown in Table 5. (WaveformEW).
In Table 6, we noticed that MPA has the best result in StdDev
despite WOA has a higher value of AvgSpec.

The number of selected features that each approach
achieved through its evaluation is presented in Table 7
MPA’s number of selected features show that it is very
efficient, and it is a suitable choice for the FS process,
because it gives a minimum number of meaningful selected
features for all datasets. In a dataset with a large num-
ber of features (base leuk1, ND, PenglungEW, Prost) the
results showed that MPA reduces the number of features
selected and provides a more significant and logical result
than other competing algorithms. Using a dataset with a
small number of features ensures that MPA will perform
well in selecting the minimum number of significant features,
such as sonarEW, and vote, WinEW; or more specifically
IonosphereEW, M-of-N, SonarEW, and Zoo, for example.
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TABLE 6. Comparison between the proposed approaches based on average classification specificity (AvgSpec).

TABLE 7. Comparison between the proposed algorithm based on the number of selected features.

Reviewing Table 4, Table 5, Table 6, and Table 7,
we see that the OF MPA and GWO algorithms (in the AA
dataset) had the best performance in accuracy, sensitivity
and specificity equal to 100%,and MPA selected 8 features.
Although SCA selected aminimum number of features (num-
ber of selected features = 5) it has an accuracy rate of 96.4%,
This means that MPA had higher performance in number of
selected features than SCA. Take also, for example, the result
obtained by BOA not logical on the dataset WaveformEW
shown in Table 7 In this case, BOA selected only two fea-
tures from the original huge feature set (number of features
selected by BOA = 2). In contrast, MPA selected about
19 features from this dataset. This proves the MPA’s effec-
tiveness in solving the FS problem.

The average convergence curves for the hybrid and eval-
uation algorithms are presented in the figures below for all
data sets. Fig. 5 shows that the average convergence curves
illustrate that the MPA and GWO algorithms perform best
and reach the best solutions in cases with fewer than 100 iter-
ations(iteration number <100).
MPA and GWO also have a high accuracy rate Table 4

aand have a small number—ranging from 7 to 8—of
selected features. Fig. 5 ensure that MPA is performing
well with a minimum number of iteration(less than or equal

100 iterations) while they have the best result in Table 6
which equal to 100%. GWO, SCA, and MPA have the best
accuracy result in Table 4 (accuracy rate = 1). In contrast,
MPA and SCA have good performance in Fig. 5 with less
than 100 iterations than GWO.in Table 4, MPA and other
approaches have the best and high accuracy value. However,
only MPA reach the best solution with minimum iteration
(iterations number = 100), as shown in Fig. 5.

Fig. 5 shows that MPA is better than the other algorithms
because it obtained the best solution with at most 100 iter-
ations (iteration number < 100). In the (exactly dataset)
shown in Fig. 5, MPA has high performance with fewer
than 50 iterations. Despite WOA, SSA, and MPA, it provides
the best accuracy result as shown in Table 4. However,
WOA and SSA reach the best solution when the number
of iterations is greater than 50 (iterations number > 50).
In (ionosphere EW and lymphography datasets), MPA and
SSA also provide the best accuracy rates, equal to 0.985 and
0.966, respectively (see Table 4). As shown in Fig. 5,
the results prove thatMPA is effective in average convergence
curves with a minimum number of iterations. MPA provides
a small number of selected features ranging from 6 to 7,
as shown in Table 7. By reviewing (waveform, winEW and
zoo datasets) as shown in Table 4, we notice that the best
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FIGURE 5. Convergence curves using the MPA-kNN and 1000 iterations used as stop criteria over all the eighteen datasets.

accuracy results obtained by MPA and multiple algorithms
are 0.785, 1, and 1, respectively. At the same time, MPA

obtains the smallest number of features selected. The average
convergence curves of these datasets, shown in Fig. 5 show
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FIGURE 6. Boxplots of the results obtained using the MPA-kNN and 1000 iterations used as stop criteria over the eighteen datasets.

that MPA reaches better performance in few iterations than
other algorithms. Fig. 5 emphasize the results of Table 4,
Table 5, Table 6, and Table 7. MPA performs well overall

and it returns the best solution in the smallest number of
iterations compared to other algorithms like GWO, WOA,
and SSA.
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It is well accepted thatMPA reduces the number of features
and maximizes accuracy. The convergence curve depicts the
relationship between the fitness function and the number of
iterations in graphical form. The convergence curve reveals
the best-performing algorithm from a comparison between
various approaches. when the number of iterations increases,
it indicates a direct correlation.

Fig. 6 presents the boxplots for all datasets, in which algo-
rithms are compared graphically and visually based on their
average performance. Boxplot has five elements: minimum,
maximum, median, first quartile, and third quartile of the
data. The box mat has a line inside, which refers to the
median value. Note that the boxplots reflect the classifica-
tion accuracy of algorithms. It can be seen that MPA has
higher boxplots compared to the other algorithms. In addi-
tion, the median of the MPA algorithm has a higher value
compared to the other algorithms. The second-best algorithm
is either WOA or SSA depending on the dataset.

Finally, it can be seen that

• box plots allow us to observe that MPA-KNN shows
superior performance to Grey Wolf Optimizer (GWO),
Moth Flame Optimization Algorithm (MFO), Sine
Cosine Algorithm (SCA), Whale Optimization Algo-
rithm (WOA), Slap Swarm Algorithm (SSA), Butter-
fly Optimization Algorithm (BOA), and Harris Hawks
Optimization (HHO).

• K-fold cross-validation is a perfect choice to prevent the
problem of overfitting.

• KNN classifier is a classification method that provides
high quality solutions while it learns effectively from the
training data.

• The proposed algorithm’s performance is compared to
the other seven algorithms performance. The results
show our proposed algorithm’s superiority in terms of
classification, accuracy, the number of selected features,
and specificity.

• The experimental results illustrate the effectiveness of
the proposed MPA algorithm for feature selection.

VI. CONCLUSION
This paper aimed to propose a new approach to feature
selection based on the Marine Predators Algorithm (MPA).
It is essential to state that to our knowledge; this is the first
work that uses the MPA algorithm to solve the F.S. problem.
The experiments are applied on eighteen standard benchmark
datasets from UCI datasets to investigate the performance of
the proposed MPA approach, and five evaluation criteria are
assessed to evaluate different aspects of the performance of
comparative algorithms.

The experimental results showed that the proposed
MPA-KNN approach achieved superior results compared to
the seven well-known meta-heuristic algorithms from recent
literature, including DA, WOA, GOA, GWO, SSA, and other
algorithms GWO, MFO, SCA, WOA, SSA, BOA, and HHO.

The results proved that for most datasets, when applied
with k-NN as the classifiers, the MPA achieved the smallest
number of selected features with the best classification accu-
racy in an Acceptable time.

For significantly large data sets, the MPA showed a signif-
icant advantage. MPA ranked as the first algorithm in aver-
age Accuracy, Sensitivity, Specificity, and standard deviation
and obtained the smallest number of selected features.SSA
is ranked the second algorithm in performance after MPA.
While SSA has a high average accuracy in some datasets,
MPA provides the best results in standard deviation for the
same dataset. We conclude that the proposed MPA-KNN
approach achieved high performance compared to the other
algorithms tested and reduced the number of significant
features selected. This can make it easier for physicians to
diagnose diseases and develop medical treatments quickly
and accurately, making a complicated and sensitive process
more efficient and effective and ultimately helping patients.
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