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ABSTRACT Line structured light sensor has been applied in various three dimensional (3D) measurement
scenes with the advantages of non-contact, low cost and high speed. Its accuracy, which is directly determined
by the calibration method, needs to be further improved to fulfill the measuring tasks of precision parts. Here,
we proposed a numerical method that can eliminate the errors of the model based methods through two
strategies. One is the establishment of the numerical mapping relationship between stripe pixel coordinates
and their world coordinates through piecewise cubic interpolation. Corner points of a checkerboard target
are used to obtain sufficient interpolating nodes. This target can be manually aligned with the laser plane
and the alignment error would be eliminated via the point projection. The other is the data-driven laser
plane optimization. The data set of reference interval distance is computed based on the invariance of cross
ratio. The optimization model is to minimize the root mean squared error of measured interval distances by
adjusting the laser plane coefficients. After the optimization, a higher numerical mapping relationship can be
achieved. It bypasses the camera and the distortion models and reaches a calibration error of only 0.005mm.
The comparison studies and the measurement of the steps further validate the proposed method.

INDEX TERMS Accuracy analysis, calibration, direct coordinate mapping, laser plane optimization, line
structured light sensor, machine vision.

I. INTRODUCTION
Line structured light sensor (LSLS) has the advantages
of non-contact, simple construction, high speed, moderate
accuracy and low cost [1]. It now gains more and more
applications in railway inspection [2], geometrical measure-
ment [3], [4], quality evaluation Lu et al. [5], Based on the
laser triangulation principle, the profile under inspection is
usually computed via the perturbed stripe image and the
pre-calibrated sensor parameters like the intrinsic parameters
and the laser plane. The calibration method, that directly
determines the measuring accuracy, is a key issue for the
research and the application of LSLS.

In early method, thin strained threads were used to get
bright light dots by intersecting with the laser plane [6].
To obtain world coordinates of the dots, auxiliary measuring
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device is needed and the coordinate accuracy is hard to be
guaranteed. Another method is to obtain the feature points
with a zigzag [7]. Like the thin strained threads method,
the calibration accuracy is also restricted by the limited fea-
ture points. Huynh et al. [8] presented a calibration method
by use of a non-coplanar target. The image to world transfor-
mation matrix is computed based on the invariance of cross
ratio. Zhou and Zhang [9] presented a complete calibration
method by use of a freely moved planar target. This method
is easy applicable and suited for on-site calibration, but few
feature points can be obtained for fitting of laser plane.
Wei et al. [10] obtains more points on light plane via the
invariance of double cross ratio. This method simplified
the calibration at the expense of fabricating an elaborated
3D target.

For the camera calibration methods are increasingly
mature [11], current researches generally focus on the calibra-
tion of laser plane. The representative methods can be based
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on the collinear condition of three planes [12], the double
virtual circles [13], the 3D calibration target and a height
gauge [14], the vanish points [15], the concentric circle [16],
the standard ceramic ball [17], the parallel moving tar-
get [18], the front coating plane mirror [19], etc. Beside these,
Santolaria et al. [20] presents a one-step calibration pro-
cedure for the sensor calibration and the integration with
the coordinate measuring machine by use of specifically
designed gauge objection. Xie and Zhang [21] integrated the
sensor with two linear stages where the laser plane and the
translation matrix between the sensor and the motion coordi-
nate system were calibrated simultaneously. Zhou et al. [22]
proposed a calibration method by use of a reference target
where the laser plane is also computed based on the intrinsic
parameters. Pan and Liu [23] improved the accuracy of laser
plane equation by correcting image deviation. Based on the
articular arm, they also developed a global calibrationmethod
of multi-vision sensors which is suitable for on-site complex
environment [24]. Generally, all the methods above rely on
the camera and the laser plane models. Thus, the models
and their calibration errors would affect the measuring results
directly.

Sensor accuracy is one of the most concerned issues for
the calibration and the application [25]. Current calibration
error generally ranges from hundreds to tens of microns, and
seems to have reached their limits [26]. With the increasing
demands for geometrical measurement of precision parts,
higher accuracy is required. Besides the laser plane, camera
distortion also plays a key role. The traditional distortion
models including the radial distortion [27], the rational radial
distortion [28], the radial and tangential distortion [29], and
the radial, tangential and thin prism distortions [30]. Many
other new models are also proposed for better distortion cor-
rection [31, 32]. To achieve a higher accuracy, more distortion
forms need to be taken into consideration. The models are
also getting more and more complicated together with their
solution process. However, the distortion is determined by the
manufacture and the assemble quality of the lens which is of
uncertainty between each other. Noticed the complexity of
the distortions, Yang et al. [33] proposed a hybrid calibration
method to correct the distortions using a back-propagation
network. This method improves the precision effectively, but
needs auxiliary parts to get training samples. The problems of
the network like over fitting and poor generalization also need
to be treated carefully. Therefore, it is quite difficult to remove
the effects of the distortions on the measurement results
of LSLS [34].

It is clear that a homographic mapping relationship exists
between the points on laser plane and image plane. So is it
possible to establish a numerical mapping relationship that
can eliminate all the model errors? Li et al. [35] established
the mapping relationship via carefully aligning the target
surface with the laser plane. The laser plane is physically
untouched. Just by evaluating the stripe on the target surface
visually, the alignment accuracy is hard to be guaranteed.
Zou et al. [36] fixed standard gauge blocks onto a precision

linear stage and established themapping relationship between
the edge features and their world coordinates. The parallel
requirement between the 2D motion and the laser plane is
hard to be achieved. Moreover, the extraction accuracy of
the feature points is deteriorated by the reflections at the
corner and then restricts the calibration accuracy. Therefore,
the greatest challenge is to get sufficient points on laser plane
with high accurate coordinates.

In this paper, a numerical mapping relationship between
stripe pixel coordinates and their world coordinates is estab-
lished. It not only takes into account the misalignment
between the target and the laser plane, but also involves a
data-driven optimization of the laser plane. The calibration
results are discrete mapping points and can bypass the inac-
curacy of the distortion model and the laser plane equation.
Detail procedures are presented as follows.

II. CALIBRATION PRINCIPLE
Measuring principle of LSLS is illustrated by Fig. 1, where
OwXwYwZw is the world coordinate frame (WCF), ocxcyczc
is the camera coordinate frame (CCF), ouv is the image
coordinate frame (ICF) with ou//ocxc and ov//ocyc, and f is
the focal length. The laser plane 5L, which emits from the
laser projector, intersects the object under inspection. The
diffused stripe from the object is projected on the image plane
5I and captured by the matrix CCD camera. Based on the
pinhole model, an arbitrary point P(X ,Y ,Z ) in WCF has one
unique projection point C(u, v) on5I. P and C can be called
a homographic mapping point pair. If plenty of mapping point
pairs can be obtained, the world coordinates for an image
points can be computed via interpolation. This strategy does
not rely on the models of camera, lens distortion and laser
plane.

FIGURE 1. Measuring principle.

An intuitive method to get the mapping point pairs is to
align the target surface5T with5L [35]. However, the align-
ment accuracy is hard to be guaranteed due to the untouchable
nature of 5L. To solve this problem, the point projection
strategy is adopted, as shown by Fig. 2(a). In this figure,
a high precision checkerboard target, also called the reference
target, is manually aligned with the laser plane firstly. Then,
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the coefficients of 5L are calculated by use of the model
based method in section 3.2. The kth corner point of the
reference targetPTk can be projected onto5L asPLk . TheWCF
is established with the left bottom point Ow as its origin.
The XwOwYw plane is coincided with 5L. Thus, the world
coordinates of each projection point are the signed distances
to the corresponding axis.

FIGURE 2. Calibration principle. (a) Projection of corner points onto
initial laser plane, (b) Computation of world coordinates using cubic
interpolation.

When pixel coordinates of each corner point are extracted
from the target image, two mapping surfaces, named Sx
and Sy, can be generated, respectively. Take Sx as example,
it consists of many triangle patches by Delaunay triangulation
of the corner points on 5I, as shown by Fig. 2(b). For an
arbitrary point C(u, v) on stripe center line, its Xw value can
be obtained via the cubic interpolation of the corresponding
triangle patch. It is the same for the computation of Yw.
Therefore, it is a numerical method.

To remove the calibration error of 5L, its coefficients are
further optimized based on the root mean squared (RMS)
error of measuring result. The completed flow chart of cal-
ibration procedures is show by Fig. 3. The reference interval
distances are from a ceramic target with different poses and
computed based on the invariance of cross ratio. The refer-
ence results do not rely the camera model and are widely
accepted for the accuracy evaluation of the sensors [9],
[15]–[17], [19], [20], [22], [23]. Together with the cubic
interpolation process for measured distance calculation,
the models are no more needed after the iterative loop of

FIGURE 3. Calibration procedures.

the optimization. Hence, the model errors can be generally
eliminated and higher calibration accuracy can be expected.

III. SENSOR CALIBRATION
A. CAMERA MODEL
Assuming P has a homogeneous world coordinates of
(X , Y , Z , 1), its camera coordinates can be computed by

[xcyczc1]T = Hw
c [X Y Z 1]T (1)

whereHw
c is the coordinate transformation matrix fromWCF

to CCF. The normalized projection coordinates of P on 5I
are

[x, y]T = [xc/zc, yc/zc]T (2)

The projection coordinates after taken into account of the
radial and tangential distortions are{

x ′ = x(1+ k1r2 + k2r4)+ 2p1xy+ p2(r2 + 2x2)
y′ = y(1+ k1r2 + k2r4)+ p1(r2 + 2y2)+ 2p2xy

(3)

where Kc = [k1, k2, p1, p2] are the distortion parameters, and
r2 = x2 + y2. The image coordinates can then be computed
by  uv

1

 = Ac

 x ′y′
1

 , Ac =

 fx 0 u0
0 fy v0
0 0 1

 (4)

where Ac is the intrinsic parameter matrix, fx and fy are the
focal length, u0 and v0 are image coordinates of the principal
point.

B. CALCULATE INITIAL LASER PLANE
The initial laser plane is achieved by fitting of the laser lines
in CCF. The camera coordinate of the points on each laser
line is achieved by use of a dot target. A local coordinate
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system (LCS) is established on the target with its Z axis
perpendicular to the target plane, the local coordinates for
each dot center can be obtained from the target parameters.
If the intrinsic matrix Ac and distortion parameters Kc are
known, the extrinsic matrix for the nth placement of the target
can be achieved by Tsai’s method [37], as

HL
c,n =


r1,n r2,n r3,n Tx,n
r4,n r5,n r6,n Ty,n
r7,n r8,n r9,n Tz,n
0 0 0 1

 (5)

where ri,n, i = 1, 2, . . . , 9, are rotation parameters, Tx,n, Ty,n
and Tz,n are translation values. For an arbitrary point with the
local coordinates of (XL , Y L , ZL), its camera coordinates can
be computed by

[xc yc zc 1]T = HL
c,n

[
XL Y L ZL 1

]T
(6)

For the stripe lays on the target, ZL coordinate of arbitrary
stripe center point is 0. The normalized camera coordinates
of C(u, v) with distortion is[

x ′, y′, 1
]T
= A−1c · [u, v, 1]

T (7)

The ideal projection coordinates (x, y) can be achieved by
solving the distortion Eq. (3) via Newton iteration. The XL

and Y L coordinates in LCS can be calculated by[
XL

Y L

]
=

[
r1,n − x · r7,n r2,n − x · r8,n
r4,n − y · r7,n r5,n − y · r8,n

]−1
.

[
x · Tz,n − Tx,n
y · Tz,n − Ty,n

]
(8)

Thus, for any stripe center point, its coordinates in LCS can
be obtained. By substituting these coordinates into Eq. (6),
their camera coordinates can be obtained. For one target
placement, one laser line in CCS is achieved. By fitting all the
laser lines, the initial laser plane can be obtained and denoted
by

B(0)1 xc + B
(0)
2 yc + B

(0)
3 zc + B

(0)
4 = 0 (9)

where, B(0)1 ,B
(0)
2 , . . . ,B

(0)
4 are the initial coefficients.

C. CALCULATE WORLD COORDINATES
In CCF, the equation of each projection line that passes
though the kth reference point PTk (x

T
k , y

T
k , z

T
k ) can be

expressed by
xc
xTk
=

yc
yTk
=

zc
zTk

(10)

By combining Eq. (9) and (10), coordinates of projection
pointsPLk can be obtained. Thus, for each corner point that has
known pixel coordinates, its corresponding points on5L have
been obtained. In WCF, the Z coordinate of each projection
point is 0, and the X and Y coordinates can be obtained by
calculating the distance to OwYw and OwXw axes, respec-
tively. Then two surfaces, named Sx and Sy, are generated by
cubic interpolation. They describe the homographic mapping

relationship from the image coordinates (u, v) to Xw and Yw,
respectively.

D. DATA-DRIVEN LASER PLANE OPTIMIZATION
The laser lines in CCF, which are used for fitting of5L, rely
on the extrinsic and the intrinsic parameters of the camera.
To refine 5L, the interval distances between test points are
first calculated based on the invariance of cross ratio as shown
by Fig. 4, whereD1,m,D2,m,D3,m are collinear points (center
points) of the mth column on target and C1,m, C2,m, C3,m
are their corresponding image points. C4,m is the intersection
point between the fitted line and the laser line, andD4,m is the
test point of C4,m.

FIGURE 4. World coordinates calculation via the invariance of cross-ratio.

The cross ratio value for the four points on image plane can
be expressed as

λm = CR(C1,m,C2,m; C3,m,C4,m) =
C1,mC3,m/C2,mC3,m

C1,mC4,m/C2,mC4,m
(11)

Based on the invariance of cross ratio, the actual distance
of |D2,mD4, m| satisfies Eq. (12)

λm =

∣∣D1,mD3,m
∣∣ / ∣∣D2,mD3,m

∣∣∣∣D1,mD4,m
∣∣ / ∣∣D2,mD4,m

∣∣ = 2
∣∣D2,mD4,m

∣∣
Id +

∣∣D2,mD4,m
∣∣ (12)

where Id is the ideal distance of target point intervals. By solv-
ing Eq. (12), the value of |D2,mD4,m| can be obtained. For the
(m+ 1)th column, the value of |D2,m+1D4,m+1| can be com-
puted similarly. It can be seen that D2,mD4,mD4,m+1D2,m+1
constitute a right-angled trapezoid. Thus, the reference dis-
tance IRm of |D4,mD4,m+1| can be expressed by

IRm =
√
I2d +

(∣∣D2,mD4,m
∣∣− ∣∣D2,m+1D4,m+1

∣∣)2 (13)

World coordinates of the intersection points can also be
computed by use of the mapping surfaces with the interval
distance between the mth and (m + 1)th intersection points
denoted by IWm . The error of the interval distance can be
calculated by

E Im = IWm − I
R
m (14)

The mapping surfaces rely on 5L directly. The values of
E Im will change accordingly with the position of 5L. To find
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the best plane equation, the calibration target is placed within
the measurement field of view (FOV) atQ different positions.
For each position, M − 1 distance errors can be obtained,
where M is the column number of target points. Taken into
account the data set of all interval distance errors, the opti-
mization model can be expressed by

Erms

=

√√√√√ 1
Q(M − 1)

Q∑
q=1

M−1∑
m=1

[
IWm,q(B

(k)
1 ,B

(k)
2 ,B

(k)
3 ,B

(k)
4 )−IRm,q

]2
(15)

where B(k)1 ,B
(k)
2 , . . . ,B

(k)
4 are the coefficients of 5L for the

kth iteration, IWm,q and I
R
m,q are themth interval distance for the

qth target placement. The optimization model is then solved
by the sequential quadratic programming (SQP) method [38].

IV. SENSOR CALIBRATION AND ANALYSIS
A. CAMERA MODEL
The measurement system with LSLS is shown by Fig. 5. The
laser line projector (Guangdong Shenzuan Lasers co., Ltd)
has the wavelength of 650nm and the power of 5mW.
Its minimum line width can reach 0.3mm at the projec-
tion distance of 300mm. The camera (MV-UB500M, Shen-
zhen Mindvision Technology co., Ltd) has a resolution of
2592 × 1944 pixels with a 4∼12mm variable focal lens.
The checkerboard target (CC-100) and the dot target
(HC-60) are both from Shenzhen PointVision technology co.,
Ltd. The position accuracy of the targets is better than 1µm.
The checkerboard target has the square array of 15× 19 with
the side length of 5mm. It is used for the camera calibration
and taken as the reference target. The dot target has 9×9 dots
array with an interval of 6mm. It is used for initial laser plane
computation and accuracy verification.

FIGURE 5. Configuration of the system.

B. CALIBRATION PROCEDURES
The reference target is mounted on an L-shaped supporter
with its marker surface perpendicular with the linear stage.
Relative position of the laser projector and the target is
manually adjusted to generally align the marker surface

with 5L. After that, the lens is also adjusted to make the
target image as clear as possible, and fulfill the camera’s FOV.
To guarantee the image quality, the laser projector is turned
off at this instance. The reference target image with extracted
corner points is shown by Fig. 6. The area that covered by
the corner points also denotes the measuring range. It can be
computed from the target parameters and is 75mm×95mm.
Then, the target is freely placed to other 11 different positions
to get the corresponding images. Together with the reference
target image, twelve images are now obtained for camera cal-
ibration via the software package developed by Bouguet [39].

The intrinsic matrix and the distortion parameters are

Ac =

 5490.81 0 1341.51
0 5488.61 878.21
0 0 1

 (16)

Kc =
[
−0.04857 0.23257 0.00037 0.0007

]
(17)

FIGURE 6. Image of reference target and corner points.

The average re-projection errors in u and v directions are
0.1143 pixel and 0.1172 pixel, respectively. This indicates
high camera calibration accuracy. By use of the software
package, the extrinsic parameters of the reference target can
also be obtained, and the coordinate of reference points can
be computed in CCF.

The laser plane is computed by use of the dot target. The
target is placed within the camera’s FOV and intersects with
5L. Then, the laser projector is turned off to get a clear target
image. The dot centers are achieved via the ellipse fitting of
dot edges. For the actual interval distance of the dots and the
camera parameters are known, the corresponding extrinsic
matrix for this placement of the target HL

c,n can be obtained
by use of Tsai’s method [37]. Keep the position of the target
unchanged, turn on the laser projector and adjust the expose
time to get a high quality laser stripe. The center points of
the stripe is extracted by use of the improve gray-gravity
method [40]. The center points are also plotted on the image
of the target as shown by Fig. 7(a). The intersection points
between the stripe line and the fitted line of each column dot
centers can be computed. Their corresponding points, also
called the test points, can be obtained using the method in
section 3.2, as shown by Fig. 7(b).
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FIGURE 7. Computation of laser line in CCF, (a) Image of dot target,
(b) computed laser line.

The position of dot target is changed within the camera’s
FOV. One laser line can be obtained for a specific position.
In this experiment, the target was placed at 12 different
positions and 12 laser lines can be obtained in CCF. By fitting
these lines, the initial laser plane can be obtained as

0.0053xc − 0.7294yc + 0.6841zc + 180.7711 = 0 (18)

The projection lines are determined by the reference points
and the origin of the CCF. The projection points are the
intersection points between the projection lines and the laser
plane, as shown by Fig. 8. The world coordinates for each
projection point can be computed by use of the method in
section 3.3. For each projection point has the same image
coordinate with the reference point, two mapping surfaces,
Sx(u, v, Xw) and Sy(u, v, Yw), can be established, as shown
by Fig. 9 (a) and (b). Each surface is represented by discrete
points. Thus, the Xw and Yw coordinates of an arbitrary point
within the measurement scope can be computed via cubic
interpolation of Sx and Sy, respectively.

To evaluate the accuracy, the interval distances between the
test points are calculated from the mapping surfaces and their
reference distances are obtained based on the invariance of
cross ratio. The position of the test points on laser plane is
shown by Fig. 10. These points generally cover the measuring
range of the senor, so the evaluation result is credible.

For each target placement, eight interval distances can be
obtained. The target is moved to 12 different positions succes-
sively, and 96 interval distances can be got. The coefficients

FIGURE 8. Calculating the projection points on laser plane.

FIGURE 9. Coordinates mapping surfaces, (a) Sx for Xw calculation,
(b) Sy for Yw calculation.

of the laser plane are optimized and the convergence curve
can be shown by Test 1 in Fig. 11. The laser plane equation
after optimization is

0.0003xc − 0.7231yc + 0.6835zc + 180.7713 = 0 (19)

For Test 1, the Erms value can be reduced from 0.019mm
to 0.003mm via the optimization. This also denotes a signifi-
cant improvement of the calibration accuracy. To validate the
robustness, two and four laser lines are randomly removed
for the fitting of initial laser plane. Their corresponding
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FIGURE 10. Test points for distance evaluation.

FIGURE 11. Convergence curve for optimization.

convergence curves are shown by Test 2 and Test 3, respec-
tively. It can be seen that though the initial Erms values get
larger with fewer laser lines, all of them can converge to
the same value of 0.003mm within 7 iteration steps. There-
fore, the final laser plane would not rely on the models in
Section 3.2 anymore.

Fig. 12(a) is the interval distance error before and after
optimization with a maximum value of just 0.009mm. The
accumulated distance is the distance between the current and
the first test point. To further validate the proposed method,
the accumulated distance error EAm can be defined as

EAm =
∣∣D4,m+1D4,1

∣∣− IAm (20)

where |D4,m+1D4,1| is the accumulated distance from the
(m + 1)th test point to the first one with m = 1, 2, . . . , 8,
and IAm is the reference distance calculated by the invariance
of cross ratio. The error values are shown by Fig. 12(b) with
the RMS value of EAm reduced from 0.047mm to 0.005mm
though the optimization process.

V. DISCUSSIONS
A. REFINE PIXEL COORDINATES OF REFERENCE POINTS
From the numerical calibration process, it can be seen that the
corner extraction error of reference points would influence
themeasurement result directly. The pixel coordinates of each
corner is extracted individually with an independent error

FIGURE 12. Distance errors before and after optimization, (a) interval
errors, (b) accumulated errors.

distribution. To get a better result, all the corner points are
projected onto the normalized image plane to remove the
distortion effects. Then, they are fitted in lines and columns as
shown by Fig. 13. The intersection points are considered the
ideal points on the normalized image plane. By re-projecting
them onto the image plane, the image coordinate of new
corner points can be obtained. These refined points are taken
as the ideal pixel points for constructing the triangle patches.

To evaluate the re-projection on the measurement results,
the interval distances are also computed the same as
section 4.2. The interval distance error is shown by Fig. 14,
where Ebefore and Eafter are the interval distance errors before
and after the corner coordinate refinement, respectively. It can
be seen that Eafter has a smaller fluctuation. The RMS values
of Ebefore and Eafter are 0.006mm and 0.004mm, and their
maximum deviations are 0.011mm and 0.006mm, respec-
tively. So the refined pixel coordinates can reduce the mea-
surement error and improve the measurement accuracy to
some extent.

B. COMPARISON ANALYSIS
To show the accuracy of the numerical method, it is com-
pared with the classical model based method proposed by
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FIGURE 13. Recalculate corner projection points on normalized image
plane.

FIGURE 14. Affection of reference pixel points coordinate refinement on
the measured result.

Zhou and Zhang [9]. Here, only the accumulated distances
between the test point pairs are calculated by use of Zhou’s
method [9] and our method, respectively. The test points are
from the first position of the dot target, shown in Fig.7(a).
Their reference distances are calculated based on the invari-
ance of the cross ratio. The results are shown in Table 1.
It can be seen that the proposed method can achieve a higher
accuracy with the same hardware setup.

Similarly as the above error analysis process, the distance
errors of each point pair for the left 11 positions of the
target are all calculated by use of Zhou’s method and the
proposed method. The statistical results are shown in Table 2.
The RMS value can reach 0.005mm which is reduced by
91.5% compared with that of Zhou’s method. The maxi-
mum deviation (MD) and the average (AVR) values are also
reduced more than 90%. Therefore, the proposed method can
significantly improve the calibration accuracy via the numer-
ical mapping and the data-driven laser plane optimization
strategies.

C. MEASUREMENT OF STEPS
Four bilateral steps are designed and milled on a preci-
sion milling machine for accuracy evaluation, as shown by
Fig. 15(a). The upper step is taken as the reference plane and
the rest steps are named as S1, S2 and S3. Their corresponding

TABLE 1. Comparison of the measuring results with the classical method
(Unit: mm).

FIGURE 15. Measurement of steps, (a) photo of steps, (b) measurement
results.

TABLE 2. Error analysis of the measuring results (Unit: mm).

heights are denoted by h1, h2 and h3. The steps are scanned on
the measurement systemwith the results shown by Fig. 15(b).

For accuracy evaluation, the boundary points that are not
on the planar steps are excluded. The reference plane is firstly
calculated by plane fitting. Then, the average distance to
the reference plane is computed for each step. Also taken
the upper step as the reference, the height of other steps is
measured on the coordinate measuring machine (Hexagon
Golbal 7107). The measurement results and the errors are
shown in Table 3. The height error for h3 is −0.007mm with
the relative error of −0.03%. No accumulated error can be
observed from the results. This further validates the high
accuracy of the proposed method.

D. ERROR ANALYSIS
To clarify the merits of our method, the factors that contribute
to the final calibration error are analyzed, as shown by Fig. 16.
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FIGURE 16. Error analysis of the calibration method.

TABLE 3. Error analysis of the measuring results (Unit: mm).

For the model based methods [6]–[24], the calibration error
generally comes from two parts. One is the camera calibration
including the determination of distortion models, the calibra-
tion of distortion and intrinsic parameters. The other is the
laser plane calibration which also relies on intrinsic param-
eters and the extrinsic parameters of each target placement.
These two parts constitute the complete solution of the sensor
model [9]. Meanwhile, all the errors denoted in the two parts
would contribute to the calibration error directly. Therefore,
the accuracy of the traditional method that relies on these
models of the two parts has become rather difficult to be
improved.

Our method, on the other hand, can cut off the undesired
effects of the above errors on the final calibration result.
By projecting the target corner points onto the laser plane,
we established the numerical mapping relationship between
the projection points and their pixel coordinates. This numer-
ical model does not rely on the camera models anymore. The
data-driven laser plane optimization is based on the interval
error data that obtained by use of the invariance of cross ratio
which does not rely on camera model nether. Moreover, the
test points that are selected for the accuracy evaluation are
from 12 individual intersection lines. They can well represent
the laser plane and provide reasonable data for the optimiza-
tion. The optimization that takes into account all the error
values can come to a global optimization solution. Thus, only
the target error (e.g. target fabrication error, corner extraction
error) plays a dominate role on the calibration accuracy.

Though high calibration results can be reached, the pro-
posed calibration method also has its shortcomings. One is
the measurement range is restricted by the reference target,
so it is not suited for the sensors that are used for measuring
large parts. Another is the method has more calibration steps
than the traditional methods. Not only the camera intrinsic

parameters and the initial coefficients of the laser plane need
to be calibrated, but also the additional optimization process
is required to refine the laser plane. Despite this, the compli-
cated calibration process rewards extremely high calibration
results.

VI. CONCLUSION
A high precision numerical calibration method is proposed
for the LSLS which also involves a data-driven laser plane
optimization procedure. To establish the numerical mapping
relationship between the pixel coordinates and the world
coordinates, the laser plane is firstly calculated by used of
the calibrated camera parameters, and then optimized based
on the RMS value of the interval distance error. The reference
interval distance is computed by use of the invariance of the
cross-ratio. Thus, it is not affected by the camera and the laser
plane model. Through the optimization process, the coeffi-
cients of the laser plane can be fine adjusted. By projecting the
reference points onto the laser plane, the final homographic
relationship, which no more relies on the camera model,
can be established. The unfavorable influence of the model
introduced errors can be basically eliminated. The RMS value
of the calibration error can reach 0.005mm, significantly
improved than the traditional method. The measurement of
the steps further validates the proposed calibration method.
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