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ABSTRACT For ultralow-power Internet of Things, we consider amonostaticmultiantenna backscatter com-
munication network (MBCN) supporting massive devices through nonorthogonal multiple access (NOMA)
over space division multiple access (SDMA). For the network, we optimize the transmit beamforming (BF)
for signal excitation of a reader, reflection coefficients of devices for backscattering and energy harvesting,
and receive BF for information decoding at the reader toward the maximum fairness in data collection.
We first show that the optimization problem for the MBCN without successive interference cancella-
tion (SIC) has a similarity with the problem considered for a wireless power communication network but
the conventional algorithm is not applicable to the MBCN with SIC. Thus, we propose a new alternating
optimization algorithm that is applicable to both problems with and without SIC at a lower complexity.
Simulation results show that the proposed algorithm provides a remarkable gain over the conventional one
for the MBCN with SIC while exhibiting a similar performance for the MBCN without SIC. In addition,
NOMA/SDMA enhanced by the proposed algorithm increases the minimum system throughput as well as
the total energy harvested in the network by utilizing limited resources more effectively for a larger number
of devices.

INDEX TERMS Backscatter communication, beamforming, nonorthogonal multiple access, reflection
coefficient, successive interference cancellation.

I. INTRODUCTION
Proliferation of Internet of Things (IoT) is expected to surge
for autonomous and intelligent controls of various things
while imposing diverse requirements on communication
devices and networks [1], [2]. One of the key requirements is
to prolong the lifetime of IoT devices without frequent battery
replacements and even without a battery installation to reduce
a form factor. To meet this requirement to some degree,
remote wireless power transfer to IoT devices through a
radio frequency (RF) signal has been addressed into wireless
communications in a form of simultaneous wireless informa-
tion and power transfer (SWIPT) [3]–[5] and wireless power
communication networking (WPCN) [6], [7]. SWIPT pro-
vides energy and data flows in the same direction, typically
in the downlink, whilst WPCN provides them in different
directions such as energy flow in the downlink and data flow
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in the uplink. To improve the power-efficiency of IoT devices
further, backscatter modulation, sending data by reflecting a
carrier signal excited from another source [8], [9], has been
addressed into recent IoT applications [10], [11], where IoT
devices are exempt from installing power-consuming active
RF circuits and even harvest the energy from the incident
carrier.

Such backscatter communication (BackCom) networks
are classified according to a source emitting a carrier sig-
nal: monostatic if the source is also a reader decoding the
backscatter signals [12]–[19], bistatic if the source and the
reader are different entities [20], and ambient if the source is
a transmitter of another network in the vicinity of the reader
[21]–[23]. In the networks, backscatter IoT devices (BDs)
may reflect the incident carrier signal for backscatter mod-
ulation fully or in part or harvest the energy from the carrier
signal. The monostatic, bistatic, ambient BackCom networks
have been developed in various aspects to exploit their own
advantages with some variations, and new types of BackCom
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networks have emerged such as a symbiotic radio performing
cooperative ambient BackCom [24] and a hybrid BD gener-
ating an RF carrier and backscattering an incident RF signal
as well [25].

This article focuses on monostatic BackCom with a
full-duplex reader and multiple BDs as in [12], [15], [16],
[18], [19] that excites the signals to the BDs in the downlink
for reflection and energy harvesting and collects the data from
the reflected signals in the uplink. The monostatic BackCom
has a resemblance to a cellular network suitable for central-
ized resource allocation and optimization in collecting data
from massive IoT devices.

A. RELATED WORKS
To date, several multiple access (MA) schemes have been
applied to the monostatic BackCom and their perfor-
mances have been optimized from different aspects. For a
single-antenna reader, time division multiple access (TDMA)
protocols have been designed to maximize the through-
put via time allocation [15] and multisine waveforms for
an excitation signal have been optimized to improve the
signal-to-interference-plus-noise ratio (SINR)-energy trade-
off of on–off backscatter modulation [16]. For amultiantenna
reader, the transmit beamforming (BF) has been optimized
taking into account channel estimation using backscatter pilot
symbols [12]. Later, sum throughput and throughput fair-
ness have been optimized in space division multiple access
(SDMA) by optimizing the transmit BF and receive BF at the
reader [18], [19].

In the meantime, nonorthogonal multiple access (NOMA)
has received a huge attention recently as a promising tech-
nology of accommodating high data rate and massive con-
nection of devices in a limited wireless resource [26], [27].
NOMA allows a simultaneous transmission of signals more
than those supportable in an orthogonal manner through suc-
cessive interference cancellation (SIC) and power allocation.
Our concern is limited to the uplink NOMA for data collec-
tion that can be implemented with SIC at the receiver and
power allocation at the transmitters although power alloca-
tion is not mandatory in the uplink. The uplink NOMA has
been studied with a single-antenna receiver [26]–[29] and
then with a multiantenna receiver [30]–[32], which have also
been incorporated into WPCN and BackCom for massive
connection of power-hungry IoT devices [24], [33]–[40]. It
should be noted that SWIPT providing data and energy flows
in the same direction has been studied for the downlink in
general without discussing the uplink [3]–[5]. Although a
few recent studies have dealt with SWIPT in the downlink
and data collection in the uplink jointly [41], [42], NOMA in
SWIPT was considered only in the downlink [43].

We now first review on WPCN with NOMA in which a
hybrid access point (HAP) collects data from IoT devices
through uplink NOMA after performing wireless power
transfer (WPT) to the devices in the downlink. Initial stud-
ies have considered a single-antenna HAP for which time
allocation to the downlink and uplink phases and power

allocation in the uplink NOMA were optimized to maximize
the sum throughput or energy efficiency [33]–[35]. Later,
a multiantenna HAP has been considered to overlay NOMA
over SDMA [36], [37], but only the power allocation in the
downlink WPT and time allocation have been optimized for
a given transmit and receive BF and only the receive BF and
power control have been optimizedwith isotropic transmit BF
[37].

We next review on BackCom with NOMA, where a reader
collects data from multiple BDs via backscattter modulation.
For monostatic BackCom of our concern, the uplink NOMA
was considered with a single-antenna reader only, where
the constant reflection coefficients of BDs have been cho-
sen to optimize the average number of successfully decoded
bits [38]. NOMA over TDMA has been considered for
bistatic BackCom with a single-antenna source and a mul-
tiantenna reader, where the minimum throughput has been
maximized by optimizing time allocation for TDMA and
reflection coefficients for NOMA for a given receive BF
[39]. NOMA-enhanced protocols have also been considered
for cooperative ambient BackCom but with single-antenna
transmitters and receivers [24], [40].

To the best of our knowledge, the studies that have
addressed uplink NOMA to SDMA in WPCN and BackCom
did not consider an optimization of the transmit and receive
BF of multiantenna transceivers and power control of IoT
devices jointly for rate fairness.

B. CONTRIBUTIONS
In this context, we consider a monostatic multiantenna Back-
Com network (MBCN) that supports multiple BDs in uplink
NOMA over SDMA, where SDMAwith SIC was considered
as a special case. The unique features and contributions of
this article are as follows:
• We consider the problem of optimizing the transmit
BF for excitation signals, the receive BF for data
collection via backscatter modulation, and the reflec-
tion coefficients of the BDs jointly toward the max-
imum fairness for the MBCN with uplink NOMA.
This kind of joint optimization problem has not been
studied for BackCom networks with NOMA for which
a single-antenna transmitter without transmit BF was
considered [24], [38]–[40]. Even for a similar net-
work as WPCN, NOMA has been studied with a
single-antenna HAP [33]–[35] or a multi-antenna HAP
employing a fixed transmit BF [36], [37].

• We first show that the problem for the MBCN without
SIC has a similarity with the problem tackled for a
WPCN based on SDMA [44] for which an alternating
optimization algorithm was derived from the balanced
SINR condition. We then show that our problem with
SIC cannot be solved optimally with the algorithm pro-
posed in [44] due to the SIC operation leading to the
SINR imbalance among the BDs.

• For the MBCNwith NOMA, we propose a new alternat-
ing optimization algorithm of the receive BF, transmit
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BF, and reflection coefficient that adopts the condition-
ally optimal receive BF obtained explicitly, transmit
BF optimization via successive convex approximation
(SCA), and two-step reflection coefficient optimization.
The proposed algorithm reduces the complexity of the
existing algorithm based on the spectral radius mini-
mization for both NOMA and SDMA without a perfor-
mance degradation [44], and also provides a remarkable
gain in the rate performance over the existing algorithm
for NOMA.

• We also show that the reflection coefficient optimization
method unique in the proposed algorithm increases the
energy harvested at the BDs compared with the power
control method in [37] for both cases of linear and
nonlinear energy harvesting models [5].

The remainder of the article is organized as follows:
Section II presents the system model of the monostatic
MBCN and formulates a max–min rate optimization problem
for the MBCN without and with SIC. Some resemblance
between the problem herein and an existing problem for
WPCN is shown in Section III along with different aspects
that make the existing algorithm inapplicable. Section IV pro-
poses an alternating optimization algorithm for our problem
that is also applicable to the existing problem. Simulation
results to validate the algorithm and advantages of NOMA
are provided in Section V. Finally, conclusions are made in
Section VI.
Notation: Lowercase and uppercase bold letters are used to

represent column vectors and matrices, respectively. The set
of n × m complex-valued matrices is denoted by Cn×m with
Cn
= Cn×1, and the set of length-n vectors with nonnegative

real-valued entries is denoted byRn
+. The all-zero and all-one

vectors of length-n are denoted by 0n and 1n, respectively.
In addition, In denotes the n × n identity matrix and diag(a)
denotes the diagonal matrix with diagonal elements given by
the elements of a vector a. The inequality symbol ≤ implies
the entry-wise inequality if it is applied to two vectors of the
same length.E[·] is used to denote the expectation, CN(µ,6)
is used to represent a complex Gaussian distribution with
mean vector µ and covariance matrix 6, and ∼ is used to
signify ‘‘distributed as.’’

II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a monostatic MBCN described in Fig. 1, where
a full-duplex reader supports K BDs {Dk}Kk=1. The reader
is equipped with M antennas, while each BD is equipped
with a single antenna. In addition, the network supports both
cases of K > M and K ≤ M by addressing SIC at the
reader. We assume that the channel reciprocity holds for
the channel between the reader and a BD and each channel
experience independent flat Rayleigh fading. The baseband
equivalent channel between the reader and Dk is denoted by
hk ∼ CN(0M , ωkIM ), where ωk = ω0 d

−ν
k represents the

path loss at distance dk with reference path loss ω0 and path
loss exponent ν.

FIGURE 1. Monostatic MBCN with a multiantenna reader and multiple
BDs.

The reader transmits the excitation signal
√
PT v over M

antennas, where PT is the transmit power and v ∈ CM is the
transmit BF subject to ‖v‖2 ≤ 1. The incident signal at Dk is
then expressed as

√
PThTk v, of which the portion is reflected

by varying the impedance load of the BD with a modulation
symbol being embedded and the other portion is utilized for
energy harvesting as shown in Fig. 1. The backscatter signal
at Dk is expressed as

xk =
√
PTβkhTk vsk , (1)

where βk ∈ [0, 1] is the reflection coefficient of Dk and sk
is the modulation symbol embedded in the backscatter signal
subject to E[|sk |2] = 1.

The harvested energy at Dk per unit time is expressed as

Ek = 8h(PT (1− βk )|hTk v|
2), (2)

where 8h() is the input-output power function of the EH cir-
cuit for h ∈ {L,N }. We consider not only a linear EH (LEH)
model described as

8L(p) = ηeffp (3)

with EH efficiency ηeff but also a practical nonlinear
EH (NLEH) model described by a sigmoid-like function as

8N (p) = Psat
1− e−ap

1+ e−a(p−pc)
, (4)

where Psat is the output saturation power, a is the positive
charging rate, and pc is the curvature point. Here, the NLEH
function (4) is a equivalent form of that in [5] that is expressed
more explicitly.

The full-duplex reader receives the backscatter sig-
nals while transmitting the excitation signal, where the
self-interference from the excitation signal is assumed to be
canceled perfectly as in [12], [15]–[18], [38]. The backscatter
signals received at the reader are then given as follows:

y =
K∑
l=1

√
PTβlhlhTl vsl + n, (5)

where n ∼ CN(0M , σ 2IM ) is the complex Gaussian noise
vector at the antennas of the reader. Without SIC, the signal
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for detection of sk is given by

zk = wHk y =
K∑
l=1

√
PTβlwHk hlh

T
l vsl + w

H
k n, (6)

where wk ∈ CM is the receive BF for Dk .
This paper addresses SIC for symbol detection with the

receive BF which is performed in the order of the BD index
without a loss of generality. The signal after the (k − 1)th
symbol being canceled is given by

ŷk =
K∑
l=k

√
PTβkhlhTl vsl + n. (7)

The receive BF wk is applied to (7) as

ẑk = wHk ŷk =
K∑
l=k

√
PTβkwHk hlh

T
l vsl + w

H
k n (8)

to detect symbol sk from k = 1 to K sequentially.
The SINR experienced in detecting symbol sk without and

with SIC is expressed in a unified form as

γk =
PTβk |wHk hk |

2
|hTk v|

2

K∑
l∈Ik

PTβl |wHk hlh
T
l v|2 + σ 2‖wk‖2

(9)

from (6) and (8), where Ik is the index set of BDs interfering
to Dk given as follows:

Ik = Ok , {1, 2, · · · ,K } − {k} (10)

without SIC and

Ik = Nk , {k + 1, k + 2, · · · ,K } (11)

with SIC.

III. PROBLEM FORMULATION AND ANALYSIS
We aim at maximizing the minimum rate of the BDs to
collect data with fairness by optimizing the receive BFW =
[w1,w2, · · · ,wK ], the transmit BF v, and reflection coeffi-
cient β = [β1, β2, · · · , βK ]T jointly.With the achievable rate

Rk = log2(1+ γk ) (12)

from BD Dk to the reader, the optimization problem can be
formulated as

max
W∈CM×K ,v∈CM ,β∈RK+

{
min

1≤k≤K
log2 (1+ γk)

}
(13a)

subject to ‖v‖2 ≤ 1, (13b)

β ≤ 1 (13c)

of which the optimal value and variables are denoted by Romin
and (Wo, vo,βo), respectively.
The optimal variables for the max–min rate problem (13)

can be obtained by the following max–min SINR problem

max
W∈CM×K ,v∈CM ,β∈RK+

{
min

1≤k≤K
γk

}
(14a)

subject to (13b) and (13c) (14b)

due to the monotonically increasing property of the log func-
tion. We now show that the problem (14) without SIC is
equivalent to the max–min SINR problem tackled in [44], but
the problem (14) with SIC cannot be solved by the algorithm
proposed in [44].

For this purpose, we apply a change of variables to
reflection coefficients as

pk = PTβk |hTk v|
2, k = 1, 2, · · · ,K , (15)

which is equivalent to the power of the reflected signals at
the BDs. We then transform (14) with p = [p1, p2, · · · , pK ]T

into

max
W∈CM×K v∈CM ,p∈RK+

{
min

1≤k≤K
γk

}
(16a)

subject to ‖v‖2 ≤ 1, (16b)

pk ≤ PT |hTk v|
2, ∀k, (16c)

where the objective function is rewritten from (9) as follows:

γk =
pk |wHk hk |

2∑
l∈Ik

pl |wHk hl |
2 + σ 2‖wk‖2

. (17)

It is now obvious that the problem (16) without SIC
(Ik = Ok ) takes a similar form with the problem solved
for the WPCN [44] that optimized the energy BF in the
downlink wireless power transfer phase, the receive BF for
the uplink phase in SDMA, and the transmit power of devices
transmitting the information with the harvested energy for
a given time allocation to the downlink and uplink phases.
Thus, we may apply the alternating optimization algorithm
proposed in [44] that iteratively optimizesW , v, and p, based
on the spectral radius minimization (SRM) problem. The
SRM-based algorithm relies on the balanced SINR condition
observed in the power allocation problem for the transmit
BF and receive BF fixed. Specifically, for a given W =

W̃ = [w̃1, w̃2, · · · , w̃K ] and v = ṽ, (16) becomes a power
allocation problem

max
p∈RK+

min
1≤k≤K

γk =
pk |w̃Hk hk |

2∑
l∈Ik

pl |w̃Hk hl |2 + σ 2‖w̃k‖2
(18a)

subject to pk ≤ PT |hTk ṽ|
2,∀k (18b)

of which the optimal solution without SIC (Ik = Ok ) is
attained when the SINRs are equal as γ1 = γ2 = · · · = γK .
However, the balanced SINR condition does not hold for the
problem with SIC (Ik = Nk ) as described as follows.

Let us transform the problem (18) with Ik = Nk to

max
p∈RK+

γ (19a)

subject to
pk |w̃Hk hk |

2

K∑
l=k+1

pl |w̃Hk hl |2 + σ 2‖w̃k‖2
≥γ, ∀k (19b)

pk ≤ PT |hTk ṽ|
2, ∀k. (19c)
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The following lemmas describe some observations made on
the optimal solution p† of (19):
Lemma 1: There exists at least one entry in p† that takes

the maximum value in the individual power constraint of
pk ≤ PT |hTk ṽ|

2.
Proof: We use proof by contradiction herein. Assume

that none of the optimal solution p† takes the maximum
value in the individual power constraints in (19c) as p†k <
PT |hTk ṽ|

2,∀k . We can then find a new solution p′ = ζp† with

ζ = min
1≤k≤K

PT |hTk ṽ|
2

p†k
, where p′ satisfies the individual power

constraints in (19c) and leads to the following optimal value

γk |p=p′=ζp† =
p†k |w̃

H
k hk |

2

K∑
l=k+1

p†l |w̃
H
k hl |2+σ 2‖w̃k‖2/ζ

(20)

which is larger than γk |p=p† from ζ > 1. Thus, at least one of
BD should take the maximum value in the individual power
constraint as p†k = PT |hTk ṽ|

2. �
Lemma 2: Let ko be the smallest index of BD that takes the

maximum power as p†ko = PT |hTko ṽ|
2. For γ †k = γk |p=p† , the

optimal value is given by γ † = γ †ko with γ
†
k ≥ γ

† for k < ko
and γ †k = γ

† for k > ko.
Proof:We first prove that γ †k = γ

†
ko for k > ko through

proof by contradiction, where γk for k > ko depends only
on pk for k > k0. Assume that γ †k > γ

†
ko for k > ko.

In this case, we can find another power allocation solution
p′k < p†k for k > ko that leads to γ ′k < γ

†
k for k > ko

while increasing γ ′ko > γ
†
ko , where γ

′
k for k > ko denotes

the SINR obtained with p†ko and p
′
k for k > ko. It implies that

a larger optimal value can be obtained with a new solution
p′ = [p†1, · · · , p

†
ko , p

′

ko+1
, · · · , p′K ], which violates that p† is

the optimal solution. Thus, γ †k ≤ γ
†
ko for k > ko. The optimal

solution maximizing the minimum value makes γ †k = γ
†
ko for

k > ko.
We next prove that γ †k ≥ γ

†
ko for k < ko via proof by

contradiction again. Assume that γ †k < γ
†
ko for k < ko.

In this case, we can find another optimal solution p′ with
entry p′k = ζp†k for k < ko and p′k = p†k for k ≥ ko,

where ζ = min
1≤k<ko

PT |hTk ṽ|
2

p†k
; γ ′k > γ

†
k for k < ko so that

min1≤k≤K γ ′k > min1≤k≤K γ
†
k . In this case, ko is not the

minimum index of BD that takes the maximum value any
more. This contradicts our assumption so that we should have
γ
†
k ≥ γ

†
ko for k > ko. In addition, we can make γ ′k > γ

†
ko for

k < ko with another feasible solution p′ with p†k < p′k <
PT |hTk ṽ|

2 for k < ko and p′k = p†k for k ≥ ko.
1

Thus, the optimal value is given by γ †ko with γ
†
k ≥ γ

†
ko for

k < ko and γ
†
k = γ

†
ko for k ≥ ko. �

1As a simple instance, we can increase p1 up to its maximum value
PT |hT1 ṽ|

2 to make γ1 > γ
†
ko

without changing the optimal value γ †ko

It is observed from the lemmas that the optimal solution
p† of the power allocation problem (18) with SIC does not
always balance the SINRs.

IV. PROPOSED ALTERNATING OPTIMIZATION
ALGORITHM
This section presents a new algorithm to solve the original
problem (13) or equivalently (14) without resorting to the
balanced SINR condition. The proposed algorithm is also
based on the alternating optimization of W , v, and β and is
presented in a unified form for both cases of with and without
SIC since it is also applicable to the problem without SIC.

A. RECEIVE BF OPTIMIZATION
For a given transmit BF v = ṽ and reflection coefficient
β = β̃, the problem (14) becomes a receive BF optimization
problem as

max
W∈CM×K

{
min

1≤k≤K
γk

}
, (21)

where

γk =
p̃k |wHk hk |

2∑
l∈Ik

p̃l |wHk hl |
2 + σ 2‖wk‖2

(22)

with p̃k = PT β̃k |hTk ṽ|
2. Since γk depends only on wk not on

wl for l 6= k , we have

max
W∈CM×K

{
min

1≤k≤K
γk

}
= min

1≤k≤K

{
max
wk∈CM

γk

}
, (23)

which producesK independent optimization problems for the
receive BF as

max
wk∈CM

γk , k = 1, 2, · · · ,K . (24)

Each problem in (24) is a well-known Rayleigh quotient
maximization problem [37] of which the optimal value is
given by

γ
†
k = pkhHk R

−1
k hk (25)

with Rk =
∑
l∈Ik

p̃lhlhHl + σ
2IM . The optimal receive BF

achieving the optimal value is given as

w†
k = ckR−1k hk , (26)

where ck is any nonzero constant that can be ignored.
The computation of the optimal receive BF can be facili-

tated from the following facts: The optimal receive BF with-
out SIC (Ik = Ok ) is equivalent to the minimummean square
error (MMSE) receive BF as

w†
k = (HP̃HH

+ σ 2IM )−1hk , (27)

where H = [h1,h2, · · · ,hK ] and P̃ = diag([p̃1, p̃2, · · · ,
p̃K ]). The optimal receive BF with SIC (Ik = Nk ) can be
computed sequentially from k = K−1 to 1 with w†

K = hK as

w†
k = R−1k hk = R−1k+1hk −

w†
k+1(w

†
k+1)

Hhk

1+ hHk+1w
†
k+1

(28)
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from the Sherman–Morrison formula resulting in

R−1k = R−1k+1 −
R−1k+1hk+1h

H
k+1R

−1
k+1

1+ hHk+1R
−1
k+1hk+1

(29)

for k = 1, 2, · · · ,K − 1 with RK = σ 2IM .

B. TRANSMIT BF OPTIMIZATION
For a given receive BF W = W̃ and reflection coefficient
β = β̃, the problem (14) becomes the transmit BF
optimization problem as follows:

max
v∈CM :‖v‖2≤1

{
min

1≤k≤K
γk (v)

}
, (30)

where

γk (v) =
ak,k |hTk v|

2∑
l∈Ik

ak,l |hTl v|2 + bk
(31)

with ak,l = PT β̃l |w̃Hk hl |
2 and bk = σ 2

‖w̃k‖2. The problem
(30) is equivalent to

max
v∈CM :‖v‖2≤1,t∈R+

t (32a)

subject to γk (v) ≥ t ∀k, (32b)

where the nonconvexity of (32b) with respect to v makes the
problem difficult to solve.

To handle the nonconvex constraints (32b), we apply a
successive convex approximation (SCA) method [45] using
the first-order Taylor series approximation γ̂k (v, v�) of (31)
around a feasible vector v�. The approximation is derived in
the Appendix as follows:

γ̂k (v, v�) = γk (v�)+
γk (v�)
ρk (v�)

Lk (v, v�), (33)

where ρk (v) = |hTk v|
2 and

Lk (v, v�) = ρ̃k (v, v�)−
γk (v0)
ak,k

K∑
l=k+1

ak,l ρ̃l(v, v�) (34)

with

ρ̃l(v, v�) = 2<{vH� h
∗
l h

T
l (v− v�)}. (35)

It should be also noted that ρ̃l(v, v�) = ρ̂l(v, v�) − ρl(v�),
where ρ̂l(v, v�) is the first-order Taylor series approximation
of ρl(v) around v�.
An approximate problem of (32) is then expressed as

max
v∈CM :‖v‖2≤1,t̃∈R+

t̃ (36a)

subject to γ̂k (v, v�) ≥ t̃, ∀k, (36b)

which is a quadratically constrained linear program (QCLP)
[46]. The solution of (32) is found by solving (36) in an
iterative way by setting v� at the lth iteration to v?l , where
(v?m, t̃

?
m) is the solution of (36) at the mth iteration.

C. REFLECTION COEFFICIENT OPTIMIZATION
For a given receive BFW = W̃ and transmit BF v = ṽ, (14)
becomes the reflection coefficient optimization problem as

max
0≤β≤1

{
min

1≤k≤K
γk ,

φk,kβk∑
l∈Ik φk,lβl + bk

}
, (37)

where

φk,l = PT |w̃Hk hl |
2
|hTl ṽ|

2. (38)

We transform (37) into

max
β∈[0,1]K ,γ∈R+

γ (39a)

subject to
(
8− 1

γ
IK
)
β + q ≤ 0, (39b)

where q = [ b1
φ1,1
, b2
φ2,2
, · · · , bK

φK ,K
]T and 8 is constructed by

the (k, l)th entry given below:

8k,l =


φk,l

φk,k
if l ∈ Ik

0 otherwise.
(40)

That is, the nonzero elements of 8 are given for l > k with
SIC (Ik = Nk ) and for l 6= k without SIC (Ik = Ok ).
We find the optimal solution γ+ and β+ of the problem (39)
by finding the maximum γ of leading a feasible solutions in
the linear programming feasibility (LPF) problem for given
γ through a bisection search [46].

For the problem with SIC, we find the new reflection
coefficient vector β‡ from the optimal solution β+ found
with the LPF problems to maximize the harvested energy at
the BDs without changing the max–min SINR γ+. Based on
Lemma 2, we have β‡k = β

+

k for k ≥ ko with the minimum
index ko of the BD resulting the max–min SINR γ+, and
obtain β‡k for k < k0 sequentially as

β
‡
k = γ

+

 K∑
l=k+1

8k,lβ
‡
l + qk

 (41)

from k = ko − 1 to 1. This adjustment reduces the reflected
portion at the BDs operating at a higher SINR than the
max–min SINR to increase the energy harvested from the
unreflected signals. The optimal reflection coefficient for
the problem without SIC remain unchanged as β‡ = β+.

D. OVERALL ALGORITHM
The proposed algorithm finding the solution of (14) is sum-
marized in Algorithm 1. Initially, we set the transmit BF to
be isotropic as v(0) = 1

√
M
1K and reflection coefficient to be

maximum as β(0)
= 1K . We optimize the receive BF and then

optimize the transmit BF via SCA with the updated receive
BF until the SCA iteration reaches its maximum value I scamax
or the optimal value is converged within a tolerance error ε,
and we then optimize the reflection coefficients. This process
continues until the outer iteration reaches its maximum value
Ioutmax or the optimal value is converged within a tolerance
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Algorithm 1 Proposed Alternating Optimization Algorithm

1: Initialize: Set n← 0, v(0)← 1
√
M
1K , and β(0)

← 1K .
2: repeat
3: n← n+ 1.
4: Receive BF: Compute (26) for W (n) with ṽ = v(n−1)

and β̃ = β(n−1).
5: Transmit BF: Set l ← 0, W̃ ← W (n), β̃ ← β(n−1),

and v�← v(n−1).
6: repeat
7: l ← l + 1.
8: Solve (36) to find the optimal solution (v?l , t̃

?
l ).

9: v�← v?l .
10: until l ≤ I scamax and |t̃

?
l − t̃

?
l−1| < ε.

11: Set v(n)← v?l .
12: Reflection coefficient : Solve (39) with W̃ = W (n) and

ṽ = v(n) to obtain (γ (n),β(n)).
13: if SIC is enabled then
14: Update β(n) with (41).
15: end if
16: until n ≤ Ioutmax or |γ

(n)
− γ (n−1)

| < ε.
17: Output: (γ̂ o, Ŵ

o
, v̂o, β̂

o
)← (γ (n),W (n), v(n),β(n)).

error ε. The algorithm outputs approximate optimal variables
(Ŵ

o
, v̂o, β̂

o
) and value γ̂o with which the max–min rate is

computed as R̂omin = log2(1+ γ̂o).

E. DISCUSSIONS
The proposed algorithm provides a different approach in
the transmit BF and reflection coefficient optimization when
compared with the existing SRM-based algorithm designed
for SDMAwithout SIC [44]. The transmit BF optimization in
the proposed algorithm requires a complexity ofO(8I scamaxM

3)
by solving the QCLP problem with M complex variables
(of complexity O(8M3) using an interior-point method [45])
up to I scamax times. The reflection coefficient optimization in
the proposed method is solved at O(dlog2

1
ε
eK 3) through a

bisection search of the optimal value with LPF problems with
K variables. On the other hand, the conventional algorithm in
[44] requires O((2M2

+K + 2)3) in solving a general convex
problem withM2 complex variables and K + 2 real variables
to find the transmit BF and reflection coefficient jointly.
Thus, the proposed algorithmwith a reasonable choice of I scamax
and ε can be applied to the case without SIC to lower the
computational complexity of the conventional algorithm. It
should be also mentioned that all the computational burden
of finding the solution of the proposed algorithm is imposed
to the reader.

The channel state information (CSI) {hk}Kk=1 required at
the reader for the proposed algorithm can be obtained by
applying the channel estimation (CE) methods proposed in
[12], [17], which allocate a CE phase before a data trans-
mission phase in a frame. The reader transmits orthogonal
training signals inK time slots of the CE phase so that BDDk
assigned to the kth time slot reflects the signal with a known

FIGURE 2. Convergence behaviors of the alternating algorithms as the
outer iteration increases when PT = 30 dBm and M = 4; (a) K = 4
without SIC and (b) K = 8 with SIC.

reflection coefficient. From that reflected signal from BDDk ,
the reader estimates the CSI hk by exploiting the channel
reciprocity as in [17]. This approach relocates the complexity
and energy consumption from the BDs to the reader so that
the energy consumption of the BDs in the CSI acquisition is
negligible although a rate loss is incurred by the additional CE
phase. After finding the solution of the proposed algorithm,
the reader broadcasts the reflection coefficients to the BDs
over a control channel that is positioned between the CE and
data transmission phases. This control channel also leads to
an additional rate loss but the loss is relatively small in general
for a large amount of the uplink data.

In addition, the solution of the proposed algorithm obtained
with the estimated CSI causes a performance degradation as
observed in any other practical systems. Nonetheless, the pro-
posed algorithm can still provide a gain over an unoptimized
system if the channel estimation error is not so large. In
the meantime, for a more robust performance with imperfect
CSI and SIC, the optimization problem in this paper can be
extended to a robust beamforming design problem studied for
the SWIPT systems in [42], [43]. Such performance investi-
gations and robust beamforming designs with the imperfect
CSI and SIC would be interesting subjects which are beyond
the scope of this paper and are reserved for a future study.

V. SIMULATION RESULTS
We evaluate the performance of the monostatic MBCN when
BDs are located in an annular region of inner radius 2 m and
outer radius 10 m. The path loss is given by ωk = 0.001d−2.5k
and the noise power is set to σ 2

= −90 dBm. The SIC is per-
formed in the order of channel power to have ‖h1‖ > ‖h2‖ >
· · · > ‖hK‖ as in [34], [35], [37]. The average performance is
evaluated with 103 channel realizations, where the locations
of BDs are chosen randomly in the aforementioned region for
each channel realization.

To begin with, we provide some convergence behaviors
of the proposed and conventional [44] alternating algorithms
in Fig. 2 when PT = 30 dBm and M = 4. The max–min
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FIGURE 3. Average max–min rate of the SDMA as the transmit power PT
increases when M = 4 and K = 4.

SINR γ (n) is shown as a function of the outer iteration n
when a tolerance error is set to ε = 10−3 in the iterative
processes required for the proposed (‘‘Prop’’) and conven-
tional (‘‘Conv’’) algorithms with I scamax = 5 for the proposed
algorithm. Figure 2(a) represents an SDMA case with K = 4
having no SIC, and Fig. 2(b) represents a NOMA/SDMAcase
withK = 8 employing SIC. In the figures, ‘‘Ch1’’ and ‘‘Ch2’’
represent the results of two single-channel realizations cho-
sen randomly for each subfigure and ‘‘Average’’ denotes the
results averaged by 103 channel realizations for each subfig-
ure. Both algorithms show a convergence for n > 3 in most
of channel realizations and in average although the results for
only two channel realizations are shown to avoid crowded
graphs. The proposed algorithm provides a similar perfor-
mance with the conventional one in Fig. 2(a) representing
SDMA without SIC while the former outperforms the latter
significantly in Fig. 2(b) representing NOMA/SDMA with
SIC. The figures confirm that the proposed algorithm can be
applied whether the balanced SINR condition is satisfied or
not. Thus, we set Ioutmax = 5 for the proposed and conventional
algorithms and use the proposed algorithm for most of per-
formance comparisons in the following sections.

The average max–min rate of the MBCN with different
optimization variables is compared as a function of the trans-
mit power PT in Fig. 3 when M = 4 and K = 4 for SDMA
and in Fig. 4 when M = 4 and K = 8 for NOMA/SDMA.
In the figures, RB/TB/RC denotes the proposed algorithm
optimizing the transmit BF, receive BF, and reflection coeffi-
cients while RB/RC optimizes the receive BF and reflection
coefficients with v = 1

M 1M as in [37], and RB optimizes the
receive BF with v = 1

M 1M and β = 1K . The algorithms
are applied for the problem with SIC and that without SIC,
respectively, in both figures. It is obvious that the perfor-
mance is the best in the order of TB/RB/RC, RB/RC, and
RB. The gain of RB/TB/RC over RB/RC is more pronounced
than that of RB/RC over RB in Fig. 3 for SDMA with and
without SIC and in Fig. 4 with SIC. This observation confirms
that the transmit BF optimization leverages the overall opti-
mization performance significantly. The figures also confirm
that SDMA is implementable without and with SIC in Fig. 3

FIGURE 4. Average max–min rate of the NOMA/SDMA as the transmit
power PT increases when M = 4 and K = 8.

FIGURE 5. Two EH models employed in performance evaluation: (a) EH
model I (b) EH model II.

while NOMA/SDMA is not viable without SIC as observed
in in Fig. 4. The gain attained by employing SIC in SDMA
is not as huge as that in NOMA/SDMA, but the gain is not
negligible in particular as the transmit power increases.

In the meantime, the average total harvested energy
given by

E[Etotal] =
K∑
k=1

E[Ek ] (42)

is obtained by using the EH models in Fig 5 similar to the
those in [5] during the simulations for Figs. 3 and 4. The
NLEH function in Fig. 5(a) for EH model I is obtained with
Psat = 11 µW, a = 15000, and pc = 5 µW in (4) and is
approximated by the LEH function (3) with ηeff = 0.075
whilst the NLEH function in Fig. 5(b) for EH model II is
obtained with Psat = 20 mW, a = 140, and pc = 15 mW
and is approximated by the LEH function with ηeff = 0.6.
Figs. 6 and 7 provide the average total harvested energy of
the system with SIC by using the EH models of Figs. 5(a)
and 5(b), respectively; The left subfigures are obtained with
M = 4 and K = 4 and the right ones are obtained with
M = 4 and K = 8, where ‘‘RB’’ leading to the zero energy
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FIGURE 6. Average harvested energy in the network with EH model I as
the transmit power PT increases: (a) M = 4 and K = 4 (b) M = 4 and
K = 8.

FIGURE 7. Average harvested energy in the network with EH model II as
the transmit power PT increases: (a) M = 4 and K = 4 (b) M = 4 and
K = 8.

due to full reflection is not shown and ‘‘RB/TB/RC (NA)’’
representing the proposed algorithm without (41) is shown
instead. The total harvested energy in the network is improved
by employing the reflection coefficient adjustment (41) of
the proposed algorithm for both EH models. Fig. 6 shows
that the harvested energy with the NLEH function of model
I is saturated at a high transmit power PT since its saturation
power is as small as Psat = 11 µW. The total harvested
energy with the NLEH function of model II is not saturated
but is smaller than that with the LEH approximation since
the input to the NLEH function tends to be in a convex region
of the sigmoid-like function. It is also observed that the total
harvested energy increases as the number of BDs increases
from K = 4 to 8 since the common excitation signal can be
shared for energy harvesting by more BDs. The transmit BF
optimization also increases the total harvested energy with a
larger gain for a larger number of BDs.

Figure 8 compares the performance of the MBCN with
SIC as the number K of BDs increases while fixing

FIGURE 8. Average max–min rate and minimum system throughput with
SIC as the number K of BDs increases when M = 4 and PT = 30 dBm.

FIGURE 9. Average max-min rate of the system with SIC as a function of
the number M of antennas when PT = 30 dBm: (a) SDMA with K = M (b)
NOMA/SDMA with K = 2M.

M = 4 and PT = 30 dBm. The left subfigure provides the
average max–min rate E[R̂omin], and the right subfigure pro-
vides the minimum system throughput E[KRomin] provided
by the network. In the figure, we also compare the perfor-
mance of the proposed algorithm denoted by ‘‘TB/RB/RC
(Prop)’’ and the conventional algorithm [44] denoted by
‘‘TB/RB/RC (Conv)’’ for the joint optimization. Although
the average max–min rate decreases as the number K of
BDs increases in Fig. 8(a) to guarantee the fairness of
more BDs, the minimum system throughput increases with K
in Fig. 8(b) by allowing more devices. As the number of BDs
increases, the benefit of reflection coefficient optimization
also increases, that is, the gain of RB/RC over RB gets larger,
since the number K of variables in the reflection coeffi-
cient optimization also increases. The gain of RB/TB/RC
over RB/RC in the minimum system throughput remains
unchanged for K in Fig. 8(b) since the optimizing variables
in the transmit BF are unchanged by fixing M = 4. It
is also observed that the conventional algorithm provides a
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significant loss compared with the proposed algorithm and
the loss gets larger as the number of BDs increases.

We also compare the minimum system throughput of the
MBCN with SIC in Fig. 9 as the number M of antennas
increases for SDMA with K = M in Fig. 9(a) and for
NOMA/SDMA with K = 2M in Fig. 9(b). In both fig-
ures, we set the transmit power as PT = 30 dBm. Again,
the proposed algorithm provides a significant gain over the
algorithms without transmit BF optimization (RB/RC and
RB) and the gain increases with the number of antennas.
Although the conventional algorithm exhibits a better per-
formance than RB/RC and RB, it cannot compete with the
proposed algorithm in particular for a large number of anten-
nas and a large number of devices. The two subfigures also
imply that NOMA/SDMAprovides a larger minimum system
throughput than SDMA for a given number of antennas.

VI. CONCLUSION
This article considered a monostatic BackCom network with
a multiantenna reader and multiple BDs served by SDMA or
NOMA/SDMA simultaneously. The full-duplex reader trans-
mits an excitation signal with the transmit BF and receives
the backscatter signals from the BDs with the receive BF
and SIC, where the BDs reflect their incident signals with
different reflection coefficients for the information transfer to
the reader. We formulated a joint optimization problem of the
receive BF, transmit BF, and reflection coefficients toward the
maximum fairness for the network with and without SIC.
The problem without SIC was shown to be equivalent to
a joint optimization problem solved for a WPCN based on
the balanced SINR condition. After showing that the prob-
lem with SIC does not satisfy the balanced SINR condition
always, we proposed a new alternating optimization algo-
rithm that is applicable to the problem with and without SIC
at a reduced complexity. We confirmed the validity and mer-
its of the proposed algorithm through simulations. We first
showed that the proposed algorithm provides a similar per-
formance with the conventional joint optimization algorithm
for the problem without SIC to justify the proposed algo-
rithm. We then showed an outstanding gain of the proposed
algorithm over the conventional ones in solving the problem
with SIC. In particular, the transmit BF optimization added
in the proposed algorithm can improve the rate fairness as
well as the sum energy harvested in the network. In addition,
it was shown that NOMA/SDMA with SIC can increase
the minimum system throughput significantly by accepting
more BDs for a given number of antennas. From the results,
the proposed algorithm has also shown promising applica-
tions to WPCN employing a similar multiple access scheme
considered herein.

TAYLOR SERIES APPROXIMATION OF THE SINR
The first-order Taylor series approximation of (31) with
respect to v = [v1, v2, · · · , vM ]T is expressed below.

γ̂k (v, v�) = γk (v�)+ 2<
{
[∇v∗γk (v�)]H (v− v�)

}
(43)

where ∇v∗γk (v) = [ ∂γk
∂v∗1
,
∂γk
∂v∗2
, · · ·

∂γk
∂v∗M

]T . Let us rewrite γk (v)
as

γk (v) =
ak,kρk (v)
Dk (v)

(44)

with

ρk (v) = vHh∗kh
T
k v (45)

and Dk (v) =
∑

l∈Ik ak,lρl(v)+ bk . We then obtain

∇v∗γk (v) =
ak,k
Dk (v)

h∗kh
T
k v−

ak,kρk (v)

D2
k (v)

∑
l∈Ik

ak,lh∗l h
T
l v

=
γk (v)
ρk (v)

h∗kh
T
k v−

γ 2
k (v)

ak,kρk (v)

∑
l∈Ik

ak,lh∗l h
T
l v (46)

from ∇v∗ρk (v) = h∗kh
T
k v and ∇v∗Dk (v) =

∑
l∈Ik ak,lh

∗
l h

T
l v.

We then substitute (46) with v = v� into (43) to get the
equation

γ̂k (v, v�)= γk (v�)+ 2
γk (v�)
ρk (v�)

<{vH� h
∗
kh

T
k (v− v�)}

− 2
γ 2
k (v�)

ak,kρk (v�)

∑
l∈Ik

ak,l<{vH� h
∗
l h

T
l (v−v�)} (47)

which becomes (33) with Lk (v, v�) and ρ̃l(v, v�) defined in
(34) and (35), respectively.
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