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ABSTRACT The beam-hopping (BH) technology applied to low earth orbit (LEO) satellite communication
networks is a superior choice, but the long transmission delay partly caused by data packets waiting in the
queue of satellite transponders will seriously affect the user experience. To shorten the packet queueing
delay, in this paper, we propose an optimization method of dynamic beam position division for LEO BH
satellite communication systems. Firstly, we analyze the packet queueing delay problem in BH satellites to
find out the factors related to the queueing delay, and we find that the number of beam positions is negatively
correlated with the queueing delay. Then, we turn the beam position division problem into a p-center problem
to try to cover all users with the least number of beam positions. The beam positions among the footprint
of LEO satellites are determined dynamically by the user distribution and the traffic distribution. Finally,
the performance evaluation of the proposed optimizationmethod is carried out in real-time and the simulation
shows that the beam position division optimized system we proposed can shorten the queueing delay up to
40% compare to the benchmark system without sacrificing throughput.

INDEX TERMS LEO satellite communication system, beam-hopping, beam position optimization, packet
queueing delay, p-center problem.

I. INTRODUCTION
LEO satellite communication networks can provide full-time
communication services without blind zones, which is an
incomparable advantage over ground communication net-
works. With the increasing demand for Internet access,
LEO satellite communication networks will play a more
important role in the fifth-generation (5G) and the upcom-
ing sixth-generation (6G) mobile communication networks.
Nowadays, a new round boom of the LEO satellite constel-
lation system has risen and become a hotspot of commercial
investment, including OneWeb [1], SpaceX [1], Telesat [2],
and other satellite-related companies that have put forward
their commercial LEO satellite constellation systems.

After the retreat of the LEO satellite constellation system
upsurge represented by the Iridium system in the 1990s,
one of the keys to the success of this round boom lies
in cost control. Satellite miniaturization which can reduce
the cost of satellite manufacturing, launching, and main-
taining is a cost-effective way since thousands of satellites
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are needed for an LEO satellite constellation system. How-
ever, small satellites mean limited payload capacity, and
how to ensure the service quality of small satellites is a
primary consideration. The beam-hopping (BH) technology
seems to be a candidate technology to solve the conflict
between satellite miniaturization and payload capacity lim-
itation. Compared with the conventional multibeam satellite,
the BH satellite applied in LEO satellite communication
networks has its unique advantages, mainly in the following
aspects:
• The BH satellite shares antennas and transmitters among
all beams, which is helpful for the miniaturization of
satellites.

• The BH satellite has high effective isotropic radiated
power (EIRP) and G/T value (receiving antenna gain
divided by equivalent noise temperature), which is help-
ful for the miniaturization of the user terminals.

• The traffic distribution in the footprint of the satellite
is non-uniform. BH satellites can allocate resources in
four dimensions including space, time, bandwidth, and
power. Compared with multibeam satellites, BH satel-
lites have higher flexibility in resource allocation.

57578 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0001-8198-9524
https://orcid.org/0000-0001-5567-6911
https://orcid.org/0000-0002-0977-9984


J. Tang et al.: Optimization Method of Dynamic Beam Position for LEO BH Satellite Communication Systems

• The BH satellite has higher energy efficiency compared
with multibeam satellites.

However, one of the disadvantages of the BH satellite
is its high latency. Data packets for downlink transmission
need to wait in the queue of the satellite transponder until
the corresponding spot-beam is illuminated. The BH tech-
nology applied to high throughput satellites usually adopts
a regular time window which ranges from tens to hun-
dreds of milliseconds to allocate spot-beams periodically [3].
Obviously, the average packet queueing delay approximately
equal to half the time window which accounts for a large
part of the whole transmission delay. The long time delay
will seriously reduce the quality of experience (QoE) espe-
cially for real-time communication and multimedia services.
To shorten the queueing delay, in this paper, we analyze the
downlink capacity and packet queuing delay of LEO BH
satellite systems, and the corresponding theoretical expres-
sions are given. According to the theoretical expressions,
the delay-related factors are discussed to find a way to shorten
the packet queueing delay. We propose an optimization
method of dynamic beam position division for LEOBH satel-
lite systems. Distinguish from static or passive beam position
division, the proposed optimization method can dynamically
search the beam positions among the footprint of the LEO
satellite by the user distribution and the traffic demand dis-
tribution. The simulation results show that our optimization
method can effectively shorten the packet queueing delay in
the satellite transponder with the traffic demand is guaranteed
and without sacrificing throughput.

The rest of this paper is organized as follows: Section II
introduces the related works about BH technology applied
to satellite systems. Section III describes the LEO BH satel-
lite system model and analyzes the packet queueing delay
problem in BH satellite systems. Section IV introduces the
p-center problem algorithm used in our optimization method.
In Section V, we present the beam position division optimiza-
tion method. Section VI presents and analyzes the simulation
results. Section VII concludes this paper.

II. RELATED WORK
The BH technology is developed frommultibeam technology
and has been successfully applied to the Spaceway3 sys-
tem [4] and the Eutelsat Quantum satellite [5]. The per-
formance comparison between BH satellites and multibeam
satellites has been widely studied.Mokhtar et al. analyzed the
downlink throughput of a broadband LEO satellite network
with BH, and the upper and lower bounds on the downlink
throughput were given [6]. In [7], Angeletti et al. focused
on the application scenario of multibeam satellite systems to
provide broadband multimedia access for users in sparsely
distributed areas and analyzed the effect of BH technol-
ogy on improving the performance of the whole system.
A throughput increase of about 30% compared to a system
with regular power and bandwidth allocation capabilities was
achieved. In [8] and [9], the system simulation and perfor-
mance comparison between BH systems and non-hopped

systems were evaluated based on the predicted traffic
demands for 2010 from the original ESA DDSO (Digital
Divide Satellite Offer) study [10]. In [11], the BH transmis-
sion scheme, focusing on the forward link, was investigated.
Simulation results have shown that BH satellite systems out-
perform the conventional system in terms of both adapta-
tion throughput matching traffic demands and more efficient
use of available resources. In [12], the BH transmission
scheme was compared with the non-orthogonal frequency
reuse (NOFR) transmission scheme, and the study of the
resource optimization have shown that the BH system per-
forms slightly better than NOFR.

The resource allocation optimization of BH satellite sys-
tems is another research hotspot. In [13]–[17], researchers
optimized beam allocation to improve the system throughput
or matched traffic demands with allocated capacities. In [18]
and [19], optimum power allocation in BH systems was
studied. In [20], a beam resource management algorithm that
adjusts the beam size according to the traffic distribution
was proposed, which can let more users access the satellite
and make full use of beam bandwidth resources by covering
more beam positions. In [21], Han et al. focused on the
delay fairness of each cell in the BH system, and a delay
fairness-oriented BH algorithm was proposed. In [22]–[24],
BH was combined with deep learning or deep reinforcement
learning, which provides a novel optimization method to
obtain the BH transmission scheme.

Besides, BH technology was also used in cognitive satel-
lite systems based on the spatial isolation of spot-beam
to improve the throughput and spectrum efficiency of
systems [25].

The literature review reveals that there is little research
that focuses on the delay problem on BH satellite systems.
The reference [21] pays attention to the delay fairness for BH
satellite systems, but it didn’t try to shorten the transmission
delay. However, the transmission delay is a very important
indicator for most users, which may determine whether users
use the system or not. Thus, the delay problem is worthy of
further study to let users get better QoE.

III. SYSTEM MODEL AND ANALYSIS
A. SYSTEM MODEL
This paper considers a Walker constellation of the LEO satel-
lite communication system operating at Ka-band. The earth
surface is divided into hundreds of satellite coverage areas
and each coverage area is served by a BH satellite, as shown
in Fig. 1. The BH satellites will move at high speed relative to
the ground but the locations of the coverage areas are fixed.
Each satellite is equipped with a phased array antenna that
can focus the spot-beam on a subarea which is also called a
cell in this paper within a period of time. In order to avoid
confusion, in the rest of this paper, cell and beam position
have the same meaning. Fig. 2 shows the diagram of the
phased array antenna that the antenna can form a limited num-
ber of spot-beams and change the direction of spot-beams
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FIGURE 1. The application scenarios of LEO BH satellite systems.

FIGURE 2. The diagram of phased array antennas.

in real-time. In the application scenario, as a supplement to
the ground communication network, the LEO satellite com-
munication system mainly serves low telecommunications
infrastructure areas and mobile hotspot terminals (HTs) such
as aircraft, ocean fishing boats, highspeed rails, outdoor vehi-
cles, etc. HTs are equipped with satellite signal transceivers,
which also have Wi-Fi functions. BH satellites are facing
directly to HTs to implement high-speed wireless commu-
nication at Ka-band. Common user terminals realize network
access through Wi-Fi.

We focus on the downlink which is based on BH technol-
ogy, and the packet queueing delay problem in the satellite
transponder is what we are interested in. The application sce-
nario determines that the HTs in most of the coverage areas
are scarce. Fig. 3 shows the HT distribution in a coverage
area, and the cell distribution under a traditional multibeam
satellite. In the multibeam coverage mode, there are no HTs
in some cells, and some HTs that could be covered by one
cell are distributed in different cells. Therefore, the satellite
resources will be waste inevitably with traditional multibeam
satellites when the HTs are scarce.

B. THE ANALYSIS OF LEO BH SATELLITE SYSTEMS
The mechanism of BH communication makes HTs not con-
tinuously connect with satellites, therefore, the packets in the
satellite transponder can’t be sent toHTs in time.We analyzed
the packet queueing delay problem in BH satellite transpon-
ders to find out the factors that affect the queuing delay.
We assume that NT HTs are located in the coverage area,

FIGURE 3. The HT distribution and the cell distribution in a coverage area.

and the average packet arrival rate (data packets arrived in
the satellite transponder) for the ith HT is denoted as Ai. The
packets have the same length Lp without loss of generality.
All the HTs are covered by Nc cells so that the average packet
arrival rate for the jth cell is given by:

Acj =
∑
i∈Uj

Ai, (1)

where Uj denotes the set of HTs that belong to the jth cell,
Ui ∩ Uj = ∅ for ∀i 6= j. The communication capacity based
on Shannon’s capacity for the jth cell is given by:

Cj = Btot log2

(
1+

αjPtot
Nbn0Btot

)
, (2)

where Btot and Ptot denotes the total bandwidth and power
respectively for the downlink, αj denotes the channel coeffi-
cient from the satellite to the jth cell, Nb denotes the limited
(or maximum) number of spot-beams, and n0 denotes the
power spectral density of noise. Each spot-beam is allowed
to use the total bandwidth and the total power is uniformly
allocated to Nb spot-beams. It is assumed that the HTs
should regularly report some necessary information to the
beam-hoping satellite, and the channel state is included in this
information. The channel state can be obtained either through
direct channel measurement or through a combination of
measurement and channel prediction.

The BH pattern is vital for the stability of the BH satellite
system. The stability here mainly refers to the limited packet
queue for every cell that will not be jammed. Let xi denotes
the time that the ith cell is illuminated during the time interval
[0,T ] in a steady state. Then, for each packet queue, the entire
incoming traffic during the time interval [0,T ] for the ith cell
should be less than the total capacity allocated, that is:

Aci Lp · T 6 xi · Ci ⇒
Aci Lp
Ci

6
xi
T
. (3)

57580 VOLUME 9, 2021



J. Tang et al.: Optimization Method of Dynamic Beam Position for LEO BH Satellite Communication Systems

Since xi 6 T , and substituting (2) into (3), we obtain:

Aci Lp

Btot log2
(
1+ αiPtot

Nbn0Btot

) 6 1. (4)

For the whole system, we ignore the influence of co-channel
interference (CCI) between beams for the time being, and
sum both sides of (3) over i, we obtain:

Nc∑
i=1

Aci Lp
Ci
=

Nc∑
i=1

Aci Lp

Btot log2
(
1+ αiPtot

Nbn0Btot

) 6
Nc∑
i=1

xi
T

6 Nb.

(5)

Similar results are also shown in [19] and [26]. Since the
function log2 (1+ k/x) is monotonically decreasing and the
function x log2 (1+ k/x) is monotonically increasing con-
cerning x for ∀k > 0, if feasible, an appropriate number
Nb should be selected to satisfy the constraint (4) and (5)
simultaneously.

For downlink transmission, intuitively, the policy of select-
ing the Nb largest queues (abbreviated as Largest Queues
Policy, LQP) or the Nb fastest nonempty queues (abbrevi-
ated as Fastest Queues Policy, FQP) to transmit in each
transmission cycle would maximize throughput and achieve
stability. But [19] has proved that the FQP is more unstable
than the LQP, and an example is given. Consider a three-cell
two-beam system with constant communication capacities
(C1,C2,C3) = (2, 2, 1) and constant packet arrival rates(
Ac1,A

c
2,A

c
3

)
= (1, 1, 1/2). All arriving packets have the

same length Lp = 1. According to the FQP, the two beams
will always serve cells 1 and 2 which makes cell 3 jammed.
However, the system is clearly stable by the LQP. To get a
stable system, the LQP is what we base onwhen designing the
BH pattern, and basing on this policy we have further analysis
of the communication capacity and the queueing delay of the
BH satellite.

The throughput of a BH satellite is time-variant with the
different cells are illuminated, but in the long term, the aver-
age percentage of time

(
Tp1,Tp2, . . . ,TpNc

)
that each cell is

illuminated should be:

Tp1 : Tp2 : . . . : TpNc =
Ac1Lp
C1
:
Ac2Lp
C2
: · · · :

AcNcLp
CNc

. (6)

That is to say, the LQP is proportionally fair for each cell.
In this paper, we define the communication capacity CS of
the BH satellite as:

CS
(
Ac1,A

c
2, . . . ,A

c
Nc;Nb

)
= Nb ·

Nc∑
i=1

Aci Lp
Ci∑Nc

j=1
Acj Lp
Cj

· Ci

=
Nb
∑Nc

j=1 A
c
i∑Nc

j=1
Acj
Cj

. (7)

It is noteworthy that the Ac1,A
c
2, . . . ,A

c
Nc in (7) doesn’t

mean that when the ith cell’s average packet arrival
rate must be equal to Aci that the BH satellite has the

communication capacity CS
(
Ac1,A

c
2, . . . ,A

c
Nc;Nb

)
. In fact,

CS
(
ρAc1, ρA

c
2, . . . , ρA

c
Nc;Nb

)
= CS

(
Ac1,A

c
2, . . . ,A

c
Nc;Nb

)
for any positive value ρ.

Concerning the queueing delay, let Z (T ) denotes the
summed packet number arriving into the satellite transponder
during the period [0,T ], andN (t) denotes the packet number
in time instant t in the satellite transponder. According to the
queuing theory, the total queueing time overall the packets
is the integral of the instantaneous packet number multiplied
by time [21]. So the average queueing delay Q could be
transformed into:

Q = lim
T→∞

1
Z (T )

∫ T

0
N (t)dt. (8)

Taking expectation on both sides of (8), we obtain:

E [Q]

= lim
T→∞

1
E [Z (T )]

∫ T

0
E [N (t)]dt

= lim
T→∞

1

T
∑Nc

i=1 A
c
i Lp

∫ T

0

Nc∑
i=1

E [Ni (t)]dt

= lim
n→∞

1

n∆t
∑Nc

i=1 A
c
i Lp

n∑
m=1

∫ m∆t

(m−1)∆t

Nc∑
i=1

E [Ni (t)]dt, (9)

where Ni (t) denotes the packet number in time instant t in
the satellite transponder and should be transmitted to the ith
cell, and∆t is a timeslot which is the minimum time unit. Our
system switch beams every timeslot1 based on the LQP, so the
timeslot∆t can’t be too long or too short. Too long a timeslot
causes a long queueing delay, and too short a timeslot is not
time-abundant to let the system be prepared for transmission
in the next timeslot. Now let us consider the change from
Ni (m∆t) to Ni (m∆t +∆t), in (10), as shown at the bottom
of the page. ∆Am denotes the number of arriving packets
during (m∆t,m∆t +∆t), and when the ith cell is illuminated
in this period, Φi (m) = 1, otherwise, Φi (m) = 0.
The change of the number of packets in a timeslot illus-

trates that the packets arrived during the illumination timeslot

1This is different from BH systems with BH time window. Those systems
usually allocate continuous timeslots to cells within the BH time window,
which causes longer queueing delay than our system.

Ni (m∆t +∆t)− Ni (m∆t) =


Ni (m∆t)+∆Am, Φi (m) = 0
Ni (m∆t)− Ci∆t/Lp +∆Am, Φi (m) = 1 and Ni (m∆t) > Ci∆t/Lp
∆Am, Φi (m) = 1 and Ni (m∆t) 6 Ci∆t/Lp

(10)
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will not be transmitted immediately in this timeslot, and we
can reasonably deduce that the average illumination interval
Tqi between two consecutive illumination timeslot for the ith
cell is negatively correlated with the average percentage of
illumination time Tpi, that is:

Tq1 : Tq2 : · · · : TqNc =
C1

Ac1Lp
:
C2

Ac2Lp
: · · · :

CNc
AcNcLp

. (11)

For the ith cell, there is:

∆t : Tqi = Nb ·
Aci Lp
Ci
:

Nc∑
j=1

Acj Lp

Cj
. (12)

We have:

Tqi =
∆t
Nb
·

∑Nc
j=1

Acj
Cj

Aci
Ci

. (13)

Since the packets arrive evenly on the time axis, the average
queueing delay QS

(
Ac1,A

c
2, . . . ,A

c
Nc;Nb;∆t

)
for the whole

system is:

QS
(
Ac1,A

c
2, . . . ,A

c
Nc;Nb;∆t

)
=

Nc∑
i=1

Tqi
2 A

c
i∑Nc

j=1 A
c
j

. (14)

Substituting (13) into (14), we obtain:

QS
(
Ac1,A

c
2, . . . ,A

c
Nc;Nb;∆t

)
=
∆t
2Nb
·

∑Nc
i=1 Ci

∑Nc
k=1

Ack
Ck∑Nc

j=1 A
c
j

.

(15)

After the previous analysis, (7) and (15) show the com-
munication capacity and the average queueing delay respec-
tively for the BH system with the LQP. Our purpose is to
shorten the average queuing delay as much as possible in the
case of satisfying the traffic demand. The related parameters
including ∆t , Nb, and Nc, while the value of ∆t and the
number of Nb are pre-defined in the system design according
to the hardware conditions. The number of Nc is optimizable
benefiting from the beam of phased array antenna can be
pointed arbitrarily. Hence, the optimized cell division with
a minimal number of cells will shorten the average queuing
delay effectively, which we will introduce in the next section.

C. CCI CONSTRAINTS
When analyzing the stability of the system, we ignore the
influence of CCI between beams for the time being. In fact,
as is shown in Fig. 2(b), some adjacent cells are close enough
that there will be CCI when those cells are illuminated at
the same time. Hence, an interference avoidance mechanism
is needed. According to the radiation pattern of the phased
array antenna, when the distance between two beams is large
enough, the CCI between beams will be so weak that it can be
ignored. Based on this characteristic, we set a keep-out radius
Rk for all cells as the minimum spatial isolation distance

between any two cells. We consider an interference matrix
M =

[
Υij
]
Nc×Nc

, and we have:

Υij =

{
1, Dij < Rk
0, Dij > Rk .

(16)

whereDij denotes the distance between the centers of the cell
i and the cell j, Υij = 1 represents that there is CCI between
cell i and cell j, otherwise Υij = 0. The cell set is represented
as C =

{
c1, c2, . . . , cNc

}
, and we define an interference

group I =
{
I1, I2, . . . , INI

}
which can be extracted from the

interference matrix M . Interference group I and set Ik are
defined with the following properties:
Property 1: Dij < Rk for ∀ci, cj ∈ Ik .
Property 2: Ii 6⊂ Ij for ∀Ii, Ij ∈ I.
Property 3: ∀cl /∈ Ik and l ∈ C, ∃cj ∈ Ik let Dlj > Rk .
Property 4: ∀ci, cj ∈ C and Dij < Rk , ∃Ik ∈ I let{

ci, cj
}
⊆ Ik .

Each set Ik in the interference group I means that any two
cells in the set Ik can’t be simultaneously illuminated based on
the interference avoidance mechanism. To achieve stability
over the cells in any set Ik ∈ I, refer to (5), we obtain:∑

i∈Ik

Aci Lp
Ci

6 1 for ∀k = 1, 2, . . . ,NI . (17)

Inequalities (4), (5) and (17) give the constraints for the
stability of the system. The local area with overload traffic
may need a congestion control strategy to satisfy all the
constraints. It should be clarified that the constraint (17) is
not unique to BH systems, and multibeam systems will also
face a similar constraint.

FIGURE 4. The diagram of phased array antennas.

IV. P-CENTER PROBLEM ALGORITHM
Covering all the HTs with a minimal number of cells is
an effective way to shorten the average queueing delay.
In our systems, the hopping beam is the circular beam, as is
shown in Fig. 4, and its radiation pattern (simplified) [27]
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is given by:

Gt (θ) = G0

[
J1 (u (θ))
2u (θ)

+ 36
J3 (u (θ))

u (θ)3

]
, (18)

where θ is the off-axis angle, G0 is the peak beam gain
defined as G0 = ηN 2π2/θ23dB, η is the antenna efficiency
generally equal to 0.65, N = 65 for phased array antenna,
θ3dB is the 3dB gain angle of the antenna, J1 (·) and J3 (·)
represent the Bessel function of the first kind and the third
kind respectively, u (θ) = 2.07123 sin θ/ sin θ3dB.
The problem that covering all the HTs with the min-

imal number of cells is a derivative problem of p-center
problem [28], [29] in plane geometry for the circular
cells. p-center problem can be defined as follows: given
a set S = {s1, s2, . . . , sn} of n points in a plane,
p-center problem seeks the location of p centers c1, c2, . . . , cp
such that the maximum distance of any given point from its
closest center is minimized, that is:

min
c1,c2,...,cp

{
max
16i6n

{
min

16j6p
d
(
si, cj

)}}
, (19)

where d (a, b) is the Euclidean distance between two points
a and b which are located at a (xa, ya) and b (xb, yb) respec-
tively. It is assumed that the set of all the HTs in a coverage
area is U =

{
u1, u2, . . . , uNT

}
and the maximum cell radius

is rmax. The problem of finding the minimal number of cells
is translated to the problem of finding the smallest integer p
that satisfied the constraint:

rmax > min
c1,c2,...,cp

{
max

16i6N

{
min

16j6p
d
(
ui, cj

)}}
. (20)

Basing on the p-center algorithm in [29], we make a little
modification in our p-center algorithm.
Let us define some concepts that we shall need later. Let

F (Λ) be the minimum distance for the 1-center problem
consisting of the points of Λ. F (Λ) is given by:

F (Λ) = min
X∗

{
max
si∈Λ

{
d
(
si,X∗

)}}
, (21)

and X∗ (Λ) is the optimal center of the problem (21). The
following lemma is self-evident.
Lemma 1: If Λ ⊂ Ω , then F (Λ) 6 F (Ω).
For the 1-center problem based on all points of the set Λ,

there exists a subset B (Λ) of no more than three points with
the following properties:
Property 1: F (B (Λ)) = F (Λ).
Property 2: X∗ (B (Λ)) = X∗ (Λ).
B (Λ) is called the ‘‘binding subset’’.
Lemma 2: If si ∈ Λ and si /∈ B (Λ), then F (Λ− {si}) =

F (Λ).
Proof : Since B (Λ) ⊆ Λ − {si} ⊆ Λ, by Lemma 1,

F (B (Λ)) 6 F (Λ− {si}) 6 F (Λ). By property 1,
F (B (Λ)) = F (Λ). Hence, F (Λ− {si}) = F (Λ).
We take a case of 8 points {s1, . . . , s8} and 3 centers
{c1, c2, c3} for example, as shown in Fig. 5.
Step 1: Randomly select three points as centers out of the

point set, as shown in Fig. 5(a), and each point is assigned

FIGURE 5. An example of the p-center algorithm.

to the center which is the nearest to the point. If a point can
belong to more than one center, assign it arbitrarily to one
center. The point set is divided into 3 subsets {Λ1,Λ2,Λ3}

that Λi =
{
sk |d (sk , ci) 6 d

(
sk , cj

)
,∀i 6= j

}
.

Step 2: Update the centers for the 3 subsets, as shown from
Fig. 5(a) to Fig. 5(b).
Step 3: Consider a rearrangement at a time that removes

point si from Λj and add it to another subset Λk if
max{F(Λj − {si}),F(Λk + {si})} < max{F(Λj),F(Λk )},
as shown from Fig. 5(b) to Fig. 5(c). By Lemma 1, only
the value of F(Λj) may decrease. By Lemma 2, the value of
F(Λj) may decrease by the rearrangement only if si ∈ B(Λj).
So we should select the point out of the binding subset of Λj
and add it to the subset Λk that F(Λj) > F(Λk ).

Step 2 and step 3 are applied alternately until neither
changes the partition. The p-center algorithm in [29] only
searches the minimum distance from points to centers, and
in our example, it will stop at the state shown in Fig. 5(c).
However, the division of subset 2 and subset 3 can still be
optimized such as from Fig. 5(c) to Fig. 5(d). This is the
difference between our p-center algorithm and the p-center
algorithm in [29]. It is quite important to separate adjacent
cells and shrink the cell radius as much as possible, the former
is for less CCI between adjacent cells and the latter is for
higher received power.

V. CELL DIVISION OPTIMIZATION
A. CELLS SELECTION
Due to the interference avoidance mechanism, the LQP
should be modified a little without affecting the results of
the previous analysis. The cell selection algorithm is shown
in Algorithm 1. The packet number at the beginning of the
mth timeslot in the ith queue is denoted as Ni ((m− 1)∆t).
We select the cell from front to back based on the descending
order ofNi ((m− 1)∆t) for i = 1, 2, . . . ,Nc at the beginning
of themth timeslot. If the selected cell will cause interference
to the previously selected cells according to the interference
matrix M , skip this cell and consider the next cell until Nb
cells are selected.
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Algorithm 1 The Cell Selection AlgorithmWith Interference
Avoidance
Input: Ni ((m− 1)∆t), Nb, M
Output: Serial numbers of Nb selected cells Cselect
Begin:
1: Reorder Ni ((m− 1)∆t) in descending order obtain{

N 1
i ,N

2
j , . . . ,N

Nc
k

}
.

2: Set count = 0, index = 1, Cselect = ∅.
3: while count 6= Nb do
4: Select N index

n .
5: if Υnm = 0, ∀m ∈ Cselect then
6: Cselect = Cselect ∪ n
7: count = count + 1
8: end if
9: index = index + 1

10: end while
End

Algorithm 2TheCell DivisionOptimizationAlgorithmWith
Fixed Cell Radius
Input: The coordinates of HT

(
xui , yui

)
, rfix

Output: The centers of optimized cells
Begin:
1: Set p = 1.
2: while true do
3: p-center problem algorithm computes

min
c1,c2,...,cp

{
max

16i6N

{
min

16j6p
d
(
ui, cj

)}}
.

4: if the constraint (18) is satisfied then
5: break
6: else
7: p = p+ 1
8: end if
9: end while

10: Calculate the optimal cell center by the 1-center problem
algorithm.

End

B. CELL DIVISION OPTIMIZATION
When the phased array antenna has a fixed 3dB gain angle
θ3dB, the cells have almost the same radius rfix . The cell
division optimization is a simple problem of finding the
smallest integer p that satisfied the constraint (20). The cell
division optimization algorithm with the fixed cell radius is
summarized in Algorithm 2. In this paper, the p-center prob-
lem belongs to the absolute p-center problem. Even though
we hope to find the smallest integer p, p-center problem has
been proved to be an NP-hard problem. To get a better result,
Algorithm 2 can be computed repeatedly to get the optimal
value. According to the radiation pattern of the antenna,
the HTs will receive higher signal power as they get closer
to the center of the cells. Thus, we also hope that after the
division of the cells to which the HTs belong, the HTs will
be as close as possible to the center of the cells. In step 10 of

Algorithm 2, calculating the optimal cell center is a special
case of p-center problem when p = 1. The location of the
cell center can be determined by the 1-center algorithm [30].

When the 3dB gain angle of the antenna θ3dB is adjustable,
and the cell radius range from rmin to rmax . It should be
noted that the HTs can receive higher signal power as the
θ3dB is narrower. Therefore, the smaller cell has a higher
transmission capacity, otherwise, the reverse. Although the
smallest integer p may get with all cells’ radius is rmax ,
which is what we want, it has a higher priority to satisfy the
traffic demand in the coverage area. We can’t increase the
radius of the cells blindly, which may lead to the transmission
capacity of the satellite lower than the traffic demand. The
cell division optimization algorithm with the variable cell
radius should satisfy the constraints (4), (5), (17) and (20).
The constraint (4) indicates that the communication capacity
provided to a cell should greater than the traffic demand of
this cell. The constraint (5) indicates that the communication
capacity provided to all cells should greater than the traffic
demand of all cells. The constraint (17) indicates that the
communication capacity provided to a set Ik ∈ I should
greater than the total traffic demand of the cells belong to the
set Ik . The constraint (20) indicates that the cell radius should
not exceed the maximum allowed radius. Algorithm 3 is the
cell division optimization algorithm with the variable cell
radius. Similarly, the 1-center algorithm can not only locate
the optimal cell center but also compute the minimal radius of
each cell. Of course, the cell radius cannot be less than rmin.

Algorithm 3TheCell DivisionOptimizationAlgorithmWith
Fixed Cell Radius
Input: The coordinates of HT

(
xui , yui

)
, rmin and rmax

Output: The centers and radii of optimized cells.
Begin:
1: Set p = 1.
2: while true do
3: p-center problem algorithm computes

min
c1,c2,...,cp

{
max

16i6N

{
min

16j6p
d
(
ui, cj

)}}
.

4: Compute Aci , Ci, M , I
5: if constraints (4), (5), (17) and (20) are satisfied then
6: break
7: else
8: p = p+ 1
9: end if

10: end while
11: Calculate the optimal cell center and minimal cell radius

by the 1-center problem algorithm.
End

C. ALGORITHM COMPLEXITY ANALYSIS
We analyzed the algorithms from two aspects of space
complexity and time complexity. Algorithm 1 is a simple
algorithm, its space complexity is O (1) and time complex-
ity is O (n). Algorithm 2 and Algorithm 3 have the same
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space complexity and time complexity. The space complex-
ity of both algorithms is O (n). As for the time complex-
ity, In [29], the lower bound of the time complexity of the
p-center algorithm isO

(
n2
)
. In Algorithm 2 andAlgorithm 3,

the p-center algorithm needs to be executed NT times at most
and the 1-center algorithm’s time complexity is O (n) [30].
Hence, Algorithm 2 and Algorithm 3 have the lower bound
of the time complexity O

(
n3
)
. Although Algorithm 2 and

Algorithm 3 have cubic time complexity, our algorithm is still
applicable. On the one hand, the number of HTs in satellite
coverage areas is small; on the other hand, when the location
of HTs does not change greatly, there is no need to optimize
beam positions in real-time.

FIGURE 6. The optimized cell division with fixed cell radius (a) and
variable radius (b).

VI. NUMERICAL RESULTS
In this section, we simulate to verify the theoretical analy-
sis above and show the performance of cell division opti-
mization. As a contrast, a BH multibeam system defined
in [] is presented as a benchmark system. For simplicity,
the cell division optimized BH system with a variable or
fixed cell radius is abbreviated as Sys 1 and Sys 2 respec-
tively, and the BH multibeam system is abbreviated as Sys
3. The BH multibeam system fully covers a coverage area
by spot-beams, but for a fair comparison, the BH multi-
beam system also adopts the LQP. The cell division of the
BH multibeam system is shown in Fig. 3. The optimized
cell division with a fixed cell radius is shown in Fig. 6(a).
While the optimized cell division with variable cell radius is
not only dependent on the HTs distribution but also related
to the traffic distribution, and Fig. 6(b) shows one of the
cell division cases. Some simulation parameters are shown
in TABLE 1.

To verify the theoretical communication capacity shown
in (7) and the theoretical average queueing delay shown
in (15), the average packet arrival rate Ai is randomly selected
in a proper range to make sure that the system reaches sat-
uration throughput or unsaturation throughput. We compare
the average throughput and the average queueing delay in the
simulation time with the theoretical values of the Sys 2 and
take the number of hopping beams Nb as the independent
variable. The simulation results are shown in Fig. 7 and
Fig. 8. The theoretical expressions show that the beam size

TABLE 1. Simulation parameters.

FIGURE 7. The throughput simulation of Sys 2 (Ai ∈ [200, 2000],
Lp = 100bit).

does not affect the communication capacity and the aver-
age queuing delay. Therefore, the simulation of Sys 2 can
prove the correctness of the two theoretical expressions. The
simulation values are in good agreement with the theoretical
values, which means that (7) and (15) provide fairly accurate
estimates for the communication capacity and the average
queueing delay of the BH system with the LQP.

Fig. 9 and Fig. 10 respectively illustrate the system
throughput and the queueing delay comparison among the
three systems. The Sys 1 has the highest throughput and
the lowest queueing delay due to its adjustable cell radius.
When the traffic load is low, the Sys 1 can appropriately
increase the radiation angle to cover all HTs with less
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FIGURE 8. The throughput simulation of Sys 2 (Ai ∈ [20, 200],
Lp = 100bit).

FIGURE 9. The system throughput comparison of the three systems.

number of cells. When the traffic load is high, some cells
in the Sys 2 and Sys 3 will be jammed due to the unbal-
anced traffic distribution, while the Sys 1 can appropriately
decrease the radiation angle to obtain higher beam capac-
ity. The Sys 2 and Sys 3 have almost the same through-
put, but the queueing delay in the Sys 2 is lower than that
in the Sys 3. The cell division optimized systems we pro-
posed can shorten the queueing delay up to 40% compare
to the BH multibeam system, which will greatly improve
the QoE.

Fig. 10 focuses on the average queueing delay for the
whole system, but it is necessary to investigate the average
queueing delay for each individual HT. We simulate to show
the average queueing delay of the first 100 HTs of the three
systems, as shown in Fig. 11. In Sys 3, the variance of average
queuing delay among HTs is larger than that in Sys 1 and
Sys 2. From equation (13) we have known that the average
illumination interval is traffic-related, the cell with a higher
traffic load has a shorter average illumination interval, and
vice versa. That is to say, the queueing delay with the LQP is
not a queueing delay fairness policy for each individual HT.
Some isolated HT will not get timely service. However, our

FIGURE 10. The system avarage queueing delay comparison of the three
systems.

TABLE 2. Definition of possible confusing parameters and symbols.

cell division optimization method gathers HTs in the same
cell, which reduces the number of isolated HT and makes the
queueing delay fairer for each individual HT.
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FIGURE 11. The average queueing delay for each individual HT (Traffic rate equal to 2Gbps).

VII. CONCLUSION
In this paper, a cell division optimization method for LEOBH
satellite communication systems is proposed to shorten the
packet queueing delay. Firstly, to achieve a stable BH satellite
system, we adopt the LQP to design the BH pattern. Based
on the LQP, we have further analysis of the communication
capacity and the queueing delay of the BH satellite, and
we find that reducing the cell number can be an effective
way to shorten the packet queueing delay. Then, we turn
the cell division problem into a p-center problem to try to
cover all HTs with the least number of cells. The cell division
optimization algorithm is proposed based on the HT distri-
bution and the traffic distribution. Finally, the performance
of the cell division optimization for the LEO BH satellite
system is evaluated, and simulations show that the packet
queueing delay is shortened greatly after the cell division
optimization.

APPENDIX
See Table 2.
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