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ABSTRACT Human-mobile interaction is aimed at facilitating interaction with the smartphone devices. The
conventional way to interact with mobile devices is through manual input where most of the applications
are made assuming that the end user has full control over their hand movements. However, this assumption
excludes people who are unable to use their hands or have suffered limb damage. In this paper, we proposed
a nose and teeth based interaction system, which allows the users to control their mobile devices completely
hands free. The proposed system uses the front facing camera of the smartphone to track the position of the
nose for cursor control on the smartphone screen. The system detects teeth for performing the touch screen
events such as tap, scroll, long press, and drag.Viola-Jones algorithm is used to detect the face and teeth based
on the Haar features. After detecting the face, the nose position is calculated and tracked continuously using
Lucas Kanade’smethod for optical flow estimation. All the touch screen events have been implemented in the
system so that the user can execute all the operations of the smartphone. To evaluate the performance and the
effect of (smartphone) device type on the execution time, the proposed system was installed in 3 smartphone
devices and 7 trials for each device were performed by 3 different able-bodied elderly persons. The result
shows a significant success rate for the detection of nose and teeth, and for the execution of the operations.
The execution time of each operation slightly varies by 0.72s on average because of the configuration of the
smartphones.

INDEX TERMS HCI, human-mobile interaction, gesture operations, disabled user, accessibility, mobile
device, smartphone.

I. INTRODUCTION
HumanComputer Interaction (HCI) is a field of study in com-
puter science, which is dedicated to facilitate the interaction
between computing devices (desktop computers, mobiles,
etc.) and the users [1]. It has become a very important research
field due to the fact that HCI makes systems more functional,
safe and increases the usability and user experience (UX).
Furthermore, in recent times, research interests on real time
HCI have been growing [2].

Smartphones are widely adopted and used around the
world. According to a recent statistic, the number of smart-
phone users in the world is 3.5 billion, which means 45.04%
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of the world’s population own a smartphone and it is expected
that by the year 2021 there will be 3.8 billion smartphone
users [3]. But not much has been done to enable a user to use
the smartphone completely hands free.

People with different conditions like cerebral palsy, neuro-
logical injury or stroke, disability of the limbs, loss of arms
due to accidents or other hand related disabilities are unable to
interact with desktop computers and smartphones in the usual
way [1], [4]–[6]. Research in the field of HCI has introduced
various alternative means of interaction with mostly desktop
computers through different facial components like nose,
eyes, teeth, etc. Among these, most of the articles focused
on the nose and teeth for interaction with desktop computers
[1], [2], [7] whereas, voice based interaction is used in some
mouse operations [7]. Some other works focus on the use
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of eye movements to interact with desktop computers [4],
[5], [8] and eye blinking to interact with smartphones [6].
An Android-based application has also been developed to use
smartphone using only the movement of the human-face [9].

The prior works thus confirm that there are few systems
that explicitly focus on the interaction between the disabled
users and their smartphones, even though the number of
mobile users around the world are more than desktop users.
To aid these people (disabled mobile users), HCI can play a
very important role. Thus, an innovative hands-free system
is required to be developed for the smooth interaction with
smartphone for these users. Therefore, the objective of this
research is to develop a nose-mobile-interaction (NMI) sys-
tem for disabled people to facilitate effective and efficient
interactions to seamlessly operate mobile devices or smart-
phones. To attain this research objective, an NMI system is
developed to enable a person, who does not have the ability
to use his or her hands freely, to use the smartphone by means
of cursor pointer manipulation. A ‘nose-teeth’ interaction
approach is adopted to develop the NMI system where a cur-
sor pointer can be moved by the user’s nose and the user will
be able to execute different smartphone operations like tap,
drag, swipe, scroll, etc. by only showing the teeth. As such,
the term ‘nose-teeth’ is referred to the means of interaction
with smartphone through the user’s nose and teeth.

This article has been organized as follows. The litera-
ture review has been presented in LITERATURE REVIEW
section. The development and design of the system has been
provided in DEVELOPMENT OF THE SYSTEM section.
DEMONSTRATION section presents the various use cases
of our system. In DISCUSSION section, results of the exper-
iment are discussed and concluding remarks are presented in
CONCLUSION section.

II. LITERATURE REVIEW
A number of research has been conducted focusing on the
alternate means of interaction between human and computers
or mobile devices; some of which were concluded by high-
lighting the important issues and possible research scopes for
further investigation.

A. INTERACTION WITH DESKTOP COMPUTER
A solution with assistive technologies is presented in [7].
Here, the Viola-Jones algorithm [10] is used for the detection
of face, and nose tracking is done with template matching
method [11]. For voice interaction, speech Application Pro-
gram Interface (API) is used to detect and identify the voice
commands. These voice commands are mapped to various
mouse related functions. Similarly, in [1], Viola-Jones algo-
rithm is adopted to control the mouse cursor by moving
the user’s nose, and the click function is activated on the
detection of teeth. The system proposed by Lal & Chiddarwar
[2] tracked the user’s nose for cursor control, eye blink is
detected for click operation and smile is detected for scrolling
of the pages. In [2], face landmark detection algorithm [12] is
used to localize facial features for controlling the computer.

However, in low light conditions, the face landmark detection
accuracy decreases, which leads to missing of few eye blinks,
and the scrolling works only if a big smile is detected. Again,
in [13] authors implemented a vision-based face tracking
system that allows the user to control the cursor. The cursor
movement is controlled with the nose, and clicking is simu-
lated by opening the mouth. The location of the nose tip is
estimated within a small region below the eyes. Systematic
evaluation of the functionality of the clicking operation is yet
to be done.

Eye movements and the opening and closing of the eyes
are used for cursor movement [4], [8]. In [8], no mouse action
is proposed, but eye blinking is used for executing a mouse
action in [4]. In this case SVM, classification method [14] is
used for classifying the eye movements. Using face recog-
nition and extraction of user eyes’ location as a method
is proposed in [5]. The machine learning model is trained
manually using Adaboost algorithm [15] based on the skin
colour feature. Point feature is tracked over the video frame
by Lucas Kanade algorithm [16] & rotation matrix and trans-
lation vector is used to calculate the location of pointer for
creating click events [17]. A system is proposed in [18],
where head movement is used to control the cursor and
speech recognition is used to perform mouse action. In [19],
a Convolutional Neural Network (CNN) model is proposed
for face point detection. For facial expression recognition,
they use an end-to-end learning model that simultaneously
performs facial image synthesis and gesture-invariant facial
expression recognition. For sight tracking, they mathemat-
ically describe the relationship between the possible center
of eye and the direction of all image gradients. Similarly,
in [20], a system is developed to allow the user to interact
with an application using hand gestures. Also, computer
access becomes a very challenging task for the people having
limited head movement, since the users depend on single
head-gesture to interact with a computer. Very recently to
address this limitation, Esiyok et al. [21] proposed and eval-
uated two novel interaction techniques namely HeadGyro
and HeadCam based on software switch approach. In this
case, the HeadGyro software switch showed slightly higher
performance than the HeadCam. Again, in [22], a system
is designed to control the movements of the mouse cursor
by capturing the head movement. Their study shows that
using CNN, the accuracy for head classification is greater
than eye blink classification and CNN models perform better
than the multilayer perceptron and Histogram of oriented
gradients-Support Vector Machine models.

B. INTERACTION WITH SMARTPHONE
There is little research done till now using different facial
components to enable users to interact with their smartphone.
For example, a system is proposed in [6] for the disabled users
so that they canmake phone calls completely hands-free. This
system presents a real time method based on some video and
image processing algorithms for eye blink detection. If the
eyes are closed, it means the eyes blinked, and a call to a
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TABLE 1. Summary of existing tools in terms of their features and objectives.

specific phone number will be made, otherwise no phone call
will be made [6]. In another system [23], hand gestures are
used to give commands to themobile device. Here skin colour
detection algorithm based on HSV color space [24] is applied
to detect the color of both the face and the hand in an image.
In [25], a systematic literature review is conducted focusing
on various foot based interaction techniques to highlight
the potential applications of foot-based interfaces for mobile
device.

C. EMBEDDED SYSTEM TO INTERACT
WITH DESKTOP COMPUTER
Few other studies have focused on the development of embed-
ded systems to interact with desktop computers. For example,
an embedded system is implemented in [26] where, mag-
netometer and accelerometer sensors are used to measure
head movements for controlling cursor movements and a flex
sensor is attached with the user’s cheek muscle, so that, when
it bends, a click event occurs. In [27], a system based on the
EPOC+ device to control the computer with facial expres-
sions and motion sensors is developed for motor impaired
users. Similarly, Abiri et al. [28] discussed a Brain Computer
Interaction (BCI) based interaction system for controlling
the cursor using EEG signals. Another interaction technique
based on a person’s respiration is presented in [29] where
two methods are used to create an event in the system for
interaction. In one of the two methods, a microphone is used
to detect hard exhalation (person’s breath) by the user. In the
other method, a thin material is placed in front of a camera.
On that material, a quadrilateral is drawn. Upon exhalation
by the user, the material expands and the quadrilateral size
increases. This change of quadrilateral size is detected by the
camera and this results in exhalation detection.

D. INTERACTION WITH OTHER DEVICES
A few other recently published articles focused on different
ways to interact with other devices such as controlling robots
remotely, interacting with a virtual environment, controlling
3DTV, etc. For example, in [30], a system is proposed to
control a robot from a distance using hand gestures in LMC

(Leap Motion Controller) on the desktops. Similarly, in [31],
BCI and AR technologies are combined together to interact
with robots remotely. In [32], eye gaze tracking is used to
pinpoint a location in a virtual environment and using forearm
muscle contractions, an action can be performed on that
location. The main limitation of this system is the accuracy
of eye-gaze tracking in VR. Human-3DTV interaction sys-
tem is presented in [33], which enables users to control the
television by directly touching a virtual interface with simple
free-hand gestures.

E. EXISTING TOOLS/APPLICATION FOR HANDS FREE
INTERACTION WITH SMARTPHONE
A few tools and applications are also available for hands-free
cursor control. A summary of the existing tools in terms of
their features and objectives are provided in Table 1. The
first one is an application called EVA facial Mouse Pro.
It tracks the human face to move the cursor. The other two
are hardware tools to perform the functions of a computer
mouse. Both use head movements to move the cursor, both
are light-weight but very expensive.

F. EVALUATION AND COMPARING THE SYSTEM
PERFORMANCE
A few other studies were conducted that focused on compar-
ing the performance between different types of interaction.
In [36], a usability study is conducted to explore which
approach is better between the eye movement approach and
the nose tracking approach. The study showed that using eye
movement the user can actually move the cursor horizontally,
but cannot properly move it vertically as the pupil movement
is limited. On the other hand, with a nose tracking approach,
the user is able to move the cursor to the desired position
easily. To perform mouse click with an eye blink, a few
attempts are needed for the user to get the desired result.

The various Algorithms and techniques used in such kind
of research is shown in Table 2, which shows that Viola-Jones
algorithm is used most to detect facial features and Lucas
Kanade optical flow algorithm, template matching methods
are used for tracking facial features. Patel and Shukla com-
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TABLE 2. Algorithm or method or technique used in previous research.

pared the optical flow algorithm [37] which showed that
Lucas Kanade algorithm is robust in presence of noise and
angular error is less than Horn-Schunck algorithm.
In summary, the existing research has provided a number

of issues. Firstly, most of the studies focus on the interac-
tions with desktop computer using facial gestures. Secondly,
a limited number of works focus on smartphone interac-
tion. Moreover, these studies do not properly investigate
on how to perform all the basic operations of smartphone
using facial gestures. Thirdly, various alternate means of
interaction like nose, eye, teeth, etc. are proposed to enable
users to interact with different kinds of devices. In this case,
NMI performs better than eye computer interaction. Fourthly,
a few embedded or hardware based systems are proposed but
these are mostly for interacting with desktop computers and
other devices like robot,3DTV, etc. Such solutions are based
on additional hardware devices and sensors which are very
costly. Fifthly, some research do not focus on the disabled
people and consider their limitations. For example, some
people may not have hands and hence, hand gesture based
interactions are not applicable for them. However, analyzing
the bottlenecks and hindrances of these above mentioned
problems and to mitigate the research gap to some extent,
we set the objective of this research to develop a nose-teeth
based mobile interaction system. The proposed system does
not require any additional hardware device for controlling an
android smartphone.

III. DEVELOPMENT OF THE SYSTEM
In this section, the development process of NMI system is
discussed in two phases namely (a) cursor movement by nose
and (b) teeth detection and gesture operation execution. This
is in accordance with the aim of this research. In both phases,

image frames are continuously taken in real time using the
system’s (smartphone’s) camera.

A. CURSOR MOVEMENT BY NOSE
This is the first phase of the development of the system.
A basic flowchart explaining the process of cursor movement
is shown in Fig. 1.

FIGURE 1. A basic flow chart to represent the process of cursor
movement.

In order to move the cursor by nose, firstly an image frame
is taken using the smartphone camera. The image is then
converted into a grayscale image. The grayscale image is then
stored as a matrix. The number of elements in the matrix is
equal to the total number of pixels in the grayscale image.
Each element of the matrix contains the intensity value of
its corresponding pixel in the grayscale image. The intensity
values range from 0 to 255 with 0 being pure black and
255 being pure white. Image frames are taken continuously
from the smartphone camera. A counter is kept to keep track
of the number of image frames processed so far.

A mechanism for nose detection and tracking was needed.
For nose detection, we used the Viola-Jones algorithm [10]
and for nose tracking, we used Lukas Kanade’s method for
optical flow estimation [38]. The Viola-Jones algorithm is
a face detection algorithm. It outputs the co-ordinates of a
rectangle surrounding the user’s face in the image frame. The
center of that rectangle is the position of the nose.

Once the position of the nose is found, it needs to be
tracked. For this reason, Lukas Kanade’s method (for optical
flow estimation) is used. This method takes in 3 parameters
which are the last image frame, the image frame that was
taken in immediately before the last image frame and the last
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TABLE 3. Description of variables.

known position of the nose. It outputs the present position of
the nose based on these three parameters.

The last two positions of the nose in the last and second last
image frames respectively are used to calculate howmuch the
nose has moved. Based on the displacement and direction of
the nose movement, the cursor is moved.
Lucas Kanade’s method for optical flow estimation may

sometimes lose track of the nose position. So after every
10 frames, we apply theViola-Jones algorithm to re-detect the
nose position. Then it is again tracked by the Lukas Kanade’s
optical flow algorithm.
The process of cursor movement using nose movement has

been showed in Algorithm 1. The variables used in Algo-
rithm 1 are briefly presented in Table 3.

As presented in Algorithm 1, the image frames are contin-
uously received using the smartphone’s camera. Each image
frame is stored as a grayscale matrix representation by a vari-
able named presentMatrix. The total number of input image
frames taken in so far using camera is stored in a variable
named frameCount. The value of the frameCount variable is
initially set to 0. It is again set to 0 when it has reached the
value of 100. Whenever the value of frameCount is divisible
by 10, the Viola-Jones algorithm is executed to form a rectan-
gle around the face of the user in the presentMatrix variable.
The top left and bottom right co-ordinate of the face rectangle
is stored in faceRect variable. The centre of this rectangle
gives the co-ordinates of the nose. This co-ordinate of the
nose is stored in the variable presentNosePoint. The center of
the presentMatrix is stored in the variablematrixCentrePoint.

Algorithm 1 Cursor Movement by Nose Tracking
input : Image frame of face is taken using the

smartphone’s camera
output: Movement of the cursor as per the nose position

1 frameCount=−1
2 while true do
3 Continuously take image frame of face from the

selfie camera
4 Store input image as greyscale matrix in

presentMatrix
5 frameCount=(frameCount+1)%101
6 if frameCount%10==0 then
7 faceRect=

ViolaJonesFaceDetection(presentMatrix)
8 presentNosePoint=centre of the faceRect
9 else
10 presentNosePoint

=LukasKanadeOpticalFlow(presentMatrix,
prevMatrix, prevNosePoint)

11 end
12 prevNosePoint=presentNosePoint
13 Calculate difference between presentNosePoint and

prevNosePoint
14 Move cursor based on the difference
15 teethMatrix=submatrix of presentMatrix for teeth

detection
16 TeethDetectionModule(teethMatrix)
17 prevMatrix=presentMatrix
18 end

The nose is thus detected using Viola-Jones algorithm as
showed in Fig. 2(a)

Before taking the next image frame, this nose co-ordinate
is stored in prevNosePoint and the matrix in presentMatrix is
stored in prevMatrix.
When the frameCount variable is not divisible by 10,

the Lukas Kanade’s method is executed for optical flow
estimation. This method takes prevMatrix, presentMatrix and
prevNosePoint as parameters. It tracks the co-ordinates of
the nose and stores it in the presentNosePoint variable. Nose
tracking using Lukas Kanade’smethod is showed in Fig. 2(b).

After the use of Lukas Kanade’s method and before tak-
ing the next image frame, this nose co-ordinate is stored in
prevNosePoint and the presentMatrix is stored in prevMatrix.
The center of the presentMatrix is stored in the variable
matrixCentrePoint.

For cursor movement and cursor speed control, 3 regions
have been considered around the centermatrixCentrePoint of
the presentMatrix as shown in Fig. 3. In the first region (rect-
angle) at the center, if the presentNosePoint remains located
as shown in Fig. 3(a) then the cursor will be stationary.
If the presentNosePoint goes into the second region as shown
in Fig. 3(b) the cursor will move at a very slow speed.
The displacement of the cursor will be in the direction of
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FIGURE 2. (a) Face and nose detection using Viola-Jones algorithm, (b) Nose tracking using
Lucas-Kanade optical flow algorithm.

FIGURE 3. (a) Nose point is within the first rectangle and cursor will not move, (b) nose point is outside the first rectangle and cursor will move at
a slow speed in the direction of the nose movement, (c) nose point is outside the second rectangle and cursor will move at a medium speed in
the direction of the nose movement, (d) nose point is outside the third rectangle and cursor will move at a fast speed in the direction of the nose
movement.

displacement of the presentNosePoint from the matrixCen-
trePoint. The cursor will move at medium and fast speed
if the presentNosePoint is located in the third and fourth
region respectively as shown in Fig. 3(c) and 3(d). In both
of these cases, the displacement of the cursor will be in
the direction of displacement of the presentNosePoint from
the matrixCentrePoint. Using the matrixCentrePoint, a sub-
matrix of presentMatrix named teethMatrix, below the nose
is created and is passed to the TeethDetectionModule.The
TeethDetectionModule has been discussed elaborately in
the next subsection Teeth Detection and Gesture Operation
Execution.

B. TEETH DETECTION AND GESTURE OPERATION
EXECUTION
The working process of the teeth detection module has been
shown in Algorithm 2. In Algorithm 1, teethMatrix is given
as input to the TeethDetectionModule. For the detection of the
teeth, Haar cascade classifier [39] of teeth is used. In every
input image frame, the Haar cascade classifier of teeth is run
by this module to detect the user’s teeth.

A timer is used to keep track of how long the user is show-
ing teeth. If the classifier detects the user’s teeth, a variable
score is set to 50. The range of the score variable is between
0 to 50. The score variable controls whether the timer is

running or not. If the score variable has a positive value,
then the timer is allowed to run. If the score variable has the
value 0, then the timer is immediately stopped. Whenever in
an input image frame, teeth are detected, the score variable
is immediately set to 50. If no teeth is detected, the score
variable is reduced by 1. If continuously no teeth is detected,
the score variable is decreased until it reaches 0. After it
reaches 0, the score variable is not further decreased.
When the score variable has a positive value, the timer

keeps on increasing its value. After crossing a definite amount
of time, specified by the variable thresholdTime, a Boolean
variable actionFlag is set to true. When the user stops show-
ing teeth, the score variable settles to zero and stops the timer.
At that time, if the actionFlag variable is set to true, a gesture
operation is executed as per the cursor position. Fig. 4 shows
the successful detection of teeth of the user.

The Android operating system provides special types of
touch screen events such as pinch, double tap, scrolls, long
presses and flinch which are known as gestures [40]. These
gestures have been implemented programmatically in the
proposed system so that the user does not require to use
hands. The following classes were used in programming the
gestures:

(a) Point - The Point class stores the x and y co-ordinates
of a location on the screen.
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Algorithm 2 Teeth Detection and Operation Execution
input : Image frame of teeth taken as teethMatrix
output: Execution of an operation

1 Store Haar cascade classifier of teeth
2 Classifier uses teethMatrix to classify image frame for
teeth detection

3 if teeth is detected then
4 teethDetected=true
5 else
6 teethDetected=false
7 end
8 if teethDetected==true then
9 score=50
10 else
11 score=score-1
12 if score<0 then
13 score=0
14 end
15 end
16 if score>0 then
17 if timerRunning==true then
18 timePassed = timePassed + inBetweentime //

add the time passed after the last image frame
19 else
20 timerRunning==true // timer is started to run
21 end
22 if timePassed ≥ thresholdTime then
23 actionFlag=0
24 end
25 else
26 if actionFlag=true then
27 Execute relevant gesture or action
28 timerRunning=false // timer is stopped
29 actionFlag=false
30 timePassed=0
31 end
32 end

FIGURE 4. Teeth detection (shown with blue rectangle).

(b) Path - This class stores the full path or partial path of a
gesture using one or more Point objects.

(c) PathTime - This class is used to control the start time
and duration of a Path object.

FIGURE 5. Class diagram for Android gesture operation.

(d) Callback - This class is used to instantiate a callback
object. It will execute a callback function after a gesture is
successfully executed. It can be extended to define different
child classes based on different types of gestures.

(e) GestureDispatcher - An object of this class takes one
or more Path objects and a Callback object as a parameter for
the function dedicated to dispatch the gesture.

Figure 5 contains the class diagram of the gesture system.
Every gesture contains one or more Path object depicting

the path of the gesture. For example, when we tap on the
smartphone screen, at a particular point, there is only one path
which is the point of tapping. The start point and end point
of that path is the same i.e. the point of tapping. In case of
a swipe, a normal user with functional hands uses a finger
and drags it on the screen from one point to another. Let us
suppose that the points are named point A and point B. Here
the Path object depicts the path of swipe whose start point
is point A and end point is point B. In case of a double tap,
there are two Path objects, each of them depicts the point of
double tapping and hence the gesture, double tap is a two path
gesture.

The time of these gestures are controlled by PathTime
object, which has two attributes related to thePath object. The
attributes are startTime and duration. The startTime parame-
ter specifies how long the program should wait to execute a
gesture after it has been dispatched. The duration parameter
specifies the amount of time during which the gesture is
executed. For example, in Table 4, the startTime for the tap
gesture is 0 second. It means that during the execution of
the line of code, which gives the command to dispatch the
tap gesture, the device will wait no longer and execute a tap
gesture immediately. The duration for tap, in Table 4 is shown
to be 150ms. It means that the tap gesture will be active at the
point of tap for 150ms. This event is analogous to the case
where a normal user uses his/her finger to tap on a point on
the smartphone screen and keeps the finger on the screen for
150ms.

Table 4 contains the description of various parameters used
for building a gesture. In order to execute any gesture other
than tap, the user has to move the cursor to a region at the
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TABLE 4. Programmatic implementation of different gesture operations.

corner of the smartphone screen. Particular corner region is
set for particular gestures. After moving the cursor to a partic-
ular region for a particular gesture, the user has to show teeth
to enable the cursor to execute the gesture. After the cursor
becomes enabled, the user can use it to execute that gesture at
the point(s) he/she desires. This section’s discussion remains
limited to the programmatic execution of gesture operations
only; thus the practical execution of gesture operations by the
user has been further discussed in the following section.

IV. DEMONSTRATION
Gesture operations are finger movements. It is performed to
interact with the touchscreen of the smartphone. A smart-
phone contains the scope of several different types of gesture
operations, for example tap, swipe, drag, double tap, long
press, etc. Besides this, there are some other interactions like
setting up the volume, seeing the notification, navigating to
the home screen, navigating to the previous screen, viewing
the recently used applications, etc. These are called global
operations. Depending on the user’s Android device, there
might be physical or software buttons for these interactions.
The proposed system implemented these operations to per-
form all types of interactions using nose and teeth. In this
section, we demonstrate the use of the system, how different
operations are performed and measure the execution time of
those operations.

A. DEMONSTRATION OF DIFFERENT OPERATIONS
To perform a particular gesture operation, at first the cursor
needs to be positioned by the users using their nose at a certain
location (reserved for a specific operation) on the smartphone
screen (see Fig. 6). When the cursor is positioned properly,
the color and icon of the cursor will change according to
the gesture operation. Then the operation can be executed
by showing teeth. How the cursor is controlled using nose
point movement is discussed in DEVELOPMENT OF THE
SYSTEM section and showed in Fig. 3. The Table 5 shows
where to place the cursor to change the cursor icon to activate
the specific gesture operation and also show the icons for
each operation. The icons are activated by showing teeth

FIGURE 6. Cursor positions for all the gesture and global operations.

after placing the cursor in the designated place except the
tap icon, since the normal cursor icon is used as the tap
icon in the proposed system. After placing the cursor on
the pre-specified position, the cursor changes to the specific
icon for the specific operation. These positions for different
operations are shown in Fig. 6. For example, to perform a
tap operation, the cursor needs to be placed on the desired
screen position and teeth should be shown until the cursor
icon turns red. The face should be around 25cm away from
the mobile when showing teeth. After the users stop showing
teeth, the tap operation is performed. A tap operation for
Reminder application is shown in Fig. 7. Cursor is placed
on the application using nose in Fig. 7(a) and tap operation
is executed in Fig. 7(b). Double tap and long press icons are
required to be activated by showing teeth after placing the
cursor in the designated (pre-specified) position as presented
in Table 5. Then, the user needs to place the cursor on the
desired screen position to execute the gesture operation by
showing teeth. An example case of long press gesture opera-
tion is shown in Fig. 8. Fig. 8(a) shows if the cursor is placed
near the top left position of the mobile screen, the tap icon is
changed to long press icon and in Fig. 8(b) long press icon
is activated by showing teeth. Fig. 8(c) shows that the cursor
is placed on the Game Launcher application and long press
operation is executed after showing teeth. After taking the
cursor to the extreme left or right of the screen, a swipe to the
left or a swipe to the right respectively is performed. Scrolling
up or down is similar to the swipe operation. To perform
drag and drop, after activating the drag and drop icon the
cursor is placed on the desired content and teeth needs to be
shown. Then by moving the cursor to the desired place which
is the location where the desired content is to be dropped,
the content is moved to that place by showing teeth.
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FIGURE 7. (a) The cursor is placed to execute tap operation, (b) Tap operation is executed.

FIGURE 8. (a)The cursor is placed to see long press icon, (b) Long press icon is activated, (c) Long press operation is executed.

Some particular icons for some particular global operations
are activated by showing teeth after placing the cursor in the
designated position which is shown in Table 6. By showing

teeth user can increase or decrease the volume, navigate
to the home screen, navigate back to the previous screen,
see the notification window, see the recently used apps.
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FIGURE 9. (a) Home icon is activated, (b) Navigate to the home screen.

FIGURE 10. Mean execution time of each operation for the three smartphone devices.

For example, in the Fig. 9(a) cursor icon is placed to the
designated position using nose as presented in Table 6 to
activate home icon and after showing teeth we navigate to

home-screen which is shown in Fig. 9(b). A number of
screenshots and video demonstrations are available at our
website [41].
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TABLE 5. Position of the cursor on the screen to activate different
gesture operations.

B. EVALUATION OF THE SYSTEM
1) INITIAL SETUP
The proposed system is installed in three smartphone
devices. Device1 is Samsung Galaxy A30. It runs on
Android v9.0 (Pie) operating system with 6.4 inch display,
1080 × 2340 pixels resolution and 16 megapixel camera,
Samsung 7 octa 7904 chipset and the phone is powered
by octa-core (2 × 1.8 GHz Cortex-A73 & 6 × 1.6 GHz
Cortex-A53) processor. Device2 is Xiaomi Redmi 7. It runs
on Android v9.0(Pie) operating system with 6.26 inch dis-
play, 720 × 1520 pixels resolution, 12 megapixel camera,
Qualcomm SDM632 Snapdragon 632 chipset and the phone
is powered by octa-core (4 × 1.8 GHz Kryo 250 Gold &
4× 1.8 GHz Kryo 250 Silver) processor. Device3 is TECNO
CA7. It runs on Android v8.1.0 operating system with 6 inch
display, 2 GHz octa-core processor, screen resolution 1440×
720, 20 megapixel camera and MediaTekHelio P23 chipset.
The proposed system works in the background as a service.
A companion of the disabled user needs to help him turn on
the background process. After turning on, the system will
start running the background process and a cursor will appear.
The color of the cursor is white when it is stationary. During
cursor movement, the color of the cursor will become yellow.

2) PARTICIPANTS PROFILE AND STUDY PROCEDURE
A total of three participants were invited to conduct the test.
All of them were male and had an average age of 60. They
all were able bodied elderly person and did not participate
in the development process. Although each of them was
familiar with using a smartphone they did not have experience
with interacting with the smartphone using gestures other
than touch. To explore the effectiveness of device (smart-
phone) type on the execution time for each gesture and global

TABLE 6. Position of the cursor on the screen to activate different global
operations.

FIGURE 11. A comparison of the mean execution time of all operations
on each of the three devices.

operation, a total of 21 trials were conducted. 7 trials for each
operation were performed in each of the 3 devices by each
participant.

3) PERFORMANCE EVALUATION
The resultant data are synthesized and presented in Table 7.
Success frequency of 7 trials of each device and mean execu-
tion time with standard deviation of each operation on each
device are shown in Table 7. A one-way ANOVA analysis
was conducted to compare the effect of device type on the
execution time of different operations. The results of ANOVA
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TABLE 7. Frequency of success, execution time and result of ANOVA analysis of each operation in three devices.

test is also presented in Table 7. The results indicated that
all the operations are executable in different types of smart-
phone. The proposed system provides a significant detection
accuracy of face and teeth from a distance of about 25 cm
and for that we get success to execute each operation. Again,
the execution time of each operation varies from device to
device because of the overall configuration of the selected
devices which is shown in Fig. 10.

For example, to perform tap operation, on average, device1
required 4.68s, device2 required 2.87s and device3 required
4.55s (see Fig. 10). The averaged values of the execution time
of the operations for each device are presented in Fig. 11.
It shows that device1 has the lowest mean execution time
which is 5.46s and device3 has the highest mean execution
time which is 5.89s. Mean execution time with standard
deviation of each operation is shown in Fig. 12. It shows that
the execution time varies from 0.34s to maximum 1.60s for
any of the selected operation. The results of ANOVA analysis
(Table 7) showed that out of 12 operations, there is no signifi-
cant effect of device type on the execution time for long press,
drag and drop, navigate to back screen, notification and recent
operations and for other 7 operations there is a significant
effect of device type on the execution time. For example,
the result shows for tap operation, there is a significant effect

of device type on the execution time at the p <.05 level for
the three conditions [F(2, 18) = 11.26, p = 0.00067] and for
long press operation there is no significant effect of device
type on the execution time at the p <.05 level for the three
conditions [F(2, 18) = 2.71, p = 0.093566].

V. DISCUSSION
A nose-teeth based mobile interaction system employing
Viola-Jones and Lucas Kanade optical flow algorithm has
been proposed and implemented in this research to control
almost all the gesture and global operations of a smartphone
using nose and teeth. Most of the existing systems focus
on the interactions with desktop computer using different
gestures [1], [2], [4], [5], [7], [8], [13], [21], BCI [28], [30],
or person’s breath [29]. There are a very few studies focusing
on smartphone interaction [6], [23]. In [6], eye blink detection
based on the eyelids state is used for only controlling the
phone call functionality. Again, in [20], [23] they do not
focus on the disabled people and consider their limitations
to use the devices with their hands. Various alternate means
of interactions are proposed to interact with different kinds of
devices for example facial interaction or interaction through
the feet [25], but in this case nose computer interaction
performs better than other eye interaction [36]. Therefore,
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FIGURE 12. Mean execution time and standard deviation of execution time of each operation.

considering all this, we developed the nose-teeth mobile
interaction system which will stretch a helping hand to the
people who are incapable of using the android smartphones
due to their disabilities. Some other hardware based systems
are proposed for interacting with other devices like robot,
3DTV in VR environment and these are based on additional
hardware devices and sensors [30]–[33], [42], which are
costly and maybe difficult to afford for some people. Any
new efficient solution based on an expensive device will not
be able to effectively help the disabled people. The proposed
NMI system requires no additional hardware devices and
only uses the front camera of the smartphone. As a low-cost
alternative, the proposed system can be replaced with the
expensive systems for accessing smartphones.

In [1], the mean execution time for a click operation is
4.12s, whereas our proposed system has a mean execution
time of 4.03s for the click operation. There is an applica-
tion EVA [9] which is developed for smartphone interaction.
To perform gesture actions using EVA is time consum-
ing (slow) as they require the aid of a UI menu. Clicking func-
tion occurs automatically if the cursor is kept stationary for
some time which can result in accidental clicks. Again, some
important gestures are not implemented here, for example,

drag and drop. While in our system, we have implemented
all of the operations of the smartphone and the user can
activate any gesture based operation by placing the cursor
on the designated position of the screen, so there is no need
of a UI menu. The user can execute all the operations by
showing teeth, so there is no possibility of accidental click.
In [27], the proposed EPOC+ based system was evaluated by
analyzing the task completion times for both the current and
their proposed system, while in this research, the proposed
NMI system was installed in three smartphone devices to
perform a trial experiment and a one-way ANOVA analysis
was also conducted to compare the effect of device type on
the execution time of different operations.

VI. CONCLUSION
In this research, various alternate means of interaction has
been explored. It is seen that there are no prior studies that
explicitly focus on hands-free interaction with the smart-
phone. In this work, we have developed a new hands-free
interaction system based on nose and teeth for controlling
the smartphone. Evaluation of the system shows that it is
very simple and efficient to use, which provides an easy way
for disabled people to use their smartphones. Thus, the con-
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tributions of this paper are as follows: Firstly, the proposed
NMI system is new, innovative and no other previous research
has developed such system to execute all the gesture and
global operations of a smartphone through alternative means
like nose and teeth. Thus, the people who cannot move their
hands or fingers properly or those who don’t have any hands
can use this system to interact with their smartphones. Sec-
ondly, the algorithms used in the proposed system are light
weight and hence ensure that the system does not generate
much overhead in computation (CPU usage). Finally the pro-
posed system does not depend much on the device type and
performs well in different smartphone devices with highest
possible success rate (100%). The execution time for some
operations may slightly vary due to the overall configuration
of the smartphone.

The research has a few limitations as well. Firstly, due to
the Coronavirus pandemic, we were unable to evaluate the
system performance with disabled users. Secondly, the sys-
tem has been developed for android based smartphones only.
Finally, we did not consider the impact of camera on the
phone battery lifetime which may cause continuous battery
drain. In the future, the proposed system will be evaluated
by comparing test data of normal and disabled users. We will
also develop the proposed system so that it can run in other
platforms. We will evaluate the impact of camera for contin-
uous battery drain. In the future, we can use Convolutional
Neural Networks to train classifiers more efficiently and
detect nose and teeth more accurately. We believe that, this
system will make it easier for the disabled people to handle
Android based smartphones and enjoy its facilities.
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