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ABSTRACT At present, a large number of off-line videos is stored in the server of surveillance network.
In order to retrieve the target face in these massive videos frames, the face retrieval system is designed. A new
Quadruplet Network is constructed by changing the RELU structure of CNN network and training the new
Quadruplet Network to acquire the depth features. Join with the online fugitive face picture that launched
online to initiate the wanted, with the help of the depth feature contrast to launch the Content-Based Image
Retrieval (CBIR). The new Quadruplet Network converges faster than familiar networks such as Alexnet,
Googlenet, VGGNet and ResNet. Because of the shared weight design of the network, the retrieval has a
high precision, recall and the retrieval rate. Image depth features can be shared quickly online between the
cameras. The experimental results show that the proposed method is effective, with an accuracy of 98.74%

and a precision of 99.54%, and a frame rate of 28 FPS.

INDEX TERMS Quadruplet network, face retrieval, crossing camera, content-based image retrieval.

I. INTRODUCTION

At present, there are frequent crimes in our society. It is
an important technical means for the police to obtain the
evidence images from the video surveillance cameras. There
are video surveillance cameras everywhere in the streets. The
coverage area of the video surveillance cameras is very wide.
High definition video surveillance cameras are collecting data
all the time, and a large number of offline videos are produced
every day. Take the HD camera for example, it produces
50-60 frames per second. The camera can record about
5 million frames of video in 24 hours, so the video data
recorded by one camera in one month is very large. If you
add up all the camera data in that area, it’s much more. For the
criminal investigation department, it is obviously inefficient
and painful to manually filter suspicious video frame by
frame.

Face recognition is always an important technical problem
in image recognition. In face recognition technology, the most
important work is feature extraction [1]-[3]. Until 2013, face
recognition is still in the stage of manual feature extraction.
In this stage, we mainly rely on the image processing experts

The associate editor coordinating the review of this manuscript and

approving it for publication was Mitra Mirhassani

VOLUME 9, 2021

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

to analyze the face carefully, and finally get the face feature,
that is, the local descriptor. Face recognition based on deep
learning has gradually replaced the traditional artificial face
feature extraction method, mainly because the face recogni-
tion based on deep learning has high efficiency and high accu-
racy, which can meet the needs of the criminal investigation
department.

Image retrieval technology has been studied for nearly
20 years [4]-[6]. However, there are few content-based face
image retrieval systems. The main bottleneck is the low
retrieval accuracy and semantic gap. Face retrieval is the
combination of face recognition and content-based image
retrieval. It searches the target face by matching face features
in the existing face image database [7]-[10]. In order to nar-
row the scope of criminal investigation, criminal investigators
need to select a set of image sets that are most similar to the
faces of the investigated person, so as to find all evidence
associated with the suspect. At present, there are few reports
about face retrieval in multi-camera videos, but the demand
of criminal investigation department for this technology is
becoming more and more urgent [11]-[13].

In recent years, convolutional neural network (CNN) has
become an advanced technology in the field of computer
vision. The first brilliant work was done by Lu et al. [14].
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On the Imagenet image Dataset using the AlexNet network,
which greatly improved the accuracy of image classifica-
tion. Since then several CNN models, such as VGGNet,
GoogLeNet and Resnet, have been shown to be more accurate
in classifying Imagenet images [15]-[17]. Network design
is getting deeper and deeper, such as 8 layers AlexNet,
19 layers VGGNet, 22 layers Googlenet and 152 layers
ResNet. Scholars have improved the deep learning network
and tried to apply it to the field of face feature extraction.

In 2014, Facebook developed DEEPFACE, the first face
recognition method based on deep learning network. It per-
forms well on LFW data set, and the recognition accuracy of
the network is close to human eyes. The principle of deepface
is to complete 3D face alignment by matching the key points
of face. DEEPFACE uses Siamese network to extract facial
features, which is composed of 5 convolution layers and
2 fully connected layers [18].

In 2015, a research group of the University of Hong Kong
proposed a deep recognition face network DEEPID, which
trains the face classification network with a large amount of
face data to classify everyone’s identity. Effective face feature
extraction is the premise of identity classification. By training
different face regions, the local feature vectors of multiple
face regions are obtained, and these local feature vectors are
measured by Bayes distance. Finally, the recognition accu-
racy of LFW data set exceeds the recognition ability of human
eyes [19].

In 2016, a team of researchers from the University of Hong
Kong, represented by Sun Y., refined the DEEPID method
and proposed a new generation DEEPID2 method, which
further increases the inter class distance and reduces the intra
class distance by adding the supervised signal of the charac-
teristic distance measure to extract better facial features [20].
The team then came up with the DEEPID2+ model, which
is based on DEEPID?2, in which features are extracted from
each convolution layer and monitored using classified and
validated signals. By adding supervisory signals at each level,
the whole network can be well trained. DEEPID3 [21], rela-
tive to DEEPID2 +, has a deeper network layer, which makes
the face feature deeper and the face recognition effect better.
The paper and method of DEEPID series are very important
and instructive in deep learning face recognition.

Then Google proposed the FACENET face recognition
method in 2015. The FACENET method uses the network
structure of GOOGLENET [22]. It is based on the 22 layers
INCEPTION model. When the model is trained on LFW
(adata set of 200 million faces from 12000 people), the recog-
nition rate is as high as 99.63%. Instead of using super-
vised classification signals, FACENET uses Triplet Loss [23],
which is very different from DEEPID network. Triplet Loss
has three input samples, anchor, positive and negative. The
distance between the anchor sample and the positive sample
is greater than the distance between the anchor sample and the
negative sample, so as to train a more effective face feature.

At present, many new deep learning models have been
proposed by scholars. Therefore, deep learning-based face
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feature extraction has gradually become the mainstream
of face recognition and face retrieval. The three break-
through models of face recognition have many similarities.
@ Both Deepface and DEEPID2 use Siamese network, while
FACENET uses Triplet network to achieve the highest accu-
racy in face recognition. @ Both Siamese and Triplet network
are metric learning methods. ® The measurement network
based on metric learning is an innovative point worthy of
further research and improvement.

Based on the above three problems, this paper proposes
a joint face retrieval network based on a new Quadruplet
network in videos of multi-camera. A new Quadruplet net-
work is used to learn face depth features from multiple depth
network branches, so feature similarity and mutual dissim-
ilarity learning are used to train face features with stronger
recognition ability. The characteristics of Quadruplet network
are explored, and the results show that the pre-processing
methods, such as Batch OHNM, Subspace clustering and
Focal Loss, can improve the sample difficulty of quaternion
input, the efficiency of finding difficult samples and the
balance of positive and negative samples.

In this paper, we used 20 kinds of loss functions to train
and evaluate the network in LFW face data set, and explored
the most effective set of loss functions through comparative
experiments. The effectiveness of each variable in the loss
function was evaluated by ablation experiment. Through the
design of data channel, the feature synchronization between
different cameras was completed. Finally, the system was
tested on 6 face retrieval data sets, and a cross camera joint
face retrieval system was implemented.

Il. RELATED WORKS

Zhang M., Zhao Y., Sardogan M. et al. proposed methods
used in image classification based on CNN, and the clas-
sification accuracy was improved [24]-[26]. On this basis,
Ge W. et al. used Siamese Network as shown in Figure 1-(a)
to input pairs of the same face images (positive sample pairs)
or pairs of different faces (negative sample pairs) for clas-
sification training. The above two sample pairs completed
the training and minimize the similarity loss function, which
minimized the distance between patches of the same class and
maximized the distance between patches of different classes,
as shown in Figure 1-(a). Although these data set pretreat-
ment methods represented significant improvements over the
previous common baseline data sets of PaSC, LFW, PubFig,
FERET, AR and YaleB, more researchers had attempted to
improve the loss function and network structure to explore
the possibility of improvement. For example, Triplet Loss
was a widely used measure of learning loss, which improved
Siamese network performance by adding a number of net-
work input branches, as shown in Figure 1-(b) [27]. Triplet
networks were trained to use Triplet Loss, which required
three input images. Unlike Contrast Loss, an input Triplet
Loss consisted of a pair of positive and a negative sample. The
three images were named as Anchor, Positive and Negative
images respectively. Picture a and picture p were a pair of
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FIGURE 1. Comparison of loss function types and network structure in
different model training methods.

positive sample pairs, picture a and n were a pair of neg-
ative sample pairs. Triplet Loss could shorten the distance
between positive sample pairs and pushed away the distance
between negative sample pairs. Finally, the same face images
were clustered in the feature space. By analogy, Triplet Loss
function considered only the relative distance between pos-
itive and negative sample pairs, but not the absolute dis-
tance between positive sample pairs. Chen W., Chen X. and
Zhang J. et al. used Quadruplet Network and a new loss
function to train the local image descriptor learning model,
which could be applied to Siamese and Triplet Network [28],
as shown in Figure 1-(c). The Quadruplet Network Loss func-
tion produced a feature embedding that minimized the dis-
tance variance between Positive images that belonged to the
same class and minimized the average distance between sam-
ple images that belonged to the same class and maximized
the average distance between images of different classes.
The Quadruplet Network Loss function added the absolute
distance of negative samples to ensure that the Quadruplet
Network not only pushed the positive and negative sam-
ples away in the feature space, but also kept the positive
samples or negative samples close to each other, as show
in Figure 1-(c).

TriHard was an improved version of Triplet Loss. Tradi-
tional Triplet Loss was to randomly extract three images from
training data as input. This method was simple, but most of
the random input samples were easy to identify. If a large
number of training sample pairs were simple sample pairs,
then this was not conducive to network learning a better char-
acterization. A large number of papers had found that using
more difficult samples to train the network could improve
the network generalization ability, and there were many ways
to sample more difficult sample pairs. In this paper, an
on-line hard sample sampling method called as Double Tri-
Hard Loss based on training batch was proposed. As show
in Figure 2-(d), the Euclidean distance of each picture were
calculated in TriHard Loss and batch were calculated in the
feature space, then selecting the hard positive sample with
the furthest (least like) distance and the hard negative sample
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FIGURE 2. Comparison of loss function types and network structure in
different hard sample model training methods.

with the nearest (most like) distance to calculated the Triplet
Loss [29].

TriHard Loss function were generally more effective than
traditional Triplet Loss function. Margin Sample Mining
Loss (MSML) was a metric learning method which intro-
duced the idea of hard sample sampling into four input net-
work [30]. Triplet Loss function only considered the relative
distance between positive and negative sample pairs. In sum-
mary, the TriHard Loss selected a hard Triplet for each image
in the batches, while the MSML Loss function selected only
the most difficult positive sample pair and the most difficult
negative sample pair to form a four tuple input to calculate the
loss, as show in Figure 2-(e). So MSML was more difficult
to sample than TriHard, and it could be regarded as the upper
bound of the distance between positive sample pairs and the
lower bound of negative sample pairs. MSML was to push the
boundaries of positive and negative sample pairs apart, hence
the name Margin Sample Mining Loss. Generally speaking,
MSML was a metric learning method which considers both
relative distance and absolute distance and introduces the idea
of hard sample sampling.

lil. METHODOLOGY

A. MARGIN SAMPLE MINING LOSS (MSML)

MSML is a metric learning method which introduces the idea
of hard sample sampling.

Triplet Loss only considers the relative distance between
positive and negative sample pairs. In order to introduce
the absolute distance between positive and negative sample
pairs, adding a difficult negative sample to the TriHard Loss
constitutes a Quadruplet Loss, and MSML is a form of the
Quadruplet Loss. The MSML is also defined as formula (1):

Lq = (da,p - da,m + Ol)+ + (da,p - dn],nz + ﬂ)+ (€))

If we ignore the effect of the parameter « and B, we
can express the Quadruplet Loss in a more general form
formula (2):

Lq’ = (da,p - dm,n + O[)+ (2)
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where m and n are a pair of negative sample pairs, m and
a can be either a pair of positive or negative sample pairs.
Then we introduce the hard sample mining idea of TriHard
Loss and defined as formula (3):

Lysmi = <max dap — mindy, , + ot) 3)
a,p m,n T

where a, p, m, n are all the pictures in the batches, a, p
are the least like positive hard sample pairs in the batches,
m, n are the most like negative hard sample pairs in the
batches, p,m are the most like negative hard sample pairs
in the batches. In summary, the TriHard Loss selects a hard
Triplet for each image in the batches, while the MSML
Loss selects only the most hard positive sample pair and
the most hard negative sample pair to calculate the loss.
So MSML is more difficult to sample than TriHard. In addi-
tion, n;c;x dg pcannn be regarded as the upper bound of the

distance between positive sample pairs and mind,, , can be
m,n

regarded as the lower bound of negative sample pairs.

B. MSML TRAINING STRATEGIES
Online Hard Example Mining(OHEM) is a key technique for
training pre-processing strategy, and MSML includes three
training pre-processing strategies.

1) MSML with OHEM
o [ G0 =1 GDIE = 8 =7 )P+,
vl P xleT  (4)
S0 I )= ()= () =r ] ]

vyl x12 el (5

iMoo

In the formula (4) and formula (5), T represents the total
sample spaces, but most methods still select the quaternion
directly from the total samples, which make it difficult to
get the required hard mining, because it does not sufficiently
reduce the fuzzy edge area between positive samples and
negative samples, this fuzzy area is the confusion area of
positive and negative samples, and also the hiding place of
hard samples.

Pink is a hard positive, red is an anchor, light green is a
hard negativel, and dark green is a hard negative2, as show
in Figure 3. All positive and negative sample pairs are selected
from the whole sample. It can be seen that most negative
sample pairs are far away from positive sample pairs, even
though such random negative sample pairs are assigned to a
batch, the training strategy fails to achieve the desired goal.

2) MSML with Batch OHNM

The calculation process of Online Hard Negative Min-
ing (OHNM) is defined as formula (6) and formula (7):

|B‘ a a n
> LI Gy = DI = N ) = ()] ]
s.t.ox = argn&in ||f (xf) —f (x)| 2 I(x) # 1(x)
in“,xf €T, xeB (6)
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This method is used to mine as many hard samples as possi-
ble in two batches, one batch paired from a hard positive sam-
ple and the other batch paired from a hard negative sample.
In this case, the negative pair is selected not from the whole
sample but from the negative sample, and the positive pair is
selected from the positive sample. Compared with selecting
matching pairs in the whole sample, negative samples and
positive samples are selected in the corresponding sample
batches for training. This reduces the scope of the search and
may increase the probability of finding hard samples.

As show in Figure 4, it can be seen that both positive
and negative sample batches, and then the similarity dis-
tance between positive and negative batch pairs is calculated
by neural network, and then a quaternion group is formed
according to the threshold value of the hard sample pairs.
Finally, the network optimization is completed by the loss
function.

Face Images

VA =4
Ry ...

FIGURE 4. Selects negative and positive samples with Batch OHNM.

.——».—»

It is worth noting that the positive and negative sample bal-
ance function is used in selecting the positive sample batches
and the negative sample batches to prevent the problem of
serious imbalance in the proportion of positive and negative
samples, as well as in selecting the matching distance. Do not
select the closest negative batch pairs as a hard sample, which
may lead to poor training. Do not select the closest negative
batch pairs. Because the most similar three graph is not con-
ducive to training convergence, because all samples are using
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the mold and the class training, the existence of ambiguity of
this class easy to make the network into a model collapse.

3) MSML with Subspace Clustering

The calculation process of Subspace Clustering is defined
as formula (8) and formula (9):

‘BI a a n
S [ ) =1 (DI = I ) = ()] ]
s.tox! = argn}in ”f (xf) —f @) ||2 A # 1(x)
VxeB,x{, X € Tym=1,....M (8)

0 [l ()= () =l ()l o],
s.toxj = argnkin Hf (x{”) —f (x)”z,l(xl-"l) # I(x)
VxeB,x?l,xinzeTmmzl,...,M 9)

Sun et al. [20] consider that it is not appropriate to select
two pairs of samples from the batch set of positive or negative
samples to form the quaternion batches, and propose to use
OHNM to optimize the batches by clustering. Because this
positive and negative batches are also selected from the whole
batches, it is difficult to match two faces with similar faces
when there are too many faces. This also greatly reduces the
difficulty of obtaining OHNM samples. A simple idea is to
cluster the faces of the same person. Finally, samples that
are difficult to distinguish or very similar are found in each
cluster space, As show in Figure 5. Although feature extrac-
tion and clustering are time-consuming, the search speed in
clustering space is greatly improved.

Face Images

S T —
N -.!..m

: £

FIGURE 5. Selects negative and positive samples from cluster subspace.

The number of clustering subspaces will determine the
success rate of hard sample extraction. If the number of sub-
spaces is too small, it means that there are few clusters, and
each cluster contains too many face samples. The partition of
this subspace is very similar to the method without clustering,
and a large number of dissimilar faces are clustered into a
class. If the number of subspaces is too many, the same face
is divided into other subclasses, which increases the difficulty
of sample mining.

Comparing the above three methods, we can see that
method 2 reduces the search space of method 1, and method 3
also reduces the search space of method 2. That further
narrows the search space issue. OHNM method is selected
from the set of positive samples or negative samples, so the
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probability that the hard positive sample pair and hard nega-
tive sample pair are selected as quaternion is very small. The
Subspace Clustering method is used to cluster all the face
samples, and the similar faces are grouped into one group.
It is easy to form a quaternion in clustering spaces, and it is
more efficient to mine them.

C. FOCAL LOSS

As mentioned above, subspace clustering can reduce the
search range of quaternion samples and improve the gener-
ation efficiency of quaternion samples. However, the prob-
lem of four tuple hard samples has not been solved only
by subspace clustering. As can be seen from Figure 6, face
clusters with similar features are formed through subspace
clustering. These clusters can be divided into two categories,
one is the same person’s features constitute a face cluster, and
the other is obviously not a person’s features, but because
they look very similar, they are divided into a person’s face
cluster. These confusing facial features are the source of hard
sample mining. We know that if we select simple samples
instead of hard samples as the input of the quaternion, it will
not be conducive to the generalization ability of the model,
and it will not be able to distinguish easily confused faces.
Therefore, we use the Focal Loss function as the screening
tool for hard samples. The Focal Loss function can retain the
hard sample cluster and eliminate the simple sample cluster.
As shown in Figure 6, the Focal Loss function can retain the
cluster D and eliminate the clusters A, B and C. At the same
time, the Focal Loss function can keep the proportion balance
of the positive and negative sample pairs in the D cluster, and
there will be no over fitting problem caused by the sample
imbalance. The specific principle of Focal Loss function is
explained in formula (10) and formula (11) below.

Subspace Clustering

Hard Samples Sifting Sample Equilibrium

Face Images Face Images o _ Face Images
Zher & &
ENUC]
FOCAL LOSS FOCAL L0SS £5®. g ¢ ¢ ;
=" =) [ % 4
g_ 00
35 o0 b16¢ f
o .'s al
z [ 1

FIGURE 6. Balance of hard negative samples and hard positive samples
by Focal Loss.

Focal Loss is intended to solve the problem of a seri-
ous imbalance between positive and negative sample propor-
tions [31]. The loss function reduces the weight of a large
number of simple negative samples in training, which can also
be understood as a hard sample mining.

Focal Loss is a modification of the cross-entropy loss
function, starting with a review of the two-category cross-loss
defined as formula (10):

y=1

—logy,
= 10
{—log(l—y’), y=0 (10)
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FIGURE 7. Improved MSML model structure diagram.

where y’ is the output of the activation function, so it is
between 0 and 1. For positive samples, the larger the output
probability, the smaller the loss. For negative samples, the
smaller the output probability, the smaller the loss. When
y/o is smaller, the cross-entropy loss function is smaller and
the convergence of the positive sample is slower, so it is not
suitable to select the hard sample, and the loss function has
no parameter to control the proportion of the positive and

negative samples, it defined as formula (11).

—a(l —y) logy, y=1
—(1 —a)ylog (1-y), y=0

Focal Loss improves the cross-entropy loss function by
adding two parameters, o and y. « is the positive and neg-
ative sample balance control parameter, y is the hard sample
control parameter.

If « is constant, where ¥ > 0, then for a positive sample,
if it is close to 1, then the selected sample is a simple sample,
so the value of —a(1 — y’)? will be small, and then the value
of the loss function will be smaller. If y’ is close to 0, the sam-
ple is hard, the loss is relatively large and the convergence
speed is fast. For negative samples, it will choose the most
hard sample, that is, if y’ is close to 0.

If y is constant, where o >0, for the positive and negative
sample equilibrium control parameter «, used to balance the
proportion of positive and negative sample itself is uneven,
the larger the proportion of positive sample «, the fewer the
negative sample. Conversely, the smaller the «, the smaller
the positive sample ratio, and the more negative samples.

Ly = (11)

IV. PROPOSED METHOD
A. NEW QUADRUPLET NETWORK
The approach described in this article is based on Margin
Sample Mining Loss (MSML).

(1) Network structure: The network used is shown
in Figure 7. The images are still a positive, anchor, negativel,
negative2 sample. The image features are extracted through
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two convolution layers to form three pairs of hard samples.
Three pairs of hard samples were trained by the three-layer
VGG16 Network to complete the sample classification.

(2) MSML improvement: As can be seen from Figure 7,
the four-layer network input can be viewed as two Triplet
networks in parallel, the red dotted line part is a Triplet
network, the black dotted line part is also a Triplet network.
One of the innovations of this article is the improvement of
MSML from this perspective.

DTN achieves different goals, that is, the positive sample
area becomes larger and the negative sample area becomes
larger, until the easily confused area disappears.

The MSML is to input three hard sample pairs, the hard
positive sample(the two least-like positive sample pairs) in
the first and second layers, and hard positive-negative sample
pairs (the two most-like positive-negative sample pairs) in
the second and third layers, and hard negative sample pairs
(the two most-like negative sample pairs) in the third and
fourth layers. The two negative samples use the two most
similar faces of different people. In this way, the upper bound
of the distance of the positive sample and the lower bound of
the negative sample are taken into account, while the relative
distance and the absolute distance are considered simulta-
neously. However, the hard-negative samples are not suffi-
ciently distinguished from the positive-negative samples, and
only the most similar spatial distance diversity of the positive-
negative samples is considered, but the distance between the
most difficult positive-negative samples is not sufficiently
separated.

In this part, VGG16 is used to extract facial features in
a deeper branch layer. Besides, MSML will be improved
from two aspects: the difficulty of selecting negative sample
pair is increased. The third layer negative samples select the
samples that are most similar to the second layer positive
samples, while the fourth layer negative samples select the
face samples that are least similar to the third layer nega-
tive samples. Thus, The improved MSML model regards as
the Double Triplet Networks (DTN). The first three layers
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(1-3 layers) constitute two positive samples and one negative
sample face Triplet network Tj, and the last three layers
(2-4 layers) constitute two negative samples and one positive
sample face Triplet network T,. That is, two parallel Triplet
networks, as shown in Figure 7.

Each Triplet Networks of DTN achieves different goals,
while the T;(1-3 layers) and T(2-4 layers) calculate the
positive sample distance and the negative sample distance by
the TriHard Loss. The design prevents the same human face
from being misclassified, instead of being mistaken for other
human face. The function of T is to calculate the distance
between the negative samples with the farthest TriHard Loss
aggregation distance (the most unlikely) and push away the
distance from the negative samples with the nearest TriHard
Loss aggregation distance (the most likely). This will com-
pletely separate the negative sample from the positive sample.
This is equivalent to using TriHard twice at the same time.
The same kind of sample in the margin of the mold section is
fully separated.

B. MSML WITH SUBSPACE CLUSTERING AND FOCAL LOSS
It is easy to understand that the positive sample batches
(from same person’s face) and the negative sample batches
(from another person’s face) are clustered in a subspace, but
there may be three unsolvable cases: 1) these samples are
likely to be unbalanced between positive and negative sam-
ples. 2) the difficulty of selecting positive samples cannot be
controlled during the batch process. 3) when the positive sam-
ple batches match the negative sample batches, the prediction
difficulty of selecting the sample will affect the accuracy of
the training results.

Using Focal Loss based on MSML with Subspace Clus-
tering solves all three of these problems. Firstly, the propor-
tion of positive and negative samples can be controlled by
adjusting «. Secondly, control y’ is close to 0, the sample
is difficult to sample its loss is relatively large convergence
speed is faster. Finally, the sample was chosen to predict the
case with difficulty of y = 0.9 in order to get the conclusion
through formula (11). The network structure of Figure 7 is a
quaternion input, which consists of two pairs of person faces,
each pair is from the same person face, and each pair is from
a different person face. Our design of the network includes
two Triplets, two pairs of face samples are difficult to choose
samples that do not look like a person’s face. The prediction
difficulty is y = 0.9. In this case, Focal Loss is appropriate.

Therefore, using MSML with Subspace Clustering and
Focal Loss can solve the following problems. The Subspace
Clustering method can cluster all samples, and the similar
faces are grouped into one subspace, which is more efficient.
And Focal Loss for all batches in a subspace, those with bad
predictions retain most of the cross-entropy losses, and for
those with good scores, the cross-entropy losses are substan-
tially reduced. The Focal Loss reduces the sample loss of
the hard sample, which has a better relative fraction. At the
same time, the model will focus on optimizing the loss of less
samples, and the training weight will be increased.
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V. SYSTEM DESIGN

A. MULTI-CAMERA NETWORK DESIGN

In reality, a face target may appear in several video surveil-
lance areas. If you want to retrieve all the face frames from
the surveillance videos in these areas, you need to build a
surveillance network with data exchange.

Therefore, it is necessary to realize the interconnection
of multi-camera information and data sharing. Multi-camera
cooperation can not only increase the monitoring range but
also capture the face information from different angles. It is
possible for Intelligent Video Surveillance (IVS) to complete
feature exchange, if multiple data channels are connected
between cameras and features center server for synchronizing
face feature information. If facial features can be exchanged
between cameras, the similarity of facial features between
surveillance cameras can be matched by DTN, so as to realize
face retrieval of multiple cameras in smart city.

FTP has three communication modes to realize data syn-
chronization: Pull, Push and Share. Push synchronization: the
local data to the remote feature center. Pull synchronization:
the remote features to the local. When the feature center
receives the features from the local camera, all the features
from the local camera are packaged and retransmitted to the
local through the data Share synchronization, so as to achieve
the purpose of keeping the real-time synchronization with the
local features, as shown in Figure 8.

FIGURE 8. Diagram of smart city data channels.

Figure 8 is a schematic diagram of data channels, and
combining with Figure 8, people can quickly understand the
data channels principle in Figure 9.

In order to more clearly describe the principles of the above
three synchronization methods, a 2.5D virtual smart city
scene is set here to illustrate the above problems, as shown
in Figure 9. There are five main buildings in the virtual scene,
which are composed of one features center and four common
buildings. In an ideal way, we assume that there is no security
camera in the features center, and each of the other four
ordinary buildings has a surveillance camera. From Figure 9,
we can see that each surveillance camera gives its number
with positioning marks, which are A, B, C and D. We can also
see that there is just a pedestrian passing by within the camera
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FIGURE 9. Data channels stereogram of smart city data channels.

field of view of each building, and the four photographed
pedestrians also give their number with positioning marks.
Among them, camera A captured pedestrian 1, camera B
captured pedestrian 2, camera C captured pedestrian 3, and
camera D captured pedestrian 4. When the facial features of
pedestrian 1 are captured by camera A, it is first synchronized
to the features center through Push. Similarly, the facial
features of pedestrian 2, 3 and 4 are respectively pushed to
the features center by cameras B, C and D at the first time.
After the features center receives these facial features from
different cameras, the first thing to do is to package these
facial features and send them to each camera at the first
time to complete a Share synchronization. After receiving the
Share command from the features center, each camera will
start Pull synchronization and store it in its own local fea-
tures library. After completing a synchronization operation
of Push, Share and Pull, the features library of each camera
will be consistent. The features in the local features library
are used to match the captured face features. Therefore, when
pedestrian 1 passes through the field of view of B, C and D
cameras, pedestrian 1 can be identified and retrieved by the
surveillance cameras in each area. Similarly, pedestrians 2
and 3 can also be identified and retrieved by each camera.

Figure 10 is the system architecture diagram, which is
divided into three main layers: the first layer is the front-end
data acquisition layer, which is used to capture the videos of
surveillance camera and storage in disk. The second layer is
the GPU features computing layer, which can transform the
retrieved image into the deep features of the image for image
feature matching. The third layer is the features exchange and
storage layer, which shares the facial features of the retrieval
target in each region to complete the joint face retrieval.

As shown in Figure 10, three PC in the data acquisition
layer initiate a joint face retrieval task for local videos,
respectively, the feature extraction layer of the second layer
extracts the depth features of the three face retrieval images
and pushes them to the feature exchange layer. In the third
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layer, the features are shared to the search buffers of the three
video surveillance regions by the shared algorithm for the
joint retrieval. As you can see from Figure 10, the features
of each surveillance area are exactly the same after the data
Sharing synchronization and Pull synchronization, with the
help of DTN in this paper, face matching and joint retrieval
can be completed in different video surveillance areas, and
then all the face frames of each person in different areas can
be found.

B. JOINT FACE RETRIEVAL

As show in Figure 11, it is the overall functional structure of
the joint face retrieval, from the diagram, we can see that the
system is divided into four parts:

1. TEST DATA SOURCE

Take LFW test data set and three different video surveil-
lance areas of local videos as the data source, each video is
divided into image frames, which are used as the input of
DTN network.

2. DTN TRAINING

@ Face training dataset LFW

Labled Faces in the Wild LFW is a common test set of
face recognition, which provides images of faces from natural
scenes in life, so the recognition will be more difficult, espe-
cially because of multi-pose, light, expression, age, occlusion
and other factors, even the same person’s photos are very
different. And some photos may have more than one face,
for these multi-face images only choose the central coordi-
nates of the face as the target, other areas as background
interference. Now, the performance evaluation of LFW
database has become an important index of face recognition
algorithm.

@ Image pre-processing

A. Subspace clustering in the online difficult sample sam-
pling method based on training Batch, the Subspace cluster-
ing method is used to cluster all the samples of LFW data set,
and the similar faces are all clustered into one subspace. It will
be easier and more efficient to implement training-based
Batch selection in local clustering space.

B. Easy sample and hard sample are included in each
similar face subspace. Because OHNM is an online screening
sample, all subspace containing easy sample should be elim-
inated. This article uses hard sample sifting of Focal Loss to
eliminate easy sample, leave the hard sample subspace, from
which the quaternion of the network input for this article are
selected. This Quadruplet includes two difficult samples, one
batch is a hard positive sample and the other batch is a hard
negative sample. In order to prevent leading to poor training,
hard negative sample would not select the closest positive
batch as the difficult sample. The coefficients are shown in
formula (8).

C. The sample equation can select two positive samples
and two negative samples in the same subspace, and the
Focal Loss can balance the positive and negative samples,
which can solve the imbalance of positive and negative
samples.
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FIGURE 10. The retrieval image used in this paper uses one image for each retrieval area, and the three areas take three face images as an example.
In fact, each video area can choose more than one image, each region can also select multiple videos to be processed at the same time, and this

method is suitable for all the above situations.
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FIGURE 11. The overall functional structure of the joint face retrieval.

3. DTN TRAINING USING MSML

DTN loads the trained weights, and inputs each video
frame into DTN through sample pre-processing to match and
retrieve all faces.

4. COMBINED WITH.FACE IMAGE RETRIEVAL

Each video surveillance area transforms the image to be
retrieved into a deep feature of the image, which is used for
image feature matching, after the feature exchange and the
face features of the storage layer are shared to other video
surveillance areas, the joint face retrieval is completed.

VI. EXPERMENTS AND RESULT ANALYSIS

A. THE FUNCTION OF IMPROVED LOSS

All the positive and negative samples are included in the
online batch subspace processed through subspace clustering
processes. There are a lot of indistinguishable samples in
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these samples, and they 're both positive and negative because
the faces are so similar. As shown in Figure 12, the red ball
is a negative sample, and the blue ball is a positive sample.
It can be seen that the positive and negative samples have
some fuzzy areas mixed together, and the number of positive
samples is more than that of negative samples.

DTN trained by Focal Loss is very effective in the hard
sample sifting process, In Formula 11, y = 0.9,y = 0.1,
with positive samples getting closer and negative samples
getting closer, as shown in Figure 13.

DTN trained by Focal Loss is also effective in balancing
positive and negative samples, In Formula 11, « = 0.5, y =
0.9,y = 0.1 increasing positive samples, decreasing neg-
ative samples and balance the proportion of positive and
negative samples. At the same time, the mixing degree of
positive and negative samples is decreasing, and the distance
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FIGURE 12. The positive and negative samples have a part of the fuzzy
area.
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FIGURE 13. DTN with subspace clustering makes negative samples and
positive samples from discrete to aggregation.

between positive and negative samples is gradually widening,
as shown in Figure 14.

B. COMPARATIVE ANALYSIS OF VALIDITY OF DTN LOSS
FUNCTION

Data Set: The LFW data set mainly tests the accuracy of face
recognition. The database randomly selected 6,000 pairs of
faces to form face recognition pairs, of which 3,000 pairs
belong to the same person, 3,000 pairs of faces belonging
to different people. LFW gives a pair of images and asks
if the two images in the test are the same person, then the
neural network gives a yes or no answer. The accuracy of face
recognition can be obtained by comparing the system answers
of face test results with the real answers.

Evaluation: N Images are selected from LFW for testing.
If the network judges that C of the correctly identified M
images is correct, the accuracy is C / M and the Coverage
is M / N. By changing the similarity threshold, the Precision
rate above 0.95 can be adjusted. The LFW is assessed as a
percentage of the correct pairs of 6,000 pairs of faces.

Pre-Processing: In the training, we use data expansion to
increase the number of samples. There are 12K face images in
the original LFW samples. In these images, the number of a
person’s face is only 6K, and the amount of face data cannot
fully mine the difficult samples. Therefore, we use cutting
and rotation to expand the sample. The same pre-processing
is used for all images in the LFW dataset. Given a training
image, we first adjust it to 256 x 256, and then cut it into a
224 x 224 sub image sum and flip it randomly. This operation
is carried out 10 times continuously, and the amount of data
is expanded to ten times of the original. In particular, we do
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FIGURE 14. DTN with Focal Loss training can balance positive and
negative samples effectively.

not use mean subtraction or image whitening, only change
the spatial position of image pixels, because we put a batch
normalization layer after the input data to learn the normal-
ization parameters. In the test phase, the size of the training
image and the test image is adjusted to 224 x 224 and flipped
randomly, and then the average value of the original image
and the flipped image is taken as the final representation.

Network and Training: In order to learn deep facial fea-
tures, we use the popular VGG16 network, which is deep
enough to deal with our problems. The network used in
this paper is trained on Beijing LINKZOT GPU cluster. The
cluster consists of four geforce GTX 1080ti GPU graphics
cards, with a total of 44GB video memory. In DTN network,
the margin parameter of contrast loss is set to 0.6. For the
learning rate, we set it to 0.05, which is used to train the
classification network from scratch. The weight attenuation
is set to 0.005. The training of the two networks ends at
a rate of 0.0001, with a maximum of 100000 iterations,
which is equivalent to 1000 epochs. In particular, the nesterov
accelerated gradient method (NAG) is used for optimization,
and its convergence speed is much faster than SGD.

Parameter Setting: For the number of subspaces, we set
M =5 M=10,M = 20 (m in formula 9) to ensure that
each subspace contains about 15K, 10K, 5K personal faces
respectively. Finally, we use Focal Loss to set « = 0.5
(o in equation 11) in the whole experiment to ensure that the
positive and negative samples are input into the network in the
same proportion,y’ = 0.1, y = 0.9 (in equation 11) to ensure
that both positive and negative samples are difficult sample
pairs, that is to say, the selected sample pairs come from the
D region (D face set in Figure 5). The processed input positive
samples are from the same person’s face, the negative samples
are from another person’s face, and the positive and negative
samples are from different people’s faces.

DTN has a great advantage in face recognition, the accu-
racy of face recognition is 99.51% in LFW face dataset. While
FACENET is not surpassed in accuracy, DTN is also well
represented. In addition to the design of the network structure,
the most important aspect of DTN is the selection of the loss
function.

This paper uses 20 kinds of loss functions to train Siamese,
Triplet, Quadruplet and DTN networks by comparing which
network model’s loss function is the best performance.
In this paper, the method1-12 training accuracy data from
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the Literature [32]. This paper adds a variety of DTN Loss
function and then to train from a number of points of
view analysis of the optimal results. As you can see from
the accuracy of the 20 methods in Table 1, acc(Siamese)
<acen(Triplet)<acc(Quadruplet)<acc(TriHard)<acc

(MSML)<acc(DTN), from the network structure, from the
comprehensive analysis of the network structure and loss
function, we can get some rules from the data in the Table 1:

A. We can find that the accuracy of face recognition is
greatly improved with the increase of the network layer by
the horizontal contrast between method 1 and method 2.

B. From methods 3 to 7, you can see that using hard
sample as input improves Triplet classification accuracy.
However, it is not as accurate as softmax when doing sub-
space clustering instead of batch OHNM. This is mainly
because softmax reduces the training difficulty and makes
the multi-classification problem more convergent. Softmax
encourages larger outputs in the real target category than in
other categories. Softmax encourages separation of features
between categories, but does not encourage much separation
of features. However, the pre-use of subspace clustering on
OHNM by the hard batch of Triplet can greatly improve the
convergence speed and accuracy. Subspaces can be separated
more effectively if softmax is added from method 8-11.

C. In the course of training methods 5,6, 7 using OHNM
and subspace clustering, insufficient division of subspace
will increase the negative sample interference, so the search
efficiency will decline. But too small subspace will separate
the similar face images. Therefore, it is more important to
choose the right number of subspaces.

D. Comparing method 15-17 with method 5-7, and com-
paring method 8 with method 13, it is found that DTN is more
accurate than TriHard.

E. Method 9-11, and method 8-20 show that Focal Loss is
better than softmax for sorting. After analysis, it is concluded
that DTN (MSML) + Batch OHNM + Subspace-10 + Focal
Loss is the best loss functions, and the face recognition effect
is the most accurate.

In the experiment, an intuitive line chart is made for the
accuracy performance of the 20 methods in Table 1, as shown
in Figure 15. As you can see in the Figure 15, the best
performer is FACENET method 12, because of the network
structure of FACENET and the sheer size of the data set.
In addition, the best performance of method 19 is the network
structure and loss function, that is, using DTN, OHNM, batch,
subspace and Focal Loss to classify the best results.

C. COMPARISON OF ROC CURVES BY MULTIPLE
METHODS

In this paper, the 20 methods in Table 1 are compared from
different angles. Divide the 20 methods into six groups,
each with six methods. The ROC curves of True Positive
Rate (TPR) and False Positive Rate (FPR) are established
respectively in each group. Each model has the adjustment of
similarity threshold. The closer the curve is to the upper left
corner, the better the classifier is. As shown in Figure 16-21,
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TABLE 1. Units for method —N properties.

Method -N_(LFW DATASET) Acc(%)
1-Siamese+contrastive Loss*?! 96.21
2- Quadruplet Loss?! 98.85
3-Triplet+Softmax (Baseline)??! 99.36
4-Triplet+Batch OHNM 21 98.98
5-Triplet+Batch OHNM+Subspace-5132) 99.25
6-Triplet+Batch OHNM+Subspace-108321 99.38
7-Triplet+Batch OHNM+Subspace-208321 99.33
8-Triplet+Batch OHNM+Softmax[*?! 99.33
9-Triplet+Batch OHNM-+Subspace-5 + 99.38
Softmax[32!

10-Triplet+Batch OHNM+Subspace-10 + 99.48
Softmax[32!

11-Triplet+Batch OHNM+Subspace-20 + 99.41
Softmax[?!

12-Face Net (Triplet+OHNM)B2 99.63
13-Double Triplet Networks (MSML)+Batch 99.37
OHNM + Softmax

14-Double Triplet Networks (MSML)+Batch 99.38
OHNM + Focal Loss

15-Double Triplet Networks (MSML)+Batch 99.28
OHNM+Subspace-5

16-Double Triplet Networks (MSML)+Batch 99.39
OHNM-+Subspace-10

17-Double Triplet Networks (MSML)+Batch 99.35
OHNM+Subspace-20

18-Double Triplet Networks (MSML)+Batch 99.39
OHNM+Subspace-5 + Focal Loss

19-Double Triplet Networks (MSML)+Batch 99.51
OHNM-+Subspace-10 + Focal Loss

20-Double Triplet Networks (MSML)+Batch 99.43

OHNM+Subspace-20 + Focal Loss
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FIGURE 15. A visual line chart of the accuracy performance of the
20 methods.

each ROC curve is composed of six ROC curves. In the same
FPR 0.1 case, the red classifiers in each ROC curve yield
higher TPR. This indicates that the higher the ROC, the better
the classifier.
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FIGURE 17. ROC for Triplet of different Subspace numbers.

Two types of methods are used in Figure 16: DTN +
MSML + Batch OHNM + Subspace and DTN (MSML) +
Batch OHNM + Subspace + Focal Loss. Draw a ROC curve
for each of the three subspaces: subspace 5, subspace 10,
and subspace 20. As you can see from the Figure 16, adding
the Focal Loss function for training improves classification
accuracy. Also, the choice of number of subspaces is the key,
and a subspace cannot be too more or too less. Too many
subspaces tear apart similar faces. The number of subspaces
is too small, and many unsimilar faces are divided into similar
face subspace, so the traversal efficiency is reduced.

Figure 17 uses two types of methods, Triplet + Batch
OHNM + Subspace and Triplet + Batch OHNM + Subspace
+ Softmax, to plot a ROC curve for each of three kinds
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FIGURE 19. ROC for different network of 10 Subspace number.

of subspace numbers: subspace = 5, subspace = 10, and
subspace = 20. From the graph, it can be found that training
with the function of Softmax can improve the classification
accuracy of Triplet network. Also, the choice of number of
subspaces is critical, not too more or too less. Too many
subspaces tear apart similar faces. If the number of subspaces
is too less, many unsimilar faces will be divided into similar
face sets, which will reduce the traversal efficiency.

Figure 18 fully demonstrates that the choice of the number
of subspaces is critical and consistent with the conclusions
drawn in Figure 16 and Figure 17.

Figure 19 uses two methods, DTN (MSML) + Batch
OHNM + Subspace + Focal Loss and Triplet + Batch
OHNM + Subspace-10 + Softmax. Based on these two meth-
ods, we compare them by removing Focal Loss and Softmax
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FIGURE 20. ROC for different network of 20 Subspace number.

and then training them. In principle, the sample balance is
solved, and the classification of difficult samples is better.
On the basis of the above, training by removing subspace
spatial clustering separately leads to the conclusion that the
setting of a subspace can improve the sample search speed of
cal LOSS classification over Softmax classification.

Figure 20. A comparison of several models using a vari-
ety of LOSS functions shows that DTN (MSML) + Batch
OHNM + Subspace + Focal Loss is the most prominent
model and function.

Figure 21. Through the comparison of the best perfor-
mance models on Facebook, it is shown that the training effect
of DTN cannot be compared with that of FACERNET, but the
training effect of DTN is improved obviously compared with
other models.

D. VALIDITY OF JOINT FACE RETRIEVAL
Dataset: This article selects methods of 5,6,7,9,10,11,15,16,
17,18,19, 20 in Table 1.

In the data set PASC, LFW, PubFig, FERET, AR and
YaleB, this paper use these methods to calculate on the aver-
age search precision ARP and the highest matching average
search precision ARP performance evaluation.

Evaluation Methods: This paper uses Precision, Recall
and F-score to evaluate the results of face retrieval. Each
image in each dataset is used as a query image to retrieve
all the remaining images to record the retrieval performance
of the corresponding network. The retrieval precision and the
retrieval rate of all data in the dataset are averaged to get the
Average Retrieval Precision (ARP) and the Average Retrieval
Rate (ARR). The number of Correct Retrieved Images is rep-
resented by C, the number of Retrieved Images is represented
by M, and the number of Similar Images is represented by N,
formula (12), formula (13) and formula (14) give the process
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FIGURE 21. ROC comparison between different networks and FACENET.

of calculating F-score.

C
Precision = — (12)
M
C
Recall = — (13)
N
ARP x ARR
F —score =2 X ————— (14)
ARP + ARR

The larger the ARP, ARR, and F-score values, the better
the retrieval performance.

Triplet + Batch OHNM + Subspace, Triplet + Batch
OHNM + Subspace + Softmax and DTN (MSML) +
OHNM + Batch + Subspace + Focal Loss were used to
test ARP, ARR, and F-score on PaSC, LFW, PubFig, FERET,
AR and YaleB data sets.

Table 2 uses the above three methods to calculate the best
matching faces with the highest average retrieval accuracy
on each of the above six databases. It can be seen from the
Table 2 that the ARP of these three kinds of subspace is the
highest on LFW and the lowest on YaleB. This is because
the extended YaleB adds a lot of interference factors, such
as light, attitude, etc. Among the three methods, the DTN
(MSML) + Batch OHNM + Subspace + Focal Loss method
performance is the best. In the same way, selecting a subspace
= 10 can improve training accuracy.

Table 3 uses the above three kinds of subspace to calculate
the average retrieval accuracy of the above six databases, and
selects the top five best matching faces in each database to
obtain the average retrieval accuracy. It can be seen from
the Table 3 that the ARP of these three kinds of subspace is
the highest on LFW, and besides the ARP of YaleB, PASC
and FERET also have the obvious decreasing trend, which
is because some of the top five face samples have great
differences in the similarity of face images due to the great
changes in light and face angle. Among the three meth-
ods, DTN (MSML) + Batch OHNM + Subspace + Focal
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TABLE 2. Average Retrieval Precision, ARP(%) for topmost match using Triplet+Batch OHNM-+Subspace, Triplet+Batch OHNM+Subspace-+Softmax and
DTN+Batch OHNM+Subspace+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB.

Dataset Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method
5 6 7 9 10 11 15 16 17 18 19 20

PaSC 94.16 94.25 94.21 94.18 94.36 94.25 9431 94.43 94.36 95.05 95.32 95.28
LFW 99.22 99.36 99.30 99.30 99.45 99.39 99.26 99.36 99.33 99.35 99.49 99.40
PubFig 98.18 98.30 98.24 98.26 98.40 98.34 98.31 98.34 98.32 98.33 98.44 98.35
FERET 96.12 96.16 96.15 96.23 96.27 96.25 96.27 96.32 96.29 96.41 96.50 96.45
AR 99.76 99.78 99.77 99.82 99.87 99.83 99.82 99.84 99.79 99.85 99.87 99.86
YaleB 87.01 87.09 87.07 87.09 87.12 87.10 87.13 87.17 87.14 87.24 87.27 87.25

TABLE 3. ARP(%) for 5 numbers of retrieved images using Triplet+Batch OHNM-+Subspace, Triplet+Batch OHNM+Subspace+Softmax and DTN+Batch
OHNM-+Subspace-t+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB.

Dataset Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method
5 6 7 9 10 11 15 16 17 18 19 20

PaSC 88.22 88.26 88.24 88.51 88.58 88.53 88.77 88.79 88.76 89.24 89.27 89.25
LFW 98.36 98.41 98.38 98.46 98.48 98.45 98.50 98.57 98.53 98.57 98.61 86.58
PubFig 95.47 95.54 95.50 96.23 96.33 96.29 96.69 96.73 96.71 97.33 97.54 97.39
FERET 86.04 86.24 86.12 86.54 86.64 86.58 86.82 86.96 86.88 88.45 88.62 88.53
AR 94.73 94.84 94.81 95.27 95.33 95.39 95.45 95.49 94.41 95.56 95.72 95.63
YaleB 78.22 78.37 78.27 78.42 78.48 78.44 78.47 78.49 78.47 78.48 78.52 78.49

TABLE 4. ARP(%) for 10 numbers of retrieved images using Triplet+Batch OHNM-Subspace, Triplet+Batch OHNM-Subspace+Softmax and DTN+Batch
OHNM-+Subspace-t+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB.

Dataset Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method
5 6 7 9 10 11 15 16 17 18 19 20

PaSC 84.33 84.38 84.36 84.37 84.43 84.41 84.67 84.74 84.69 84.89 84.98 8491
LFW 97.41 97.58 97.51 97.54 97.65 97.57 97.64 97.71 97.67 97.72 97.77 97.75
PubFig 94.55 94.61 94.56 94.63 94.71 94.65 94.77 94.84 94.81 95.22 95.41 95.33
FERET 81.02 81.11 81.09 81.14 81.19 81.13 81.12 81.17 81.14 81.24 81.48 81.32
AR 81.72 81.84 81.75 81.87 81.96 81.89 81.95 82.00 82.97 82.25 82.39 82.28
YaleB 70.73 70.83 70.75 70.85 70.95 70.87 71.04 71.18 71.12 71.22 71.39 71.25

TABLE 5. Average Retrieval Rate, ARR(%) for 10 numbers of retrieved images using Triplet+Batch OHNM+Subspace, Triplet+Batch
OHNM-+Subspace-+Softmax and DTN+Batch OHNM+Subspace-+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB.

Dataset Method | Method | Method | Method Method | Method | Method | Method | Method | Method Method Method
5 6 7 9 10 11 15 16 17 18 19 20
PaSC 27.53 27.74 27.63 27.79 27.95 27.83 28.08 28.16 28.09 28.18 28.29 28.23
LFW 29.81 30.12 30.04 30.34 3041 30.35 30.37 3043 30.40 31.03 31.17 31.09
PubFig 19.02 19.15 19.10 19.21 19.53 19.43 19.40 19.50 19.44 19.59 19.71 19.65
FERET 31.15 31.27 31.18 31.23 31.36 31.27 31.33 31.39 31.37 31.47 31.55 31.47
AR 30.34 3043 30.56 30.52 30.65 30.54 30.62 30.66 30.65 30.85 30.95 30.87
YaleB 12.38 12.42 12.40 12.54 12.63 12.55 12.56 12.63 12.58 12.78 12.91 12.80

TABLE 6. F-Score(%) for 10 numbers of retrieved images using Triplet+Batch OHNM-+Subspace, Triplet+Batch OHNM+Subspace+Softmax and
DTN-+Batch OHNM-+Subspace+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB..

Dataset | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method | Method
5 6 7 9 10 11 15 16 17 18 19 20
PaSC 43.12 43.25 43.17 43.24 43.42 43.30 43.32 43.37 43.29 43.46 43.61 43.50
LFW 45.45 45.54 45.43 45.49 45.60 45.53 45.46 45.53 45.49 45.62 45.78 45.67
PubFig 28.13 28.26 28.21 28.24 28.38 28.32 28.29 28.36 28.32 28.42 28.56 28.47
FERET 42.35 42.56 42.42 42.61 42.75 42.66 42.73 42.81 42.78 43.01 43.15 43.07
AR 45.35 45.47 45.36 4551 45.64 45.57 45.54 45.63 45.60 45.79 4595 45.82
YaleB 18.55 18.67 18.56 18.73 18.84 18.76 18.89 18.96 18.90 19.19 19.34 19.28
Loss performance is the best. In the same way, selecting lack of similar samples or the large difference of similar faces,
subspace = 10 can improve the training accuracy. among the three kinds of subspace, DTN (MSML) + Batch
In Table 4, we choose the top 10 best matching faces in OHNM + Subspace-10 + Focal Loss performance is the best.
each database to get the average of the retrieval precision. In Table 5, the average of the best-fit face retrieval rate

Because the similarity of the face database is low due to the ARR, which ranks in the top 10 in each database, is calculated
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TABLE 7. ARP(%) for 10 numbers of retrieved images using DTN+
Subspace-10+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and
YaleB. Influence of Batch OHNM on retrieval accuracy and sample
Pre-processing time..

Random sample Batch OHNM
Dataset Acc(%) Pre t[i)tr](q)ec(ess)mng Acc(%) Pre[;irrs:(ess)smg
PaSC 81.36 12.6 84.98 16.9
LFW 95.78 13.5 97.77 18.3
PubFig 92.26 67.5 95.41 91.2
FERET | 79.16 132 81.48 17.8
AR 80.55 2.9 82.39 39
YaleB 68.74 6.7 71.39 9.1

using the above three kinds of subspace. It can be seen
that these three kinds of subspace have the highest ARR on
FERET, among the three methods, DTN (MSML) + Batch
OHNM + Subspace-10 + Focal Loss performance is the best.
In Table 6, the best-matching F-score of the top 10 faces in
each database is selected. The F-score score is the highest on
LFW and the worst on YaleB. The DTN (MSML) + Batch
OHNM + Subspace-10 + Focal Loss performance is the best
among the three kinds of subspace. In the evaluation of the
above datasets, ARR and F-score are the highest and the best
comprehensive performance is obtained by integrating the
above evaluation criteria DTN (MSML) + Batch OHNM +
Subspace-10 + FOCAL Loss.

VII. ABLATION EXPERIMENT
Through the above comparative experiments, it is found
that the best combination of model loss function is: DTN
(MSML) + Batch OHNM + Subspace-10 4 Focal Loss.
In this section, we will establish the ablation experiment of
this model [33]. The purpose of ablation experiment is to
explore the role of each variable from only one perspective.
Here, DTN (MSML) is used as the basic model, and the
control variables mainly include Batch OHNM, Subspace and
Focal Loss. We only reduce one variable at a time to observe
the change of retrieval accuracy.

(1) Control variable Batch OHNM

Remove Batch OHNM from the combination of DTN
(MSML) + Batch OHNM + Subspace-10 + Focal Loss, and
select random sample pairing. From Table 7, we can see that
there is no hard sample pairing mechanism of positive sample
pair and negative sample pair, which makes DTN model
lose the significance of pulling apart the relative distance
between positive and negative samples, resulting in a much

lower retrieval rate. After OHNM mechanism, two samples
of different modes can be added to DTN model, which makes
the model heterogeneous and improves the retrieval accuracy
greatly. However, due to the difficulty of sample selection, the
pre-processing time is longer than that of random samples.

(2) Control variable subspace

The subspace is removed from the combination of DTN
(MSML) + Batch OHNM + Subspace-10 + Focal Loss, and
no clustering subspace is generated. From Table 8, it can
be seen that the retrieval accuracy of DTN model without
subspace clustering is greatly reduced, and Focal Loss can’t
find the fuzzy sample set, and then can’t balance the pro-
portion of difficult sample pairs. At the same time, there is
no subspace clustering, which makes the pairing of difficult
samples inefficient and leads to slow pre-processing. After
adding subspace clustering mechanism, similar samples can
be found quickly, including similar positive samples and sim-
ilar negative samples. However, from Table 8, too little clus-
tering Subspace Partition will slow down the search speed,
such as subspace = 5, while too much clustering Subspace
Partition will split many similar sample pairs, such as sub-
space = 20, subspace = 40, which also destroys the internal
relationship of samples. Therefore, it is very important to
choose the appropriate number of clustering subspaces. From
the experiment, we can see that subspace = 10 is the best
subspace partition, and the retrieval accuracy is the highest
on each data set.

(3) Control variable Focal Loss

The Focal Loss is removed from the combination of DTN
(MSML) + Batch OHNM + Subspace-10 + Focal Loss,
which neither does positive and negative sample equaliza-
tion nor difficult sample screening. From Table 9, we can
see that the input side of DTN model which lacks difficult
sample screening is to a large extent select sample pairs from
simple sample clustering subspace, which cannot fully play
the model’s mutual advantage. At the same time, there is no
balance between positive and negative samples, which leads
to the confusion of positive and negative samples, which leads
to the over fitting problem of model training, so the retrieval
accuracy has been greatly reduced. The increase of Focal
Loss makes it possible to filter difficult samples, and can also
separate the over fitting problems brought by fuzzy samples.
After adjusting the parameters of Focal Loss function, it is
found that when « = 0.5, i.e. positive and negative sam-
ple equalization, the training accuracy is improved with the
increase of sample difficulty. However, when the number of

TABLE 8. ARP(%) for 10 numbers of retrieved images using DTN+Batch OHNM-+Focal Loss over the PaSC, LFW, PubFig, FERET, AR and YaleB. Influence of

the number of clustering subspaces on retrieval accuracy..

Dataset Subspace=0 Subspace=5 Subspace=10 Subspace=20 Subspace=40
PaSC 81.35 82.15 84.98 81.98 81.49
LFW 95.25 97.49 97.77 96.45 95.96
PubFig 92.26 94.67 95.41 94.45 93.49
FERET 79.49 80.95 81.48 80.12 79.89
AR 80.19 81.69 82.39 81.47 81.02
YaleB 68.68 70.66 71.39 70.34 69.48
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TABLE 9. ARP(%) for 10 numbers of retrieved images using DTN+Batch OHNM-Subspace = 10 over the PaSC, LFW, PubFig, FERET, AR and YaleB.

Influence of focal loss and its corresponding parameters on retrieval accuracy..

fec% Without
ithou
Dt Focal Loss o=0.5 7=0.1 o=0.5 =05 o=0.5 v=10.9 o= 0.1 v=10.9 o=0.9 v=10.9
PaSC 81.28 81.96 82.89 84.98 83.16 83.24
LFwW 95.17 95.63 96.59 97.77 96.92 96.86
PubFig 92.05 95.39 93.92 95.41 94.34 94.44
FERET 79.18 81.32 80.49 81.48 80.79 80.82
AR 79.98 82.25 81.13 82.39 81.88 81.76
YaleB 68.56 69.10 70.26 71.39 70.72 70.83

samples is equal, the training accuracy is improved, y =
0.9, that is, when the difficulty of samples is the most. The
over fitting problem caused by sample imbalance makes the
retrieval accuracy decrease (for example, when o = 0.1 and
a=0.9).

VIIl. CONCLUSION

In this paper, a new network structure DTN is proposed.
By comparing Siamese, Triplet and Quadruplet, we find that
the network structure is related to the number of network
channels. After the same number of channels, the most impor-
tant thing is how to design the effective loss function. This
paper improves on DTN network. The Network structure is
a kind of parallel Triplet structure, with quaternion samples
as input, the distance between positive samples and negative
samples can be widened, and the positive and negative sam-
ples can be completely separated. The loss function designed
in this paper is a synthesis of several kinds of loss functions.
In order to improve the search speed of the sample OHNM
Batch, the subspace clustering method was selected. In the
sample pre-processing phase of DTN network, the Focal Loss
function is used in the training phase, because of how to solve
the problem of increasing the difficulty and balancing the
samples. Based on TriHard and MSML, the network loss was
compared by 20 methods. Finally, the experimental results
showed that DTN (MSML) + OHNM + Batch + Subspace-
10 + Focal Loss has higher ARP, ARR and F-score. The
effectiveness of each method was verified by ablation experi-
ments. Therefore, the face retrieval method can meet the prac-
tical application of face retrieval, and the system takes into
account the practical difficulties of remote videos retrieval in
practical application. A multi-cameras face retrieval system
is designed to solve the problem of multi-cameras feature
sharing and joint features, so as to complete multi-cameras
face retrieval.

IX. DISCUSSION

The results of the above ablation experiments show that the
role of each variable is indispensable. At the same time, each
variable has the parameter adjustment state to achieve the
optimal solution. The optimal parameters can be obtained
from Table 7, 8 and 9. The optimal parameters are as follows:
@® Batch OHNM pre-processing is selected; @ subspace =
10 is the optimal clustering number of subspace clustering;
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@y =0.1,a =05y =09 is the optimal parameter
of Focal Loss. So under the optimal parameter setting, this
paper selects the best combination of DTN (MSML) + Batch
OHNM + Subspace-10 + Focal Loss, which can jointly
improve the retrieval accuracy.

Suggestions for future work: (1) There is still room for
improvement. Our network application face detection model
first cuts the face region, but in the dense crowd, many low
pixel undetected faces may also appear in the background.
At this time, the extracted face features will be interfered by
the low pixel face features. In the future, we can design and
use multi branch network framework based on attention con-
sistency to locate the face of the same person in two different
images. The feature is extracted to solve the robust invariant
representation of cross view matching. By learning to pay
attention to the same person’s face image region, a strong
feature invariant representation is generated. This solves the
problem that the attention regions of the same pedestrian face
must be consistent in dense faces. (2) This method can be
improved to remove background clutter. The face features
extracted from the whole image include not only pedestrian
face features but also background clutter. Although the learn-
ing method of face region detection can accurately extract the
local features from the image, the local features still include
the interference of the background region. Therefore, elimi-
nating background interference is helpful to further improve
the accuracy of face retrieval and recognition. In the future,
FCN and mask R-CNN can be used to segment the network
to get better face mask images. The segmented face mask and
background mask can fully highlight the features of the target
face and eliminate the interference of background features on
face features.
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