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ABSTRACT In data analysis, context information plays a significant role in enhancing the quality of
the insight obtained. Furthermore, spatial analysis helps understand spatial relationships among entities.
Nevertheless, findings of a comprehensive literature review show that the characterization of geographic
areas based on user generated content, such as text messages, has not been sufficiently explored. This paper
focuses on investigating how to combine and exploit geographic information with user generated text content
to detect geographic clusters of textual events, and infer relationships between each cluster and a fixed set
of retail product categories, which we consider as an insightful way to perform spatial market segmentation.
We propose a workflow composed of several machine learning models incorporating Transformers as an
attentionmechanism andBERT-based data augmentation capable of predicting product classes fromAmazon
product reviews and Twitter message corpora, and then characterizing the obtained geographic clusters based
on their aggregated scores. The output of our system is an effective visualization of the geographic areas with
their corresponding relevance score against a fixed set of categories.We trained a product document classifier
achieving an F1-Score of 86% in the test set for product reviews, and of 76% in the test set for tweets; and
validated our approach bymanually annotating a subset of Twitter data with respect to ten product categories.
Our approach provides practitioners with a mechanism to combine location context, a Transformer encoder,
and transfer learning to derive insights from geo-spatial and text data; and researchers with opportunities to
continue advancing the field.

INDEX TERMS Advertising, context awareness, machine learning, natural language processing, clustering
algorithms, transformers.

I. INTRODUCTION
During the last decade, the computer-science research com-
munity has been showing interest in exploiting context infor-
mation to improve interactions, decisions, and analysis in
systems. There are five categories of context information:
individual, time, activity, relation, and location [1]. Location
context refers to the information about the place in which
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an event occurs. This information can be in the form of
geographical coordinates, or a discrete named location, like
a Point of Interest (POI). There are many uses for location
context in information systems. For example, modeling venue
characteristics for user geo location [2], or improving recom-
mender systems predictions [3].

The proliferation and subsequent availability of data from
Location-Based Social Networks (LBSN) [4] have made an
impact in the research community by enabling researchers
to study and elaborate use cases that were difficult before,
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e.g., monitoring and visualizing collective behavior [5]. Fur-
thermore, LBSN provide detailed information about the loca-
tion in which events and interactions take place. From this
information, several studies, for example in recommendation
systems, have been elaborated [3], [6], [7].

One of the use cases of location context is the characteri-
zation of geographic areas. This can be useful to understand
the properties and traits that distinguish certain locations,
which is important for example in Location-Based Adver-
tising (LBA), where the advertising elements are tailored
to particular locations. Nevertheless, according to our com-
prehensive literature review [8], few studies have focused
on categorizing geographic areas based on user generated
content, particularly targeting market segmentation objec-
tives. We found approaches exploiting social context [9],
POI descriptions with user traces [10], and semantic rela-
tionships of supply-domain text corpora [11]. However, none
has exploited user generated geo tagged text to model or
characterize locations.

This work focuses on exploiting both location context
and user generated content in the form of geo tagged text
messages, to detect and characterize geographic areas. The
idea of our research is inspired by the LBA concept aiming
for a spatial market segmentation strategy. In this sense,
we wanted to exploit geo tagged messages generated directly
by users to associate geographic regions to products and
services, by extracting semantic relationships between the
text messages and a selected group of ten product categories.

One of the major challenges we faced was the data. To the
best of our knowledge, there are no publicly available datasets
good enough to satisfy our objectives, i.e., geo tagged and
product-annotated, user-generated text datasets from which
to obtain all the information we needed. This forced us to use
sources for which not all the needed information was avail-
able (location and product categories), andmanually annotate
a subset of one of the sources. To validate our approach,
we employed an Amazon retail product review dataset (writ-
ten in English) [12], [13], consisting of 8 million records,
which did not contain geo-spatial coordinates, to train an
attention-based neural network classifier from which we
could extract semantic features to associate a vocabulary of
one million words with ten product categories. Furthermore,
we employed three months (from July to September 2013)
of Twitter data [14] from the city of Los Angeles - USA,
which was not labeled for product categories. In order to
validate the results of our work, we manually annotated the
Twitter dataset with respect to our category set of interest.
The Twitter data consisted of a total of 36,634 geo tagged and
product-annotated records. Despite the Twitter dataset being
the ground of truth for our validation, the Amazon review
dataset was crucial to our success since, compared to the
obtained Twitter data, it was large enough to train a classifier
from which we could later do transfer learning to solve the
final challenge.

We implemented a series of machine learning models to
classify user generated text into a fixed set of categories

using state-of-the-art attention-based architectures in deep
neural networks such as Transformers; and then, to detect
density-based clusters in selected cities in order to obtain
aggregated category scores calculated by the text classifier.
We built a product category classifier with high accuracy from
both the Amazon review and Twitter datasets. During this
process, the major challenges were the noisiness of the Twit-
ter data and the lack of usable messages. We addressed these
problems by using BERT-based data augmentation and by
doing transfer learning from a more robust review classifier
we also implemented. First, we trained a deep neural network
from the review data, by applying Transformers in combina-
tion with convolutional layers, achieving an F1-Score of 86%
in the test set. Second, the attention layers from the review
classifiermodel were transferred and fine-tuned to implement
the final product category classifier model from the Twitter
data to finally achieve an F1-Score of 76% in the test set.
Furthermore, we used a density-based clustering technique
to discover spatial clusters from the geo tagged messages.
With the derived clusters, we employed the product category
classifier to characterize the geographic areas, aggregating
the individual scores of each message to get the final char-
acterization of each cluster.

While conducting the experiments, we observed several
interesting aspects. From the product classifier perspec-
tive, as expected, attention based architectures were supe-
rior to other model types such as those based on document
embeddings. Moreover, we observed that applying convo-
lutional layers on top of the Transformer encoder, followed
by dense/fully connected layers, increased the model per-
formance and yielded more accurate results compared to
only using fully connected layers on top of the Transformer
encoder. Additionally, we tried several data augmentation
techniques in the Twitter dataset, finding that the ones that led
to better results were those based on BERT, which suggests
that this is indeed an excellent way to deal with poor or limited
text datasets.

We built a system that integrates all the mentioned pieces
together and, as a result, delivers easy-to-read interactive
HTMLmaps, where users can explore the characterization of
particular cities in the form of probability distributions over
product categories. Our approach is easy to understand and it
can be applied to other business processes such as customer
service or operation performance, and to different contexts
such as psychology, politics, and other human traits, subject
to be re-trained and adapted with the corresponding datasets.
This way, we aim at helping practitioners and researchers
to further advance in knowledge retrieval and understanding
from user generated content by exploiting location context to
attain enhanced insights.

This paper is organized as follows: Section II describes
our research objective and contribution; Section III discusses
relatedwork; Section IV presents themethodological aspects;
Section V elaborates on the foundational aspects and tech-
niques that support our contribution; Section VI presents the
datasets and their preparation process; Section VII explains
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the details about the first component of our solution, the prod-
uct document classifier; Section VIII illustrates the details
related to the second component of our solution, the cluster
calculation and the characterization of geographical areas;
Section IX reports on the details and results of our exper-
iment; Section X discusses our results. Finally, Section XI
concludes this paper and outlines future work.

II. RESEARCH OBJECTIVE & CONTRIBUTION OVERVIEW
Artificial Intelligence (AI) has become an indispensable
asset for business analysis, with plenty of applications in
several areas, particularly in marketing [15]. For example,
AI applied to location-based advertising (LBA), which is the
practice of controlling the marketer information tailored for
the place where the user may interact with the advertising
medium [16]. The concept of LBA can be interpreted as
organizing and controlling advertising information so that
the location is a common ground between the ads and
the user.

Inspired by the idea of LBA, our research objective is to
systematically identify locations that can be associated with
certain products by exploiting user generated content in form
of user generated text messages. We considered this to be of
interest because marketing campaigns can be costly and may
suffer from low user response compared to the original invest-
ment. Moreover, there might be other reasons to estimate the
optimal location for a particular activity [17], such as opening
a new store [6], [7], or estimating the interest for something
in particular locations to validate assumptions [18]. Our work
focuses on how to characterize geographic areas in relation
to a selected set of product categories. Our approach differ-
entiates from other studies in the fact that we exploit user
generated geo tagged messages as a criteria to characterize
segmented geographic areas.

We employed a series of machine learning models to
implement a system with the ability to train a text classifier of
product categories with high accuracy using a user generated
corpus from a retail product review dataset. Also, the system
is capable of detecting density based clusters of geo tagged
messages, aggregate the text from the clusters, and charac-
terize each cluster with a probability distribution over ten
product categories.

As a summary, our main contributions are as follows:

1) We demonstrate the usefulness of Transformers and
transfer learning from a pre-trained knowledge corpus
of topics, based on user generated text messages that
users post on the internet. Furthermore, we demonstrate
the worth of location context to characterize dense
and partitioned geographic areas, and we present the
results of the analysis in an effective visualization that
helps researchers and practitioners gain insight from
the characterization.

2) We propose a new approach to perform spatial mar-
keting segmentation exploiting user generated content
in the form of text messages, which we validate using

datasets of considerable size. Furthermore, we argue
that our approach can be adapted and applied to other
scenarios such as customer engagement, or even geo-
graphical analysis of human thinking.

3) We created and made publicly available both the prod-
uct review and Twitter datasets, which consist of eight
million and 36,634 documents respectively. Further-
more, we made available the review classifier base
model for further benchmarking and research.1

III. RELATED WORK
We conducted a comprehensive SLR (based on 168 papers)
that allowed us to understand the state of the art of the usage
of location context in business value chain processes [8].
Based on this characterization, we concluded that there are
no contributions that approach the problem the way we do
it. Our main objective was to propose strategies to per-
form spatial marketing segmentation, i.e., characterize geo-
graphical areas, by exploiting opinion-related user generated
geo tagged data. Despite the demonstrated interest from the
research community in studying location context as an asset
for better knowledge-based systems, we were not able to
find studies exploiting natural language features, specifi-
cally user generated text content, to characterize geographic
areas.

Numerous studies have been conducted with the pur-
pose of exploiting location context to improve data analy-
sis, particularly in business-oriented settings. For example,
East et al. [19] combined location context with survey data
to better understand visitor behavior in a zoo; Gao et al. [20]
implemented a system to build gazetteers2 from volunteered
geo datasets; Yu et al. [6] and Mao et al. [7] leveraged
social media and other data sources alongwith location-based
services to recommend shop types given a particular location;
and Chang and Li [21] proposed a framework to predict
business performance in relation to location context elements
such as intrinsic attributes and competitors.

Lloyd and Cheshire [22] implemented spatial analysis and
clustering approaches to derive retail center locations by
exploiting geo tagged Twitter data. Another set of approaches
focused on inferring characteristics associated with particular
locations, such as Liu et al. [23], who proposed a work-
flow to exploit taxi trajectory data to derive optimal loca-
tions for billboards. Korakakis et al. [3] proposed a system
to improve POI recommendations and tourism routes by
exploiting social media information. Similarly, [24] worked
on a location-aware personal assistant for retrieving POI and
services. And Fernández-Gavilanes et al. [25] implemented a
methodology to differentiate users by language and location.

Table 1 presents a comparison between the related work
and our approach using the following criteria: Exploits loca-
tion data, denoting that the authors exploit the spatial com-
ponent of the dataset; Exploits text data, indicating that the

1https://ohtar10.github.io/wtsp/
2https://en.wikipedia.org/wiki/Gazetteer
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TABLE 1. Related work - Comparing our research with other studies with applications related to location context, market segmentation and natural
language approaches for business cases. ELD: Exploits location data, ETD: Exploits text data, CGA: Characterizes geographic areas, CUNL: Characterizes
using natural language, SMS: Spatial market segmentation.

authors exploit textual properties to derive insight;Char. geo-
graphic areas, denoting that the presented results can be used
to characterize geographical areas according to some criteria;
Char. using natural text, indicating that natural language
processing techniques were employed to perform character-
ization aspects; and Spatial market segmentation, denoting
that the approach is focused on, or can be used to perform
some level of spatial market segmentation.

We found three studies that result more relevant to our
approach. The main difference among our approach and these
three studies is the exploitation of user generated textual
features in combination with location context to characterize
geographic areas. The first relevant approach was the work
of Anagnostopoulos et al. [9], which focused on exploiting
social context and curated topic lists associated with certain
users from which interests could be derived, then the zones
are equally divided and the location traces from users are ana-
lyzed to characterize areas. The second relevant approach is
the research byDashdorj and Sobolevsky [10], which focused
on analyzing GPSmobile traces of users and comparing them
with POI descriptions to characterize behavioral patterns.
None of these approaches did fully exploit semantic aspects
of language. Finally, He et al. [11] exploited more in depth
natural language techniques such as semantic relationships
between text corpora to find similarities for supply-demand
texts. However, their approach did not explored location con-
text which is a major element in our research. Although our
approach is oblivious to social context or POI, we focused
on deriving characteristics from raw textual and geo tagged
opinions from users compared with a knowledge corpus of
a specific domain, in our case, retail products. Furthermore,
we include the location context associated with the text data
to segment and characterize geographic areas. We believe
that our approach is complementary to the aforementioned
studies, and that it adds value to the characterization of geo-
graphic areas and spatial market segmentation based on user
generated content and traces.

IV. PROBLEM DEFINITION & METHODOLOGY
In this section, we present a formal definition of the problem
that drove our research, as well as the methodology we fol-
lowed to implement our solution.

A. PROBLEM DEFINITION
This study focuses on investigating how to characterize geo-
graphical areas by exploiting spatial relationships and seman-
tic properties in text corpora. For example, if we observe a
major region, e.g., a city, a system should be able to calcu-
late sub-regions based on the spatial densities of geo tagged
text messages, to then classify the sub-regions according to
semantic relationships against a fixed set of categories.

From the problem statement (cf. Figure 1), we can derive
that we have as input a set of geo tagged messages M , from
which we can extract subsets corresponding to messages for
a particular city C ⊂ M , and each message m ∈ C contains
two basic properties: a message mt , corresponding to free
text; and coordinates mc, corresponding to the latitude and
longitude associated with the message. We want to partition
the messages from the area spanned by C into a set of smaller
areas A, such that we can submit each corpus ai;1≤i≤N ∈ A to
classification using a fixed set of categories K , where kj ∈ K
represents a single category of products. Given that ai can
group multiple messages with diverse topics, we want the
output of the categories associated with ai to be kj ∈ aiK ,
where aiK ⊂ K , and every kj ∈ aiK corresponds to a
probability of ai being of category kj. Finally, the members of
aiK depend on some threshold t such that ∀kj ∈ aiK , kj ≥ t .

B. METHODOLOGY
Our methodology consisted of six stages: first, conduct an
SLR; second collect the required data; third, analyze the
data and prepare it for modeling and training; fourth, train
the product categories classifier; fifth, implement a tool to
automate the clustering aggregation and classification; and
sixth, obtain and document the final results.
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FIGURE 1. Graphical representation of the problem definition. From the
universe of geo tagged messages M we take subsets per city C . Every
message contains coordinates mc and text mt . The messages are
partitioned exploiting the coordinate values into partition set A. Finally,
every partition ai ∈ A is characterized according to a set of categories K
using an example threshold t = 0.1, such that ∀kj ∈ ai K , kj ≥ t .

The findings of our SLR [8], confirm our research prob-
lem and objectives. To develop our contribution, we divided
our work into two major components: The product docu-
ment classifier, which consists of all the processes and nec-
essary experiments related to the product document clas-
sifier responsible for the characterization of the clusters;
and the geo tagged text cluster aggregation & characteri-
zation, which comprises everything needed to calculate and
aggregate the spatial clusters and subsequent classification.
Figure 2 summarizes our approach and illustrates the result
delivered to users.

To avoid potential conflicts of interest, we used publicly
available datasets. As for product related data, we used the
Amazon product review dataset collected by [12] and [13].
We considered this to be a useful dataset for building a
solid semantic knowledge base and vocabulary for product
related text data, considering that the reviews are written
opinions about categorizable items. However, the lack of
location context in the reviews hampers our final objective.
Thus, we used Twitter data [14] since it is known that Twitter
allows to share the geographical locations along with the

FIGURE 2. Proposed approach.

messages published, at the price of lacking product-annotated
text messages and having noisy data. A new challenge arised
and it was to find ways to take advantage of the available data
to solve and validate our objective.

V. BACKGROUND
In this section we briefly discuss the techniques we employed
in the development of our solution, as well as some alterna-
tives to the selected techniques.

A. ATTENTION MECHANISMS & TRANSFORMERS
Humans that can read have the ability to transform user gener-
ated text into meaning. However, this is a challenging task for
computers, particularly because for a machine, the informa-
tion must be encoded as numbers. It is possible to represent,
or encode words in a numerical form so the computer can
process them. Nevertheless, another challenge appears when
we want to analyze semantic relationships between words.

Deep learning has become the most promising field in
several machine learning tasks. Despite being complex, deep
learning has been showing prowess in urban geography [26],
and text related tasks such as sentiment analysis [27].

In the context of deep learning for text analysis, there
are certain types of neural network architectures that can
be employed. Long-Short Term Memory (LSTM) [28], [29]
is a common architecture for analyzing text as sequences
of words. Convolutional Neural Networks (CNN) [30] is
another architecture that is widely used for image related
workflows, but it also has applications with text [31].

In recent years, new architectures have emerged with
remarkable results in Natural Language Understanding
(NLU), such as Transformers [32]. The intuition behind
Transformers is that sequences can be observed in parallel
and independently by multiple attention heads that compute
scores for all the sequence elements and positions. The atten-
tion score is computed through linear transformations and
softmax activations on each element in the sequence, and it
tells us the relevance of each element towards a particular
goal, e.g., classification. The scaled dot-product attention
equation 1 summarizes the calculation of the attention score.
We must provide matrices Q (queries), V (values), and K
(keys), which are abstractions of word embeddings [33] for
each word in a sentence, and dk is the number of dimensions
of the K embedding. When the term QKT

√
dk

is passed through a
softmax activation to get weight probabilities, and by multi-
plying the final vectorV , we obtain the attention score of each
vector in the sequence. Furthermore, whenmatricesQ,K , and
V are the same, the mechanism is called ‘‘self-attention’’.

Attention(Q,K ,V ) = softmax(
QKT
√
dk

)V (1)

This kind of Attention Mechanism has been successfully
used in Transformer architectures for NLU, such as the
case of BERT [34], achieving better results compared to
traditional language representation models. One particular
example in which Transformers show superiority is when
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compared against document embeddings (Doc2Vec) [35] for
contextualized representation of complete sequential data.
One common use case of Transformers and Attention Mech-
anisms is Neural Machine Translation (NMT), which uses
an encoder-decoder architecture. The encoder abstracts the
input language and the decoder transforms the abstraction
into the target language. We focused on classification, hence,
we only needed to use the encoder element to extract semantic
abstractions of documents. The abstractions obtained by the
Transformer encoder can be used as predictive features for
classification tasks.

1) DENSITY BASED CLUSTERING
Clustering is the task of grouping objects based on some
criteria such that similar elements can be identified as a group.
There are several clustering criteria, deriving into different
clustering techniques, such as centroid-based clustering [36],
distribution-based clustering [37], self-organized maps [38],
and density-based clustering [39].

The idea of density-based clustering is that the grouping of
objects is determined by how dense the members of a cluster
are, i.e., the clusters are defined by higher density areas, while
disperse objects are considered noise, and not associated with
any cluster. Algorithms such as Density-Based Spatial Clus-
tering for Applications (DBSCAN) [40] exploit spatial rela-
tionships between objects, grouping together closely packed
points. Additionally, it automatically detects noisy elements
that can be easily discarded. Another algorithm is the Order-
ing Points to Identify The Clustering Structure (OPTICS)
[41], [42] which is a generalization of DBSCAN, and it
also overcomes the limitation of having data with varying
density. In both cases, there are two required parameters: ε,
which represents the maximum distance between objects to
be considered neighbors; andMinPts, which is the minimum
number of neighbors before a group can be considered a
cluster.

DBSCAN and some of its variants have been used in loca-
tion context problems before [3], [17]. Location information
encoded as geographical coordinates in a surface fits well
in location context use cases. Additionally, in our use case,
we argue that the density of the clusters is meaningful for the
interpretation of the output, hence we considered OPTICS to
be an appropriate technique in this case.

VI. DATASETS
In this section we briefly describe the datasets used in our
approach and the pre-processing we implemented, as well as
show some examples of the data we encountered as part of
the task.

A. TWITTER DATA
We employed the Twitter Stream Grab dataset [14] for the
period of June to September of 2013, which consists of
607.7 million tweets. We selected this period because the
product reviews from Amazon available were from about
the same time frame. The variables used were the tweet

text, its geographical coordinates, place name, and country
name. We were not interested in the users as individuals for
this experiment, hence, we did not include any of the social
relationships nor interactions with other entities or users.
Also, we filtered out the tweets that did not have coordinates
informed. After the pre-processing, we obtained a total of
9.1 million tweets, which is ∼ 1.48% of the original dataset.
Furthermore, this dataset did not have any ground truth with
respect to product categories. Due to limited resources and
time constraints, we were able to manually annotate a subset
of 36,634 tweets corresponding to the city of Los Angeles
in United States. We defined a set of ten labels. Then we
semantically associated the content of each message to one
or more of these labels:

• Movies & TV: Mentions about movie or TV show
names, actors, or directors, regardless of the genre.

• Clothing, Shoes & Jewelry: Mentions about clothing,
fashion items, or attires, including shoes or accessories.

• Music: Similar to movies, the mention of names, artists,
performers, shows, concerts, producers, among others,
regardless of the genre.

• Technology, Electronics & Accessories: Mentions
about computing hardware, or software, as well as gad-
gets, mobile phones, or other technology items.

• Books: Similar to movies and music, mentions about
literature pieces, authors, commentators, among others,
regardless of the topic.

• Toys & Games: As with technology, the mention of
games, video games, toys, or similar.

• Home & Kitchen: Tweets about being at home, doing
kitchen activities, or mentioning particular items associ-
ated with this topic.

• Office & School Supplies: Similar to home & kitchen,
messages about being at the office, or doing school
work.

• Health & Personal Care: Like the topic itself suggests,
messages that can be related to health or personal care
items or activities.

• Sports & Outdoors: Messages about sport or outdoor
activities, or items associated with the topic.

Additional to the aforementioned categories, we included
three special categories to denote what we considered cases
outside our primary objective, such as unrelated messages or
noise, for a total of thirteen labels as follows:

• Other Products: This category was dedicated to mes-
sages that can be interpreted as talking about other kind
of products outside of the first ten in this list. For exam-
ple, food.

• Other Topics: Similarly, this category was dedicated to
messages that carry a semantic meaning about some-
thing that is not, or can not be associated with any
particular product or service. For example, politics.

• Not Applicable: Finally, this category is meant to be
used as noise annotation, i.e., Twitter is notorious for
carrying noisy data, such as, people just laughing at
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something. These type of messages do not carry mean-
ingful information for our subject of interest. Hence, for
simplicity, we filtered them out from the classification.

It is relevant to clarify that we annotated the messages
regardless of dealing with specific products or services.
We considered that if a particular message, from a human
standpoint, is considered to carry enough meaning such that
it can make us think there can be a relationship with one of
the mentioned categories, it was valuable to be taken into
account. We also considered the possibility of a message
carrying more than one meaning, hence, we performed a
multi-label annotation for those messages we deemed relat-
able to two or more categories.

After annotation, only the messages labeled with at least
one of the first ten categories listed above were considered.
Hence, our final dataset was of 8,691 geo tagged and product
annotated text messages. This imposed a significant chal-
lenge in our objective as we knew this would not be enough to
derive meaningful and general results, and was the main rea-
son for us to complement this dataset with additional sources,
as explained in the next subsection. Finally, considering we
could only use geo tagged messages, it was infeasible to val-
idate whether this subset was a truly representative sample of
all possible tweet messages. Table 2 shows a few examples of
the annotation results. Themost frequent category in this final
subset was ‘‘Music’’ which represents 25% of the dataset,
thus, the classification baseline for this task.

TABLE 2. Product documents classifier results sample. Predicted
categories score in parentheses. Actual user names and links were
altered.

B. PRODUCT REVIEW DATASET
To cope with the scarce data product of the Twitter anno-
tation task, we used an Amazon product review [12], [13]
(version 2014) dataset, which includes 83 million reviews,
and 9.4 million product metadata records. From the product
review dataset, we selected the product identifier, summary,
and review text. For the product metadata, we selected the
categories, title and description. For every product in the
metadata, there could be one or more product reviews, and
the relationship was determined by the product identifier.
Also, product categories can be hierarchical and one product

can be associated with more than one category. However, for
simplicity, we worked with only one category level.

Because of the large amount of data and the hierarchical
nature of the categories, we pre-processed the data to obtain
a sample of 59.6 million of ‘‘product documents’’, consist-
ing of the review text or product description. Furthermore,
similar categories were merged and used as the labels for
each product document. For example, T-shirts, shirts, and
dresses are related to clothing. We manually selected the
categories that could be combined, and created a mapping
for them according to the ones mentioned in Section VI-A.
We worked with the same ten category set as mentioned in
Section VI-A. Product documents that did not belong to the
selected categories were left out.

After the pre-processing stage, we took a stratified sample
of eight million product documents for training, we con-
sidered this to be a good enough amount to perform our
experiments. Table 3 shows the count per document category
in the final set. Products with more than one category were
counted multiple times. The predominant category is books,
representing 29.4% of the dataset, thus, we considered it as
our classification baseline for this task. Table 4 shows a few
examples of the final product documents for predictions.

TABLE 3. Sample document count per category.

TABLE 4. Product documents classifier results sample. Predicted
categories score in parentheses.

VII. PRODUCT DOCUMENT CLASSIFIER
Our intention is to exploit semantic properties to predict
characteristics in user generated opinions in the form of text
messages. Hence, the first component of our system is a
product document classifier.

The major challenge with our classification task was the
nature of the data we were able to obtain. The Twitter dataset
was not good enough and the product review dataset did
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FIGURE 3. General network architecture for document classification. Where, N is the batch size, L is the input sequence length, S is the input vocabulary
size, E is the embedding size, F is the output filter size, C is the number of convolutional filters on the last CNN layer, and Q, K , and V are the
abstractions of the resulting embeddings to compute the attention for each word.

not have location context. The tweet classifier was the most
important piece of the solution and despite using modern
deep learning architectures, the model would barely learn to
generalize well with little data. At the same time, if we trained
a robust model with only the review dataset, there was no
guarantee that it would generalize well enough by predicting
data outside the training distribution. Moreover, since the
review dataset did not include location context, we could
not achieve the final objective of performing spatial market
segmentation.

We proposed a transfer learning based solution, in which
we first would train a robust model, capable of extracting
meaningful semantic relationships between a large corpus,
such as the review dataset, and the selected categories using
Transformers. Then, we would transfer this knowledge, in the
form of the learned Transformer encoder, into a final tweet
classifier. This way, we were able to give a considerable
and much needed boost to our classifier, and still exploit the
location context.

As per our experiments (c.f., Section IX), we compared
different architecture configurations and confirmed the supe-
riority of the attention-based model compared to Doc2Vec
and convolutional-based approaches. It is common to directly
connect the output of the Transformer encoder directly to
fully connected layers prior classification. However, we also
observed that for our particular task, the combination of
convolutional layers after Transformer blocks gives a consid-
erable boost to the classification task. CNN layers calculate
feature maps from input data. Feature maps are in essence
activations of different parts of the input, meaning that a
strong activation signals the existence of a certain feature in
the input. In our use case, the CNN layers are responsible
for detecting dimension features in the Transformer encoder
output that is later fed into dense layers to make the final
predictions. The improvement we observed by using this

approach is the reason why we decided our network archi-
tecture to have both layer types.

Figure 3 shows the general idea of the network architec-
ture we employed to classify document embeddings using
Transformers and CNN. The input layer corresponds to the
pre-tokenized product documents. Next, we have a posi-
tional encoding, an embedding layer and a transformer
block, and a set of 1D convolutional layers to extract fea-
ture maps from the Transformer encoder activations. In a
subsequent step, we flatten the output from the convolu-
tional layers to feed them to fully connected (dense) lay-
ers. Finally, the output layer employs a softmax function
to emit probabilities for each class, which we can inter-
pret as the probability of a sample document of being in
every category. One important aspect to note here is that the
three matrices used as the input to the Transformer block
correspond to three different linear transformations of the
same word embeddings, thus our model is a self-attention
mechanism.

The same architecture concept was used for training a
document classifier from the reviews and another from the
tweets, with the difference that the tweet classifier received
the Transformer encoder pre-trained from the reviews as a
starting point, and then fine tuned it, this was crucial for the
success of our work.

VIII. GEO TAGGED TEXT CLUSTER AGGREGATION &
CHARACTERIZATION
The second phase of our approach focuses on the clustering
and score aggregation tasks. This phase allows for the parti-
tioning of geographic areas and subsequent characterization
using the product document classifier, and for the exploitation
of the location context provided by the geo tagged messages.
This section describes these mechanisms.
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A. GEO SPATIAL CLUSTERING
We wanted to analyze geographic areas in general, without
being limited by predefined regions, such as cities, neighbor-
hood polygons or bounding boxes. Our intentionwas to let the
points of the geo tagged messages to naturally form clusters.
Moreover, because depending on the problem, the size of the
clusters could represent relevant context information such as
audience size. Under these circumstances, it would be wiser
to select a region with bigger size.

Density-based clustering algorithms discover groupings
based on how packed the instances are, i.e., their density.
Density-based techniques have been used for geo-spatial
information in the past [3], [17], particularly DBSCAN.
In our approach we employed OPTICS instead, because it
deals better with uneven cluster densities, as we expect from
Twitter data.

B. CLUSTER CHARACTERIZATION
The final step in our approach is the characterization of
geo-spatial clusters. After calculating the clusters, we submit
to classification every tweet belonging to the cluster, then
we average the individual scores to obtain a final score per
cluster. For classification, we are deliberately omitting tweets
labeled as ’Not Applicable’ since these do not contribute to
our goal. Furthermore, from the cluster results, we filtered out
clusters that are below a predefined score threshold.

IX. VALIDATION
This section describes the experimental setting and results.

A. EXPERIMENTS & RESULTS
1) PRODUCT DOCUMENT CLASSIFIER TRAINING
We trained a model directly from Twitter data with an archi-
tecture similar to the one described in Section VII. How-
ever, despite the prowess of Transformers, the data we had
available for training was not sufficient to learn meaningful
features, and the model was not able to surpass the twitter
classification baseline (25%). We overcame this challenge by
first learning the semantic features we needed from another
similar classification task. We took the subset of eight mil-
lion annotated Amazon product documents, and trained a
robust classifier achieving an F1-Score of 86% in the test
set, surpassing the review baseline for this dataset (29.4%).
We also compared the performance between a Doc2Vec
based model consisting of 1D convolutional layers on top of
pre-computed document embeddings and an Attention based
model as previously described, demonstrating the superiority
of the Attention Mechanism (cf. Table 5). We pre-tokenized
the review documents and built a vocabulary out of the first
million from the most common words, which we also reused
later for the tweet classification task. Only tokens within
the vocabulary, including trend terms, were used to form the
encoded review/tweet sequences. For both review and tweet
classifiers, we defined an input sequence length of 300.

TABLE 5. Product review classifiers performance comparison in the test
set.

Table 6 shows some real examples of product review
documents with the original categories, and the predicted
ones with their corresponding probability scores. We used
a threshold of t = 0.1, hence for the selected records we
only show the scores for categories greater or equals than 0.1,
i.e., aki ≥ 0.1.
With a robust review classifier trained, we proceeded with

a transfer learning and fine tuning approach by borrowing
the Transformer encoder of this model and building a new
one specifically for the tweet classification task. The model
performance doubled, we were able to surpass the tweet base-
line and achieved a 43% F1-Score in the test set. However,
despite being a better result, we did not considered it great,
once more, the size of the dataset made it difficult to improve
the performance. Hence, we resorted to perform some level
of data augmentation. We employed nlpaug library [43],
and tried different data augmentation approaches, e.g., key-
board noise, synonyms, word embeddings for insertion and
substitution, as well as context based augmentation with a
pre-trained BERT model in which we could replace exist-
ing words, insert new ones, or augment the sentence based
on the original message. From the mentioned augmentation
approaches, the BERT-based ones yielded the best results.
Hence, we only used BERT-based augmentation, making the
tweet dataset ten times larger to finally work with 85,497
documents. This data augmentation mechanism helped us to
improve the tweet classification F1-Score to 58% in the test
set.

Finally, the final tool that helped us improve the model’s
performance was the inclusion of convolutional layers on
top of the Transformer encoder followed by the fully con-
nected layers. Our intuition was that the Transformer encoder
still outputs multidimensional vectors per document, hence,
the feature maps produced by convolutional blocks would
help extract additional information. Since each word embed-
ding is a vector, convolutional layers can extract 1D features.
By including 1D convolutions, we achieved 76% F1-Score
in the test set. Table 7 shows the comparison of the most
important milestones in the tweet classification model.

We used Keras [44] and Tensorflow [45] to implement both
classifiers using a machine with one GPU. We defined a net-
work architecture based on what we described in Section VII.
The final model for both classification tasks consisted of
one transformer block with four self-attention heads, two 1D
convolutional layers of 128 and 64 filters, and kernel sizes
of five and three respectively. The fully connected layers
consisted of three layers of 1024, 512, and 256 units with
dropout regularization between layers. We used softmax as
the activation function in the last layer, and Kullback-Leibler
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TABLE 6. Product document classifier results sample. Predicted categories score is presented in parentheses.

TABLE 7. Tweet classifiers performance comparison in the test set.

FIGURE 4. Att-Conv1D-FC model classification report.

Divergence (KLD) as the loss function with an Adam opti-
mizer.

Figure 4 presents the classification report for the test set
of the final tweet classification model. We can observe con-
sistent results in all categories except for ‘‘Other Topics’’,
which considering that our training sample only consists of
messages with at least one of the main ten category group,
we attribute this low score to the lack of individual examples
for this category. However, for simplicity in our experiments
and final objective, we chose to ignore this issue for now.

Finally, Table 8 shows some tweet classification examples
from the test set. We observe that some examples seem to
be ambiguous, yet the model activates at least one of the
true categories (c.f., last example). Furthermore, for metric
calculation, we used a decision threshold of 0.5 for each class,

meaning that if a predicted category logit was greater than
this threshold, we rounded it up to 1.0 in order to compare
it with the true one-hot encoded category. We observed that
several of the classification errors were because the score
obtained for the categories did not surpassed the decision
threshold. However, since we were interested in the logits
per se, we deliberately omitted further inspection.

2) GEO SPATIAL CLUSTERING CALCULATION
We employed the Python module Scikit-learn [46], and its
implementation of the OPTICS algorithm. As mentioned in
Section V-A1, there are two important parameters we should
provide, one of them is epsilon ε, which represents the maxi-
mumdistance to consider two instances belonging to the same
cluster. We employed the technique described by Rahmah
and Sitanggang [47], in which we can find a suitable ε by
calculating the distance to the nearest n points for each point,
then sorting, plotting the results and finding the point of
inflection on the curve to select the optimal ε. The second
parameter is theminimumnumber of points.We chose a value
of MinPts = 10, since we wanted aggregated corpora of at
least 10 messages per cluster.

The mentioned clustering configuration allows us to dis-
cover clusters over any subset C of cities. In Figure 5,
the subplot (a) shows a heatmap of geo tagged messages
in Los Angeles - USA from a subset of 1,000 tweets. The
subplot(b) shows the calculated clusters from the geo tagged
messages. The colored dots represent clusters, and the gray
dots represent noise data points that were not considered as
part of any cluster.

FIGURE 5. Los Angeles geo tagged messages and clusters.
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TABLE 8. Product document classifier results sample. Predicted categories score in parentheses.

B. CLUSTER AGGREGATION & CHARACTERIZATION
Once the clusters were calculated, we classified all individual
messages per cluster, and averaged the scores to get the final
characterization scores per cluster. To visualize the results,
we also needed to aggregate the cluster points, since the
idea was to calculate polygons associated with each cluster.
Visualizing cluster polygons in a map allows us to clearly see
the shape, boundaries, a subjective sense of coverage among
each cluster, and their characterization.

In the context of spatial data, there are several methods
to partition a surface. We employed convex hulls [20], [48],
through the Quickhull algorithm [49] because we were inter-
ested in the polygons enclosing the cluster data points, instead
of a span region based on the distribution of points.

Figure 6 shows an example of the final output generated
by our solution. This figure represents a portion of the city of
LosAngeles, showing their predicted product categories from
July to September 2013. We can observe several polygons of
different shapes, which represent the enclosing boundaries
of each cluster. For some of them, we show their charac-
terization resulting from our tweet classifier. The output of
our system is an HTML interactive map.3 We employed the
Folium Python module on top of OpenStreetMap [50] to
render and save the HTML file.

It is possible to observe how the clusters tend to vary
in shape and size (according to their density), as well as
their predicted categories. For example, cluster #88 shows
user generated content related to Music (26.32%), Sports
(19.09%), Health (18.55%) and Technology (11.10%).
We employed a threshold t = 0.1 to filter out scores below
this limit. Furthermore, if we inspect the word cloud based
on word frequencies of cluster #88 (see Figure 7), we can
observe words like ‘‘football’’ and ‘‘season’’, which we can
semantically relate to Sports. Or similarly, ‘‘fat’’, ‘‘food’’,
or ‘‘sick’’, which we can associate with Health. However, it is
interesting to see that ‘‘Office & School Supplies’’ did not
appear considering the presence of words such as ‘‘school’’

3https://ohtar10.github.io/wtsp/

and ‘‘university’’, this definitely makes up for future work
and experimentation.

X. DISCUSSION & LIMITATIONS
A. RESEARCH DISCUSSION
We argue that our contributions are twofold. First, we high-
light the importance of context information in decision sup-
port systems, in our particular case, location context. Second,
Attention Mechanisms not only help achieving better results
in multi-label classification tasks, they also help augment
the datasets when examples are scarce, and the knowledge
learned from similar tasks is transferred with good results in
presence of larger amounts of meaningful data. Moreover,
the nature of the output tensors of the Transformer encoder
can be suitable to convolutional layers as well, and allows
gaining a boost in performance compared to simple fully
connected layers. Our scenario and results demonstrate that,
whenever possible, we should analyze and explore location
information around the events of systems, even if the rela-
tionship could appear futile at the beginning. Additionally,
the combination of the different context information types
could further enhance the quality of the results, or reveal
crucial and interesting insights that we were not considering
before.

In terms of theoretical implications, the results presented
in Section IX-A demonstrate that we were able to suc-
cessfully partition and subsequently characterize geographic
areas by exploiting text data and location context. In this
sense, we extend the theoretical applications of [9] and [10].
Our implementation is capable of calculating geographical
clusters at city level in any country, and it is applicable to
different languages, if trained with the corresponding lan-
guage corpus, which expands the scope presented by [11].
Moreover, the results are easy to read and interpret, since
the spatial scope and area densities are easy to understand.
Furthermore, our product document classifier is simple yet
effective. Our validation suggests that it is capable of pre-
dicting product categories with high accuracy. This was a
key aspect to the success of this project. Considering we
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FIGURE 6. Geo spatial market segmentation of Los Angeles - July-September 2013.

FIGURE 7. Word cloud of cluster id 88 from Figure 6.

had to use different data sources to exploit the geo-spatial
context, we needed to have a robust document classifier to
get meaningful results. However, we deliberately excluded
noisy and non product-related tweets from our experiments
to facilitate progress. In more realistic scenarios, practitioners
should consider building additional models or data pipelines
to deal with the noisy data, or expand the classification task
even further.

Our approach can leverage on the exploitation of other
context types such as time [51]. Given that geo localized mes-
sages are dynamic in time, by calculating the spatial segments
in different time spans, our solution can make explicit the
dynamic nature of the variables observed in the geographic
region over time. This is a powerful feature for marketing
business applications. Another context type that can be lever-
aged with our solution is social context. For example, by
considering social context, we can build geographically asso-
ciated networks or create stronger relationships with products
and services, which has been demonstrated by [9]. Individ-
ual context can contribute with additional features to refine
geographical partitions; and activity context can contribute
to better describe the events that are occurring at a particular
location and time, such as the case of [10].

In the context of LBA and similar, our solution has the
potential of becoming an insightful source for marketing
campaign planning. For example, being able to look ahead
for the locations at which there are people with demonstrated
interest in what a business wants to communicate can alle-
viate the resources needed to roll out marketing campaigns,
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and subsequently increase the chances of success. Hence,
our solution has the potential of complementing shop-type
recommendation approaches [6], [7]. The temporal character-
istics that can be exploited as well, demonstrate that time con-
text is also important to elaborate communication strategies
such as seasonal marketing campaigns. Being able to observe
these variations geographically can definitely add significant
value to the decisions made by businesses.

Our application can also be applied to service-related
processes. For example, practitioners could spatially ana-
lyze user-generated customer service support messages. This
could lead to geographically visualize and design better ser-
vice strategies tailored to specific areas and use cases, e.g.,
geo localizing problems in the service chain that need to
be addressed. Another business process that could benefit
from our approach is operations. For instance, in geographi-
cally distributed outlets or service stations that continuously
generate reports in natural language to assess or guarantee
operational continuity, our approach can help understand and
categorize operational events. Finally, regarding logistics,
we argue that for transportation networks or services that are
frequently moving and generating reports, by incorporating
additional elements, such as speech recognition, our approach
can contribute to a dynamic geo-spatial event mapping for
better routing or distribution planning.

Outside the business context, our approach has tremendous
potential in other applications. For instance, characterizing
other human traits through spatially generated content can
help model locations and understand properties that could
only be obtained through other methods, e.g., surveys. More-
over, surveys can be costly, designed with specific objec-
tives, and biased. By extracting knowledge directly from user
words, we can obtain additional insights to enrich surveyed
data. A specific use case could be politics. Our approach
can facilitate the geographical modeling of cities towards
political affiliation based on what the users are saying online,
in their own words. Additionally, because we are using user
generated content, we could add other NLU practices, such as
sentiment analysis and topic modeling to further characterize
the interest on different product categories.

In general, our approach contributes to the analysis and
geographic visualization of textual data. This eventually fos-
ters more options to perform collective and population anal-
ysis. Our solution is versatile, and it can be incorporated with
other approaches to expand its scope. For example, voice
recognition techniques, such as speech-to-text, can also be
employed to extract verbal input prior executing our solution,
this would enable practitioners not to limit their analysis to
textual datasets. Moreover, our workflow can conceptually
be adapted beyond natural language analysis. We observe
great potential in the characterization of geographical areas
by exploiting other types of unstructured data, such as photos
and videos.

As for practical implications, we recommend performing
the spatial characterization as per city basis, this is mostly
due to how the density based clusters vary according to

the observed region and the computational power available.
Moreover, in similar cases to Twitter, where none or only a
small portion of messages carry the location context, incor-
porating other solutions to predict location context frommes-
sages lacking this information will significantly increase the
observation surface [18]. Furthermore, practitioners might
want to tune or extend upon our classification results, par-
ticularly for the classes with lower F1-scores. With respect
to the semantic aspects of text, Transformer encoders deliver
superior results compared to plain word embeddings, and
combined with convolutional layers on top of Transformer
encoders, there is plenty of space to extract representations of
the semantic space despite the corpus size. Another technical
aspect we consider relevant to explore is to use the recently
proposed Modern Hopfield Networks [52] in place of the
Transformer encoder or Attention Mechanism, considering
their cited benefits such as their large memory capacity in
pattern storage and retrieval as well as the few training steps
they require compared to traditional architectures.

Finally, we created and made publicly available the
knowledge base corpus of products, the classified tweets,
the product reviews classifier, the twitter classifier, and a
spatial segmentation tool for further research and experi-
ments, allowing researchers and practitioners to implement
and compare other approaches against ours.

B. LIMITATIONS
We encountered some limitations regarding the data used.
In particular, the lack of dynamic and geo tagged opinion
data. However, in the case of Twitter, other researches have
proposed approaches to infer the locations of messages when
lacking this information [18], [53]. Furthermore, to the best
of our knowledge, there were few public geo tagged free text
datasets that we could exploit. Regarding the product reviews,
we were not able to find a geo tagged version, or a similar
dataset that presented free text with associated categories
along with geographical coordinates per text fragment. The
limited resources we had at hand, prevented us from acquiring
larger datasets, which could hamper the generalization poten-
tial of our solution.

When this studywas being conducted, the Amazon product
review dataset was available for reviews up to 2014. In order
to minimize a possible temporal drift, product of semantic,
topic, or entity differences in datasets from two different
periods, we decided to work with Twitter data from a similar
time frame at the cost of working with outdated data. How-
ever, from the experimental and proof of concept standpoint,
we did not considered this to be a blocking limitation. Finally,
we had no instruments for validating our characterization
with a real business situation.

XI. CONCLUSION & FUTURE WORK
From the obtained results, we conclude that the character-
ization of geographic areas exploiting user generated con-
tent in the form of text messages is possible. Furthermore,
we achieved a simple yet effective category classification

55710 VOLUME 9, 2021



L. E. Ferro-Díez et al.: Geo-Spatial Market Segmentation & Characterization Exploiting User Generated Text

model good enough for our LBA scenario which is applicable
to other domains. Our approach is one of a set of differ-
ent solutions and variants that can be applied to geographic
characterization. In particular, one aspect that we ignored
was sentiment analysis, which can become a useful trait to
observe in the characterization. We argue that our approach
contributes to the exploitation of location context and textual
data to derive insight from our environment, and that it can
become a valuable asset in different business endeavors and
other study fields.

One aspect we highlight is the fact that the datasets we
selected are not strictly related to each other, i.e., Twitter
is not necessarily focused on product reviews, and Amazon
product reviews are not necessarily for opinions about any
topic. Despite this, the learned knowledge from the product
reviews successfully adapted to the tweet classification task
and delivered great results. Additionally, we could not have
achieved our results without the Transformers applied to both
the model training and the data augmentation tasks.

We identify several paths for future work. For example,
we see opportunities in obtaining other geo tagged textual
datasets, or explore options to estimate the location of exist-
ing non-tagged datasets. Also, we did not fully explored time
context in this study, and given the ever-evolving nature of
opinions, we believe this will definitely add value to the
interpretation of the results. Other aspects that we consider
interesting to explore refer to language dialects and even
other languages, since naturally these vary depending on the
geographic region.

From the technical standpoint, despite narrowing down the
amount of data points to those of selected cities, the amount
of data points can be large. We observed that clustering
calculation was a bottleneck to obtain faster results. Thus,
investigating techniques for online and batch training, or even
considering other spatial partitioning approaches, might help
speed up the clustering detection process while preserving the
density-based requirement. Another technical aspect we will
explore in the future is tryingwith other network architectures
and layers such as Hopfield.

Incorporating other context information can boost up the
quality of the insights obtained even further. For example,
social context as the relationships among users or other con-
tent creators can strength the model performance. Moreover,
we consider our workflow can be applied in other scenarios
such as psychological traits, geographic sentiment analy-
sis, tourism & leisure, and cultural aspects, among others.
For instance, our approach can be applied to characterize
geographical areas in terms of politic affiliation. Another
example could be the detection of harmful speech and sit-
uations that could signal a threat to safety of living beings.
However, depending on the final objective, there might be
other challenges, such as privacy & security enforcement,
or authorization of data providers as well as end users.

Finally, although our application and validation were
focused on a specific business process, our approach is appli-
cable to other processes and scenarios as well. Our problem

definition can be adjusted and implemented outside the busi-
ness realm. We designed our application with the necessary
flexibility to be applied in other contexts. This not only
facilitates studying other scenarios with geo tagged textual
data, but also establishes a basis to add and implement other
relevant techniques and practices, such as speech recognition,
semantic analysis, and topic modeling, or even combine them
with other practices outside NLU. Furthermore, our work
can motivate researchers advance in similar study fields.
For example, in the characterization of geographic areas
by exploiting other input sources such as audio visual data
with computer vision techniques to analyze video footage of
urban, rural, and natural areas.
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