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ABSTRACT This study focuses on the reentry target classification and fuses target features based on the
generalized evidence theory. The features are extensively investigated, and the ballistic factor and length
of the high-resolution range profile are selected. The evidence theory is advantageous for solving feature
fusion, representing uncertainty, and is widely used in defense applications. However, determining the
generalized basic probability assignment (GBPA) and dealing with uncertainty is a matter that requires
further improvement. In this paper, we propose a new method to determine GBPA using uncertainty with
time-series radar data. First, the samples of each known class are encoded as a generalized fuzzy number
(GFN), and the power set comprising the frame of discernment (FOD) is calculated from the GFN and each
intersection area. Subsequently, the test samples with uncertainty are encoded as triangular fuzzy numbers,
reflecting the mean and standard deviation of a Kalman filter. Finally, the firing strength between the model
and the input is calculated as the degree of support for the class hypothesis, which is used to determine
the GBPA. The proposed algorithm is compared with the existing methods and exhibits high classification
accuracy and a short classification time without leakage. In experiments with various input uncertainties,
the results demonstrate that our method can effectively reflect the input uncertainty and determine the GBPA.

INDEX TERMS Basic probability assignment, Dempster-Shafer evidence theory, generalized evidence
theory, generalized fuzzy number, reentry target classification.

I. INTRODUCTION

Ballistic missile defense (BMD) systems aim at intercepting
warheads during the boost, mid-course, and reentry phases
of their trajectories. In BMD, warhead classification is great
importance because it significantly affects the success rate
of warhead interception. Leakage, which classifies warheads
as different targets, is a fundamental reason for interception
failure. In contrast, a false alarm that incorrectly classifies
debris, decoys, or boosters as warheads may lead to a waste of
the interceptor resource and hinder further warhead engage-
ment [1]. Currently, the success rate of intercepts has been
reported to be slightly higher than half in ground-based mid-
course defense [2]. To improve this success rate, warheads
should be intercepted again during the reentry phase. Multi-
function radar (MFR) is a key sensor for searching, tracking,
and engaging multiple hostile targets simultaneously in BMD
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systems [3]. This study focuses on the reentry target classifi-
cation task of the MFR to prevent leakage and false alarms.
The main difficulties in warhead classification arise from
two aspects. First, the sensor data from radar contain uncer-
tainties due to measurement errors and the environment,
as well as a lack of relevant knowledge. These uncertainties
provide conflicting evidence, thereby complicating the classi-
fication task [4]. Second, classification needs to be performed
within a significantly short period due to the low altitude and
high speed of warheads [5]. This time constraint makes it
difficult to use features that require a long time for extraction.
Numerous studies focusing on warhead classification have
been conducted in the last decade. Classification methods
using feature matching [6], [7], the hidden Markov model [8],
and the Dempster—Shafer evidence theory (D-S theory) [9],
[10] were studied to utilize the target kinematic parame-
ters of the narrowband feature. The support vector machine
(SVM) and neural network (NN) were used in [11], [12]
to utilize the radar cross section (RCS). For methods using
wideband features, the k-nearest neighbor (kNN) was applied
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to use high-resolution range profiles (HRRPs) in [1], [13].
The results of the SVM and convolutional neural network
(CNN) were compared using histograms of oriented gradient
(HOG) features of HRRP in [14]. Warhead classification
studies using micro-Doppler (mD) feature have also been
conducted [5], [15], [16]. It should be noted that most of these
previous works focused on using narrowband or wideband
features separately, and time-consuming classification meth-
ods may not be suitable during the reentry phase.

In contrast, the D-S theory is considered as a possible
solution to fuse selected features and overcome the time
constraint. The main advantage of the D-S theory is that it
can assign probabilities to each interval or set of individual
evidence. Moreover, multi-source information can be fused
without a prior probability distribution [17]. The D-S the-
ory offers a mathematical framework for uncertainty model-
ing [18]. Moreover, the D-S theory can decrease the degree of
uncertainty [19]. Notably, the D-S theory has been applied to
warhead and ballistic missile classification in several studies.
Warhead classification ability was tested by merging the
test data collected by two infrared sensors in [4]. The D-S
theory was applied to deal with limited a priori data and
short observation times for the purpose of ballistic missile
classification with radar data in [9]. This theory has also
been studied to classify ballistic missiles as a framework to
fuse multi-sensor information in [20]. As an extension of
the D-S theory, the generalized evidence theory (GET) can
deal with uncertain information. The GET offers the concept
of the generalized basic probability assignment (GBPA) and
generalizes the D-S theory in the open world [21]. In the GET,
unknown targets can be represented as an empty set [22],
[23]. The conflict coefficient, which indicates a conflict of
evidence, can also provide useful information for expressing
uncertain targets. Nevertheless, the evidence theory still has
some room to exploit when it is applied to the warhead
classification via radar.

First, a unified methodology for assigning basic probability
(BP) to each proposition has not been fully developed. Many
researchers have proposed different methods for assigning
BP as follows: non-parametric [24], kernel distribution [25],
normal distribution [26], k-mean clustering [27], and fuzzy
theory [10], [28]. In the past few years, some studies have
used a generalized fuzzy number (GFN) [29], a trape-
zoidal fuzzy number [30], and a triangular fuzzy number
(TEN) [17], [19], [22], [31] methods to improve classification
performance. Various approaches have been compared to
explain the conflict between the evidence, but some applica-
tions still require improvement [32]. Recent research efforts
have also been devoted toward determining GBPA in the open
world [17], [19], [21], [22].

Second, most previous works have not considered methods
to deal with the uncertainty in time series data. An incom-
plete frame of discernment (FOD) and uncertainty of sen-
sor measurements are the two main causes of conflicting
evidence [21], [23]. The GET can effectively deal with the
incomplete FOD in the open world. However, test samples are
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treated as a single deterministic value, and the input uncer-
tainty is not taken into consideration when assigning basic
probability [17], [22], [31]. Therefore, if the data collected in
a noisy environment are not accurate, further improvement is
needed.

In this paper, we propose a novel approach to determine
GBPA using the uncertainty with time-series radar data. First,
the propositions of the power set are encoded as GFN using
training samples of each known class. Second, the time-series
test samples estimated by a Kalman filter (KF) [33], [34] are
encoded as TFNs using the mean and standard deviations.
The covariance of the KF reflects the process noise and
measurement noise of the radar. In this step, the radar input
uncertainty is reflected in the TEN. If the standard deviation is
sufficiently small or ignored, it is encoded as TFN with only
the center value. At this time, the proposed method also fea-
tures downward compatibility with existing methods. Finally,
the degree of support is calculated to determine GBPA using
the intersection of GFN and TFN.

The primary contributions of this paper are as follows:

1) A novel method is proposed to determine the GBPA,;
this method uses the mean and covariance of the KF of
the MFR. Unlike previous studies, the uncertainty of
time-series features are effectively reflected during the
assignment of basic probabilities.

2) The proposed method uses both narrowband and wide-
band features in real-time. Not all time-series data need
to be stored for matching or classification.

The remainder of this paper is organized as follows.
Related works are presented in Section II. Section III intro-
duces the basic background. In Section IV, we propose a
novel method to determine GPBA. In Section V, a few numer-
ical examples are presented to understand the procedure.
Section VI presents the simulation results of the proposed
algorithm. Finally, the analysis results and the excellent
performance of the proposed algorithm are described in
Section VII.

Il. RELATED WORKS

This section reviews previous works with an emphasis on nar-
rowband and wideband features, which are complementary.
For example, narrowband features provide kinematic infor-
mation, while wideband features can improve classification
through detailed target information. Suitable features have,
therefore, been selected for classification.

A. NARROWBAND FEATURES

Studies have been conducted using the following features:
acceleration differences [6], aerodynamic properties [7],
acceleration, height and specific energy [8], velocity, energy
height and flight angle [9], position, velocity, RCS and accel-
eration [11], and dynamic RCS sequence [12]. However,
several features have similar characteristics at a certain alti-
tude or below during the reentry phase. Consequently, there
may be contradictory features that reduce the classification
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performance. In contrast, the ballistic factor (BF) can extract
reentry characteristics suitably. Compared to warheads,
which are designed to have low atmospheric deceleration,
intercepted debris have lighter weights and irregular shapes.
Thus, it is possible to distinguish between warheads and
debris based on the lower speed of the latter, caused by
drag [1], [35]. We, therefore, use the BF to distinguish
between the movements of warheads, debris, and other
objects.

B. WIDEBAND FEATURES

The wideband features used for classification are mD and
HRRP. The mD image is difficult to use during the reen-
try phase because more than a few seconds are required to
process the signal. The processing time of HRRP is shorter
than that of mD because of using the one-dimensional ampli-
tude of the radar target echo. However, the HRRP template
matching method requires a significant amount of storage and
exerts a high computational burden [36]. If the features are
not extracted appropriately owing to the irregular shapes of
debris, target postures, and maneuvering, guaranteeing clas-
sification performance becomes difficult. The target length
is a good alternative to compensate for these shortcomings.
Studies have been conducted to estimate the warhead length
based on HRRP [37]-[39]. During reentry, warheads tend
to be better aligned and more stable along the direction of
the velocity vector, in order to ensure that they do not devi-
ate from the trajectory; this is not the case for intercepted
debris or other similar objects [1], [40]. Therefore, the length
of the warhead can be measured more reliably than other
objects. The proposed method uses irregular length measure-
ment features of debris or other objects that fly irregularly,
even if the target length is not extracted precisely.

Iil. PRELIMINARIES

A. DEMPSTER-SHAFER EVIDENCE THEORY

1) FRAME OF DISCERNMENT

D-S Theory was proposed by Dempster [41] and later
improved by Shafer [42]. In D-S theory, a set of all possible
hypotheses is called FOD (®) and it is defined as

son} ey

The FOD consists of the hypothesis that N elements are
mutually exclusive. P(®) is a power set of ® which is defined
by

O ={u,a,...,qp,...

PO®)={0,a1,00,...,ay,{or, a2}, {og, a3} ...,

{a2,...,0q},....0}  (2)

where, ¥ denotes empty set. P(®) has 2V propositions of ©.

2) BASIC PROBABILITY ASSIGNMENT
The BPA, which is termed as a mass function m, maps the
elements(a) of the FOD to a probability in [0, 1] as

m: P(®) — [0, 1] 3)
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which satisfies the following conditions:

Z m(a) = 1 4)
a€eP(O)

0<m@) <1 VYaeP®) 5)

m(¢) =0 (6)

The function m(«) represents the degree to which the evi-
dence supports proposition «. If the value of m(«) is not zero,
then « is a focal element.

3) RULE OF COMBINATION

Next, define the probability mass assigned by two different
attributes as mj and my that support different propositions.
If the focal elements of m; and m; are o; and «;, respectively,
new m(w) is combined by the combination rule as follows:

_ 4@
me) = 35 Ve # ¢ (7)
ga= Y mie)- me) ®)
Vi,jaiNaj=a

where, g(¥) denotes the conflict between two BPAs. A larger
value indicates more conflicting the information regarding
the attributes, and get limited information after combina-
tion [26]. Therefore, this should be handled carefully [43].

4) PIGNISTIC PROBABILITY
The pignistic probability is proposed to determine the final
decision [44]. The function BetP : ® — [0, 1] is defined by

loi Moyl meyy)

BetPe) = D, = T

a;CO

Yo; €O (9)

where, m(0) # 1 and |X| is the cardinality of set X.

B. GENERALIZED EVIDENCE THEORY

The GET is proposed by Deng [21] for handling incomplete
FOD. It can be applied by extending the traditional evidence
theory for the case where m(¥) # 0. In the case of m(¥}) = 0,
the GET is degenerated to traditional evidence theory [19].
Some basic definitions of GET are as follows:

1) GENERALIZED BASIC PROBABILITY ASSIGNMENT
Suppose that U is a FOD. The power set composed of 2Y
propositions is denotes 2Y, VA € U. A GBPA is a mass
function that maps mg : 2§ — [0, 1] that satisfies [21]:

Y mo(A) =1 (10)

Ae2f

The GET has no restriction that mg(%) should be zero. There-
fore, the empty set is a focal element.
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2) GENERALIZED COMBINATION RULE
The generalized combination rule (GCR) between two given
GBPA is defined as follows [21]:

A —m@) > miBmy(C)

_ BNC=A
m(A) = K (11)
with
K= ) m®m(C) (12)
BNC=Y
m(®) = my(@)ma(®) (13)
m(@) =1 ifandonlyif K =1 (14)

C. FUZZY SET THEORY

The fuzzy theory, proposed by Zadeh [45], has been suc-
cessfully applied in various applications. Some necessary
background of fuzzy set and fuzzy numbers are given as
follows:

1) GRADE OF MEMBERSHIP

Let X be a universal set. The membership function 4 (x)
maps each elements of the fuzzy set A with real numbers in
the interval [0, 1].

wa X — [0,1] (15)

2) BASIC OPERATION
For two fuzzy sets A and B, the intersection C is an AND
operation, and is defined as follows:

e (x) = min(ua(x), wp(x)) (16)

3) GENERALIZED FUZZY NUMBER
A membership function of GFN A = (a, b, ¢, d; w), where
a<b<c<dand0 < w < 1, is defined as follows [46]:

0, X < a;
WZ:Z, a<x<b;
up(x) = { w, b<x=c (17
d—x
w , ¢<x<=d;
d—c
0, x> d;

Because of the parameter w that represents the degree of con-
fidence, GFN can handle uncertain information more flexibly
than normal fuzzy number [47]. If w = 1, Aisa trapezoidal
fuzzy number. If a = b and ¢ = d, Aisa crisp interval.
Ifb =c, Aisa triangular fuzzy number (TFN). If a = b =
c=dandw =1, A is real number. The difference between
a traditional fuzzy number and a GFN is that the height of a
traditional fuzzy number is equal to 1, but the height of a GFN
is between O to 1. If w differs in each interval, A is generalized
trapezoidal fuzzy number with different left and right heights.
Additional details can be found in [48], [49].
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D. TARGET FEATURES

1) BALLISTIC FACTOR

The main characteristic of the reentry phase target is rapid
deceleration due to air density in the atmosphere. The BF
of the target determines drag acceleration in the atmosphere,
as follows:

CeS plH).

m 2
where Cy is generally a drag coefficient according to the
shape and speed of the target. S is the cross section area of
the target (m2). m is the mass (kg) of the target. p(H) is the
atmospheric density (kg/m®) according to the altitude of the
target. v is the speed of the target (m/s). In some studies,
B = m/C,S is defined as the ballistic coefficient and is used
for trajectory modeling [50]. In this study, the BF (m?/kg) is
defined as follows:

.
F=—

(18)

C,S

m

v = (19)
The typical BF of a warhead ranges from 1 x 107* to 5
x 10™* m?/kg, whereas that of debris is 0.01-0.1 m?/kg
[35]. The equation of theoretical atmospheric density p(H)
is expressed as follows [51]:

h
1.219 x ¢ 91466490, h < 9146.64 (m)
p(H) = L (20)
1.754 x ¢~ 87075%, h > 9146.64 (m)
In this study, the target-specific ballistic coefficient for ini-
tializing the trajectory is assumed to remain constant in the
overall scenario trajectory modelling.

2) TARGET LENGTH FROM HRRP
To estimate the target length, RCS analysis and scatter point
extraction are performed as follows:

o Computer-aided design (CAD) model: With reference to
ballistic missile targets [52] and similar experience [39],
CAD models for targets were built.

o Analysis of RCS using computational electromagnetic
method tool: Physical optics (PO) and shooting-and-
bouncing-rays (SBR) techniques were implemented to
calculate the RCS.

o Scattering center extraction: The scatter point is
extracted using the MUSIC algorithm [53].

o Target length estimation: The scatter point extraction
result is used to estimate target length according to the
line of sight (LOS).

The target length (L) can be estimated as follows [39]:

L
cos ¢

L=

2n

The length L, in the direction of 7 can be obtained from
the HRRP extracted from the receiving signal. The warhead
heading is well aligned with the velocity vector v during the
reentry phase. [40]. Therefore, the angle between the heading
and the LOS of the radar is defined as follows:

Fev
CosSp = —— (22)
7l - vl
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The method of estimating the target length may include
errors if L, is not estimated appropriately. In addition, the esti-
mated length fluctuates significantly for non-warhead targets
due to random rotation. In this study, we use the estimated
length measures.

IV. PROPOSED METHOD

The existing radar samples with 7 classes are divided into two
sets: a training set and a test set. The training set is used to
construct the GFN, and the test set is used to construct the
TFN and then obtain the GBPA using the proposed method. A
sample of each class has k attributes. The k attributes support
propositions that represent mutually exclusive target classes.
The process of determining GBPA is described as follows:

A. STEP 1: ENCODE POWER SET TO GFN

In this step, the propositions (¢;) are encoded to GFN [L~ x)
is defined as a membership function (MF) in i proposition
of k™ attribute. First, each MF is calculated for the 7 class in
FOD. Subsequently, MFs are calculated for all propositions
through the fuzzy intersection operation in (16). The number
of propositions m is calculated as follows:

n

n!
=2"= _ 23
n=2 =) >

We assume that there are three target classes in the FOD.
Each “]é‘f (x) is defined as follows:

g, (¥) = 0 (24)
W, () = gy, (x) (25)
e, () = g, () (26)
e, (x) = ks, (x) 27)
gy, (x) = min(uy (x), ug, (x)) (28)
1, () = min(uy (x), pk, (x)) (29)
gy, () = min(uy, (x), p, (x)) (30)

iy, (x) = min(min(ug, (¥), pg, (), uh, () G1)

The MF of empty set is shown in (24). The MFs corre-
sponding to n classes are shown in (25)—(27). The MFs for
the remaining propositions are shown in (28)—(31).

We propose two methods to determine the GFN for n
classes. To reflect the characteristics of a data set in which
data converge to a steady-state region, the GFN encoding
method is modified as follows:

1) Use existing training data of the minimum (Min), max-

imum (Max) values that contain the k" attributes of the
™ target classes [29].

2) Split and select time series data to include the steady-
state region (xs). Let x; be x5 € xs. For example, the x;
can be bounded by typical values.

3) Select the lower bound (lbf) and the upper bound (ubf )
of x; instead of average.

4) GFN is defined as &; = (Min, Ib¥, ub®, Max¥; 1).
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FIGURE 1. The intersection between two GFN.

The mean and standard deviation of the time-series data that
converge to a steady-state over time, such as the BF, exhibit
a time-varying property. Based on experience, expressing the
data in GFN is more representative of the distribution of data
than expressing it in TFN.

For a simpler data set, such as the length, the GFN encoding
method is modified as follows:

1) Use existing sample data of the Min, Max values that
contain the k™ attributes of the i target classes [29].
2) Plot a histogram in class of each attributes, overlaid
with a plot of the probability distribution function of
the fitted distribution, by using log-normal distribution
function.
3) Select the point of the global maximum (modef.‘) by
using en=o?),
4) GFN is defined as &; = (Min*, modeX, Max¥; 1).
The center value of TFN can be determined using the
mean [17], [22], k-means++ clustering [31]. However,
the length measurements are limited by radar resolution.
Some results with a strong signal are measured to be longer
than their actual length. In addition, the radar cannot obtain
measurements smaller than its resolution. Thus, we used the
log-normal distribution owing to finite or limited measures.
To provide redundancy to the model, the boundaries can be
modified [17]. In this study, we define o, by multiplying the
radar measurement error with a proportional constant. This
allows flexible reflection of changes in radar errors. We use
the modified boundary, as follows:

Min = Min* + o,
b = bk + o,

Maxt = MaxF + 0, (32)
ub® = ubt + o, (33)

Subsequently, the GFNs by intersection of two GFN are
calculated by using (24), (28)—-(31). Fig. 1 represents the
possible intersection area of M’éi (x) for the generalized trape-
zoidal fuzzy number. The generated power set membership
function is shown in Fig. 1-(a) to Fig. 1-(e). The case of an
empty set is represented in Fig. 1-(f). A method of gener-
ating a GFN by the intersection of two TFN was proposed
in [43].
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X Xz('/k) X3 X

FIGURE 2. The encoded test input as TFN.

B. STEP 2: ENCODE REAL-TIME INPUT TO TFN

In this step, the time-series test samples estimated by the
KF, which is used in the radar, are encoded to TEN. Let ng
be the mean and o} be the standard deviation for the kth
attribute. The membership function is defined as wk(x). The
method of constructing a TFN using the input of real-time
radar measurement values is shown in Fig. 2. To determine
corresponding TFN model boundary, the mean and standard
deviations are taken into account, as follows:

Xj=mnx+kj-ox, j=1,2,3; (34

where, the proportional coefficient consists of k; =
—1,-2,-3,k = 0, k3 = 1,2,3. If x; < 0, we set
x; = 0. This prevents incorrect calculations such as a negative
length. If oy is ignored or oy < €, we set k] = k3 = 0.
At this time, TFN is a real number. In this case, the proposed
algorithm behaves similarly to the existing methods that uses
intersection points with a single sample [17], [22], [31].
In this study, we use ¢, = 1x 10~ for length, ¢, = 1 x 10710
for BF.

C. STEP 3: DETERMINING MAXIMUM VALUE BETWEEN
GFN AND TFN

In this step, we use the maximum value of the intersection
area between the input MF and power set MF. Let pf be
the individual firing strength in the i proposition of the k"
attribute. Fig. 3 shows that the firing strength pf.‘ measures
the degree to which the proposition matches the inputs. This
reflects how strongly the input evidence supports each propo-
sition of power set. For the k" attribute, the membership
function of intersection area is calculated as follows:

Wy () = min(ul (1), (). i=12,....m  (35)
pf is the maximum value of ul}f;[ (x), and it is defined as
pf = m(f) = max(uk (). €. i=1.2,....m (36)

where, € is the coefficient for preventing computation prob-
lem for a complete FOD. In a closed world, if we assign
p¥ =0 whenx ¢ [Min}, Max], it would likely conflict with

55572

L — s

(c) (d)

FIGURE 3. The intersection area between GFN and TFN.

other attributes [24]. We assume ¢y = O for the open world
and ¢g = 0.0001 for the closed world without affect on the
final result.

D. STEP 4: GENERALIZED BASIC

PROBABILITY ASSIGNMENT

In this process, one class supported by the largest pf.‘ is
selected, and the rest are arranged to form a nested structure.
For the k™ attribute, the procedure to determine GBPA is
described in Algorithm 1. At this time, pf.‘ corresponding to a
proposition with a small number of elements among the same
pi.‘ values is removed. The proposed method effectively yields
a GBPA for a proposition that contains many elements. This is

Algorithm 1 Proposed Method (Pseudo-Code)
Require: fo *e, i=1,2,...,N
N is number of class in FOD,
m is number of propositions in power set
Ensure: The GBPA m(a’)
STEP 1: Find maximum value of pi.‘,
Pmax = max(pf )
forn =1to N do
if (plr{l # Pmax) then
Pf, = €05
end if
end for
STEP 2: Remove conflicts
forn=N+1tom—1do
for/=N+1tom—1do
if (I > n) then
if (isequal(pf, p¥)) then

n

i=12,...,N

Pk = eo;
end if
m(ey) = pl;

end if
end for

end for
return m(c¥)
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because the propositions in (2) are already sorted in ascending
order by cardinality. This means that the removed proposition
is always a subset of the selected proposition. Therefore,
the nested structure is formed based on the selected class after
normalization. To satisfy (10), if the sum of GPBA is greater
than or equal to 1, the final GBPA is m(a¥)/ "1 | m(ak)
and m(@#) = 0. In this case, the proposition with a high
degree of support is very likely the class in FOD [17].
If the sum of GBPA is less than 1, m(#) will be assigned
as 1 — 30 m@b) (171, [19].

E. STEP 5: COMBINE GBPA AND DECISION MAKING

In this final step, the GBPA is combined using (11)—(14). For
practical applications, we define the decision rule through the
following processes. The combined GBPA can be input to
the command and control (C2) system for decision-making.
If g(¥) # 1, the pignistic probabilities are used to obtain
the target class label [21] and reported with the combined
GBPA. In this case, we assume that FOD is complete and
GCR is the same as the D-S combination rule when m(4) = 0.
We also allow weak conflicts in dealing with the evidence.
In this case, the proposition which has the largest value in
the combined GBPA can be selected as class label [17]. The
the GBPA with the conflict coefficient (K) is reported to C2.
We believe that this is useful for real-world applications. In
contrast, if the target length cannot be measured due to low
signal power or radar resolution, then m(¥J) = 1. This means
that the FOD is highly incomplete. In this case, the GBPAs
can be reported without class label. This allows C2 to identify
the tracking quality of the target and postpone final decision.

V. NUMERICAL EXAMPLES
In this section, we represent numerical examples to determine
the new GBPA using the proposed method.

A. DATA SET

The data set contains three classes: Warhead (W),
Booster (B), Debris (D). This data set has 6,462 sam-
ple instances each for two attributes: ballistic factor (BF),
length (L). These were simulated using the method described
in Section III. Table 1 presents the parameters of the target.
Each scenario contained trajectories of warheads, boosters,
and debris between 10 km to 75 km in altitude. The length
attribute contained results that were simulated and found to
be longer than the actual target length owing to the signal to
noise ratio and signal processing results. The heavy decoy
parameter was not used to construct the data set; instead,
it was used for the open world experiments. The total number
of trajectory scenarios was 45.

B. PROCEDURE

The following conditions were used in experiments. First,
36 scenarios including 6,002 instances were randomly
selected as training data to construct the GFN model. The
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remaining eight scenarios were used as test data. Fig. 4
shows the estimated BF according to altitude, and the values
converge to a specific value at low altitude. Fig. 5 shows the
estimated L of each target class.

1) STEP 1
For training samples, the GFN models and their intersections
for each attribute are shown in Fig. 6 and Fig. 7. Table 2
presents the GFN of corresponding propositions of each
attribute.

2) STEP 2

For test samples, the mean and standard deviations are cal-
culated using a one-dimensional KF. The test sample was
selected from the warhead (W) class. Let n; = 1.71 x
1073 m%/kg and o7 = 2.5 x 10~* m?/kg for BF and 1, =
1.44 m and oo = 0.15 m for L. Table 3 presents the TFNs for
the two examples. In Table 3, Example 1 shows that the mod-
els are formed, while reflecting uncertainty. Example 2 deals
with the missing value. This implies that the track quality is
poor, and the evidence becomes unreliable.
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TABLE 1. Target parameters.

Class Warhead Booster Debris Heavy decoy
Shape Conical Cylinder Flat-plate, Curve-plate, Cylinder Conical
Diameter (m) 1.35-1.5 1.5 1.0-2.0 1.35
Length (m) 2.34-3.25 12.0-17.0 1.0-2.0 3.25
Ballistic Factor (m?/kg) | 1 x 10~%t04.5 x 10~% [4 x 1073 t07 x 10~3 35x 1072 t0 8 x 1072 25x 1073
TABLE 2. GFN for ballistic factor and length.
proposition MF GFN for BF (k = 1) GFN for L (k = 2)
{0} puE (x) (0,0,0; 1) (0,0,0; 1)
{W} ,ugl (z) (2.26e-7, 1.00e-6, 3.00e-4, 2.43e-2; 1) (0.39,2.29,4.88; 1)
{B} y§2(93) (1.00e-4, 2.00e-3, 1.00e-2, 4.01e-2; 1) (0.39, 4.60, 20.11; 1)
{D} ,u,ga(x) (8.00e-3, 3.00e-2, 1.00e-1, 1.00e-1; 1) (0.39, 0.86, 2.89; 1)
{W,B} u§4(x) (1.00e-4, 1.88e-3, 2.43e-2; 0.93) (0.39, 3.17, 4.88; 0.66)
{W,D} "‘5‘5(95) (8.00e-3, 1.58e-2, 2.43e-2; 0.35) (0.39, 1.60, 2.89; 0.64)
{B,D} #§6 (z) (8.00e-3, 2.16e-2, 4.01e-2; 0.62) (0.39, 2.08, 2.89; 0.40)
{W,B,D} ,uiiw(x) (8.00e-3, 1.58e-2, 2.43e-2; 0.35) (0.39, 2.08, 2.89; 0.40)

T T T T T T
Warhead
Booster
Debris

L L L L L

0 L
0 0.01 0.04

002 003 005 006 007 008 009 0.1
BF (m?/kg)
FIGURE 6. Membership function of ballistic factor.
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FIGURE 7. Membership function of target length.

3) STEP 3 AND 4
Table 4 presents the calculation results for Example 1. For
all propositions, the degree of support is calculated through
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TABLE 3. TFN for test samples.

Example Attribute TFN

Ex. 1 BF (1.46e-3, 1.71e-3, 1.95¢-3; 1)

(o) > 1) L (1.29, 1.44,1.59; 1)

Ex.2 BF (1.46e-3, 1.71e-3, 1.95¢-3; 1)

(n, = 0) L 0,0,0;0)

TABLE 4. Normalized GBPA.
. STEP 3 STEP 4 STEP 4
Attribute | GBPA 1\ 3 | (Algorithm 1.) | (Normalize)
m(af) | 0.000 0.000 0.000
m(al) | 0942 0.942 0.522
m(ad) | 0.864 0.000 0.000
BF m(ai) | 0.000 0.000 0.000
m(al) | 0.864 0.864 0.478
m(al) | 0.000 0.000 0.000
m(al) | 0.000 0.000 0.000
m(al) | 0.000 0.000 0.000
m(a2) | 0.000 0.000 0.000
m(a?) | 0.586 0.000 0.000
m(az) | 0275 0.000 0.000
Length m(as) | 0.737 0.737 0.461

m(a?) | 0275 0.000 0.000
m(aZ) | 0.586 0.586 0.367
m(aZ) | 0275 0.000 0.000
m(aZ) | 0.275 0.275 0.172

(35) and (36). Using Algorithm 1, the conflicts between
propositions are resolved. First, the largest m(a%) = 0.737
is selected, and m(af) and m(oz%) are removed for length
attribute. Thereafter, m(af), m(ag), and m(a%) have the same
value (0.275); hence, only m(a%) remains. In this case,
the removed proposition represents {W, B} and {B, D}. The
proposed method effectively yields a GBPA for proposi-
tion {W, B, D} with many elements and removes the rest.
Finally, a nested structure is formed based on the selected
class. The same process is applied for the BF attribute. As a
result, the GBPAs for the proposition m({W}) = 0.522
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TABLE 5. Intersection result for combining GBPA.

m1(B)mz(C) m{W}) =0522 | m({W.B]) = 0478
m({D}) = 0.461 {0} = 0241 {0} =0.220
m({W,D}) = 0.367 {W}=0.192 {(Wy=0.175
m({W,B,D})) = 0.172 {W] =0.090 {W,B} = 0.082

and m({W, B}) = 0.478 are supported by the BF attribute.
For length, m({D}) = 0.461, m({W,D}) = 0.367, and
m({W, B, D}) = 0.172 are supported.

4) STEP 5

For decision-making, the combined GBPAs are calculated.
In this step, a conflict occurs because the classes supported
by the two attributes are different. The warhead class is
supported by both attributes. However, the debris class is only
supported by the length attribute. Table 5 presents the results
of the intersection for combining the GBPAs.

The propositions of the debris for the length attribute do not
intersect with the propositions for the BF attribute. Therefore,
the combined GBPA for the debris is zero in (11). This means
that the proposition of the D class is removed. Simultane-
ously, the conflict coefficient (K) is increased in (12). Finally,
the warhead class is mainly supported by the combined GBPA
(m({{W}) = 0.848, m({W,B}) = 0.152, and K = 0.461).
The conflict coefficient indicates the strength of the conflict
between the evidence. As mentioned in STEP 5, we select
the warhead class as a label with conflict coefficient. In a
real application, this information is beneficial and helpful for
final decision-making. As the results show, the TFN of Exam-
ple 1 belongs to warhead class with the conflict coefficient,
and it is matched with its actual class.

In Table 3, the missing length of Example 2 represents a
lack of knowledge and it is considered an unknown class. For
BF, the GBPAs are calculated as in Table 4. For length, only
m(ot%) = 1 can be assigned according to 1 — )", m(af‘) in
STEP 4. The final GBPA was calculated only for m(cg) =
1. In this case, the result of GBPAs is reported without
a target label. The proposed algorithm can also effectively
represent conflicts between evidence that may occur in real
applications.

VI. SIMULATION

A. COMPARISON WITH WELL-KNOWN CLASSIFIER

The proposed method was compared with a well-known clas-
sifier, such as Naive Bayes, ensemble, k-Nearest Neighbor
(KNN), and support vector machine (SVM). The five-fold
cross-validation was performed to select the classifier. The
classifiers were selected based on high validation accuracy
as follows: Ensemble (97.6 %), KNN (96.0 %), Naive Bayes
(95.7 %), and SVM (95.7 %). These classifiers are feasible
in a complete FOD. In this case, the proposed algorithm has
downward compatibility with D-S theory [17]. Under these
assumptions, we use the pignistic probability to obtain the
label with the parameter g = 0.0001 in STEP 3. In addition,
the proposed method was compared with the existing method

VOLUME 9, 2021

of using the mean and k-means++ clustering for the center
of the TFN, as mentioned in STEP 1.

Table 6 represents the classification accuracy, which is the
rate of correct classifications of the proposed method and
those of others. The warhead classification accuracy of the
SVM was the highest, whereas the classification accuracy
of the booster was the lowest. Because the booster training
samples are widely spread out, the samples can be trained to
be included in the warhead class in Figs. 4-5. This may result
in an insufficient margin of the SVM. The booster can have
more test samples beyond the decision boundaries than the
warhead samples. Therefore, false alarms may occur in the
booster test samples. Similarly, the results of the k-means+4-
clustering method also reveal the low classification accuracy
of the booster. This may occur because the clustering method
only considers the distances, and not the densities. In addi-
tion, the clustering method only utilizes the raw data without
the target label. Each sample in the data set is obtained from
a known target label. Therefore, there is an obvious method
for grouping the data. In our experiment, the classification
accuracy was better than that for k-means—++- clustering when
the mean of the each group was used as the center of the
TEN. The proposed method uses the GFN and the TFN to
encode the data distribution and also utilizes the typical val-
ues. The classification accuracy of the proposed algorithm is
94.2 % on average, representing the best results. In addition,
the classification accuracy of the booster becomes 90.8 %.
The high classification accuracy implies that the proposed
method is effective in determining the GBPA and classifying
the correct class.

In particular, fast and stable classification performance
is important for intercepting warhead at high altitudes.
Figs. 8—10 present the results for the average time. The time-
averaged classification accuracy represents the proportion of
correctly classified targets for each tracking time slot. The
minimum classification time is selected based on the time the
classifier no longer misclassifies the actual class after that
time. In Fig. 8, the minimum time of the proposed method
without leakage is 8.83 s, which is less than that of the
SVM (i.e., 9.68 s). Classifiers other than Bayes increase the
classification accuracy faster than the proposed method, but
over time, they suffer from some leakages. This indicates the
possibility of misclassification for warheads at low altitude.
The leakage is a fatal drawback. The performance of the
proposed method was verified to be excellent in terms of
maintaining stable classification results for warhead engage-
ment. As shown in Fig. 9, the proposed method stably classi-
fies booster after 21.67 s, but Bayes stabilizes after 34.42 s.
Fig. 10 shows that, at 84.83 s, all methods indicate a false
alarm, but most accurately classify the debris in the entire
target scenario. The results of Fig. 9 and 10 indicate that
there is sufficient time to remove the booster and debris in
advance.

Table 7 summarizes the minimum time without leak-
age or false alarm. The results indicate that the proposed
method can classify the warhead faster than the other methods
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TABLE 6. Classification accuracy (%).

TFN TFN Ours
Class Bayes | Ensemble | KNN | SVM (mean) | (k-means++) | (GEN +TFN)
Warhead 75.9 91.7 92.4 96.1 92.2 91.1 92.6
Booster 89.4 88.4 86.9 64.6 81.7 71.7 90.8
Debris 99.2 98.5 99.2 98.9 99.2 99.2 99.2
Average 88.2 92.9 92.8 86.5 91.0 87.3 94.2
TABLE 7. Minimum time without leakage or false alarm (s).
TFN TFN Ours
Class Bayes | Ensemble | KNN | SVM (mean) | (k-means++) | (GEN +TFN)
Warhead | 28.09 38.44 14.48 9.68 10.50 10.50 8.83
Booster 34.42 36.00 38.43 | 45.61 38.43 44.80 21.67
Debris 84.83 84.83 84.83 | 84.83 84.83 84.83 84.83
1 1 ‘ ; RO SR80 B
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g g \
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FIGURE 8. Minimum classification time for warhead. FIGURE 10. Minimum classification time for debris.
To analyze the effect of uncertainty, the combined GBPA was
calculated for a warhead test class while varying «; in (34).
In this experiment, only «; determines the amount of input
uncertainty. In Fig. 11 the dashed line represents a single
value (0 - o), the solid line represents +1 - oy, the dash-dot
line represents £2 - oy, and the dotted line represents %3 - 0.
First, assuming there is no uncertainty, the proposed
method behaves similarly to the method using single values.
In this case, the uncertainty was ignored. This is because

Bayes: 34.42s

Ours: 21.67s

Time-Averaged Classification Accuracy (%)

—&— Ours
St the existing methods treat the input as a single deterministic
T value. Therefore, the value of «; is set to zero. In Fig. 11,
TFN (mean) a high value is assigned to m({D}) represented by blue dashed
*—— TFN (K-mean++)

line at approximately 3.0 s. However, because the radar input
uncertainty was ignored, a high GBPA value does not always
guarantee high classification accuracy. In the early stages
of tracking, the BF and L values of the warhead can vary
significantly, and it takes them time to converge. In Fig. 4,
the BF value of the warhead can be estimated up to approx-
imately 0.025 m?/kg. Similarly, the length of the warhead
can be estimated in the length area of the debris in Fig. 5.
The existing methods assume that the radar input has no

0 L I 1 I I I 1 1 L )
0 10 20 30 40 50 60 70 80 90 100

Time (s)

FIGURE 9. Minimum classification time for booster.

and eliminate non-warhead by reducing the number of false
alarms.

B. COMPARISON WITH DIFFERENT UNCERTAINTY

In this section, we analyze the influence of the input uncer-
tainty on the classification results. The proposed algorithm
was compared with the method using a single test data.
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uncertainty and is always accurate. As a result, the debris
class can be selected with a high combined GBPA. This
can lead to a leakage or false alarms in real environments.
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FIGURE 11. Combined GBPAs for each sigma.

The proposed method encodes the input uncertainty into the
TFN and allows the GBPA to be assigned to other propo-
sitions. The GCR denotes that all the GBPAs from each
attribute are reflected and normalized. As a result, the pro-
posed method reduces the m({D}) to less than 0.5 at 3.0 s.
A similar leakage, represented by the green dashed line,
that classifies the warhead as a booster is also observed
at 4.9 s and 6.4 s; however, the proposed method did not
classify the warhead as a booster. This result is reflected in
the classification accuracy. The combined GBPA may have a
high value if the input uncertainty is ignored, but the aver-
age classification accuracy is 92.6 %, which is the lowest
in Table 8.

Second, we only increased the «; to analyze the influence
of the radar input uncertainty in the same test scenario. For
explanation purposes, when BF and L support m({W}) and
m({B}), respectively, with the highest probability, input uncer-
tainty can reduce conflict by allowing GBPA to be assigned
to other propositions. However, the input uncertainty also
increases the uncertainty of the information. At this time,
the increased uncertainty of the information is reflected in the
GBPAs which represent the degree of belief. For example,
we assume that the BF is estimated stably in the warhead
area. The estimated mean of the length was 4.5 m, and the
standard deviation was 0.5 m in the booster area. In Fig. 7,
the increased k; can increase the maximum value of the inter-
section area for the proposition {W, B}. This indicates the
degree of belief of the m({W, B}) is increased. The proposed
method decreases the m({W}) for the proposition of warhead
class, as the constant value «; multiplied by sigma increases
in Fig. 11. In contrast, the m({W, B}) increases among the
remaining propositions. This indicates that the input uncer-
tainty can reduce the combined belief that supports propo-
sition {W}. Simultaneously, the input uncertainty increased
the ambiguity by increasing the combined belief that supports
proposition {W, B}, which denotes either the warhead or the
booster. This is reasonable because the higher the radar input
uncertainty, the less likely it is to be a target. Fig. 11 shows
that the input uncertainty was effectively reflected in the
GBPAs.
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TABLE 8. Classification accuracy for sigma (%).

Class Ours
O-0p | 10 | £2 -0 | £3 -0
Warhead 87.8 92.6 922 924
Booster 90.8 90.8 90.0 88.5
Debris 99.2 99.2 98.9 98.9
Average 92.6 94.2 93.7 933

Table 8 summarizes the classification accuracy according
to «; values for the entire test samples. The magnitude of
the input uncertainty can affect the classification results.
The results show that the average classification accuracy
decreased with increasing uncertainty in radar inputs. The
average classification accuracy was the lowest even though
the highest GBPA was assigned when uncertainty was
ignored. Our experiments show that 1 - oy affords the best
results for all target classes.

C. UNCERTAIN TARGET

In a real attack, the attacker might release dozens of decoys
while disguising the appearance of the warhead. In this case,
the radar cannot be expected to collect a priori information
that can allow the classifier to identify the objects [54]. In
this section, we consider objects that are not defined in the
FOD, such as decoys.

The air resistance increases in the reentry phase. Therefore,
we assume that the light decoy balloons can be differenti-
ated from the warhead. However, the heavy decoy that was
released alongside the warhead can affect the classification
performance. We assumed that the heavy decoy was the target
of a warhead-like motion. The heavy decoy is an anonymous
class, but it is not represented as an empty set because the
measured values are in the FOD. This is an example of incom-
plete knowledge of the target class. We simulated the BF and
length features of the heavy decoy based on two assumptions.
First, we assumed that the heavy decoy had a mock warhead
shape, and that there was a random rotational motion, such
as tumbling, in the reentry phase. Therefore, the estimated
target length would fluctuate and depend strongly on the
aspect angle of the radar. Second, we assumed that the BF
was initially similar to a warhead but approached the booster
area over time owing to irregular motion and air resistance.

Figs. 12-13 present the length and BF attributes of the
heavy decoy, respectively. The BF was simulated between the
warhead and the booster area, and the length was simulated
in the areas of the warhead, booster, and debris.

The results are compared to the warhead test scenario
presented in Fig. 11. To analysis the results, 1 -0} and the con-
flict coefficient (K) were used. Figs. 14—15 present the com-
bined GBPAs and K for the heavy decoy and the warhead,
respectively. As the heavy decoy mainly has a warhead-like
motion, proposition {W} is supported by Fig. 14. However,
the conflict coefficient (K) increased for the heavy decoy.
The m({W}), which represents the degree of belief, decreased
over time. In this case, the conflict coefficient can be used
as information that indicates an uncertain target. In contrast,
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FIGURE 13. Estimated ballistic factor of the heavy decoy.

in Fig. 15, the m({W}) gradually increased and remained
above 0.9. The conflict coefficient became zero, indicating
that there is no conflict of evidence. The proposed method
can report the reliability for the target label by providing K to
the C2 system. The proposed method can also effectively rep-
resent the conflicts between evidence that may arise from the
attributes of the uncertain target without a priori information.
The difficulty of target classification increases in the open
world, where undefined classes exist. However, until recently,
defense tests did not include the realistic decoys that the
system is expected to face in the open world [54]. Therefore,
this information with K may not be sufficient, and more
features may be required. In a multi-layered BMD system,
the C2 system can fuse various pieces of sensor information.
The final decision of the C2 system is beyond the scope of
this study and remains a topic for future research.

D. DISCUSSION

In this section, we discuss the contribution of the proposed
method from the perspective of determining GBPA. The pro-
posed TFN encoding method can effectively reflect the input
uncertainty to the GBPA. This feature distinguishes the pro-
posed method from existing methods. If the input uncertainty
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FIGURE 15. Combined GBPAs and K for the warhead.

is sufficiently small, the proposed method determines GBPA
using the intersection points and achieves downward compat-
ibility. If the target is tracked with identical values but exhibits
different tracking errors, the proposed method efficiently
reflects the input uncertainty to the GBPA, respectively. On
the contrary, the existing methods ignore the uncertainty and
generate the same GBPA, thereby undermining the reliability
of the classifier for each input uncertainty.

VIi. CONCLUSION

In this paper, we proposed a novel method for determining
the GBPA based on the GFN and the TFN to reflect the
input uncertainty in the open world. Owing to the military
environment, the radar sensor input might be cluttered with
noise, and undefined targets may exist. The proposed method
presents a promising alternative to handling uncertainty
when determining GBPA and outperforms other methods
over datasets with the warheads, boosters, and debris. Based
on the experiments and results of this paper, the proposed
method achieves fast and stable classification performance.
The results demonstrate that our method can accurately and
effectively determine the GBPA. Furthermore, the simula-
tion results verify that the proposed TFN encoding method
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can effectively reflect the input uncertainty to the combined
GBPA. In addition, the conflict coefficient provides addi-
tional information about uncertain or unknown targets in the
incomplete FOD. This is an advantage as it is different from
the information provided by the existing classifiers in the
complete FOD. The proposed method can reflect the radar
tracking quality and measurement uncertainty to the classifi-
cation results and can be flexibly extended for many engineer-
ing applications. Considering the theoretical and practical
applications, we will focus on increasing the data set and
finding useful features for classification in the open world as
future research.
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