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ABSTRACT In recent years, Ransomware has been a critical threat that attacks smartphones. Ransomware
is a kind of malware that blocks the mobile’s system and prevents the user of the infected device from
accessing their data until a ransom is paid. Worldwide, Ransomware attacks have led to serious losses for
individuals and stakeholders. However, the dramatic increase of Ransomware families makes to the process
of identifying them more challenging due to their continuously evolved characteristics. Traditional malware
detection methods (e.g., statistical-based prevention methods) fail to combat the evolving Ransomware
since they result in a high percentage of false positives. Indeed, developing a non-classical, intelligent
technique to safeguarding against Ransomware is of significant importance. This paper introduces a new
methodology for the detection of Ransomware that is depending on an evolutionary-based machine learning
approach. The binary particle swarm optimization algorithm is utilized for tuning the hyperparameters of
the classification algorithm, as well as performing feature selection. The support vector machines (SVM)
algorithm is used alongside the synthetic minority oversampling technique (SMOTE) for classification. The
utilized dataset is collected from various sources, which consists of 10,153 Android applications, where
500 of them are Ransomware. The performance of the proposed approach SMOTE-tBPSO-SVM achieved
merits over traditional machine learning algorithms by having the highest scores in terms of sensitivity,
specificity, and g-mean.

INDEX TERMS Ransomware, evolutionary algorithms, imbalanced, particle swarm optimization, support
vector machines, SMOTE, ADASYN.

I. INTRODUCTION
Recently, the market share of Android mobile operating sys-
tem (OS) has approximately reached 72.97% by Q4 2020.1

However, this rapid evolution of the Android market has
attracted many attackers to gain illegal access to Android
devices and data using malware applications. Malware is
a malicious application that is developed to cause harmful

The associate editor coordinating the review of this manuscript and

approving it for publication was Mostafa M. Fouda .
1https://gs.statcounter.com/os-market-share/mobile/worldwide

attacks on mobile devices. Many forms of malware applica-
tions can infect the victim’s device, including but not limited
to Trojans, Spyware, and Ransomware. Among the afore-
mentioned types, Ransomware has been recording a dramatic
increase by recent studies [1]–[3]. Ransomware intrudes the
device’s OS by using a malicious code that blocks the access
of the victim’s data unless a ransom is paid [4]. Ransomware
developers have diversely created well-established methods
to cause monetary damages to their victims. Consequently,
this type of malware has constituted as one of the most threat-
ening attacks targeting both individuals and organizations
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with financial losses to billions of dollars, which harmed one
million Android users in one month [5], [6]. Additionally,
Ransomware’s recent success results in the manifestation of
new families [4].

Several approaches have been proposed to enforce the
security on the Android platform, including malware detec-
tion, vulnerability detection, and application reinforcement
[7]. Among the suggested security protection approaches,
malware detection is broadly implemented to prevent mali-
cious applications from being published in the Android mar-
ketplace. Several malware detection approaches have been
suggested that can be classified into three main categories:
static analysis approaches, dynamic approaches, and hybrid
approaches [8]. The static analysis identifies the malware
application by scanning the source code of the application
without running it. It uses reverse engineering techniques to
retrieve the source code of the Android application package
(APK). Based on the implemented reverse engineering tech-
nique, various static features can be extracted (e.g., the per-
missions and API calls features) and further utilized in the
malware detection process [9]. On the other hand, in the
dynamic approach, the APK is executed and equipped to
examine the app’s behavior and create executions and data
flows of the application. However, executing the malware
has to be performed in a virtual environment to mitigate
the influence of any external factors that might affect the
malware behavior [10]. To improve the malware detection
efficiency, the hybrid detection approach can be implemented
since it combines a variety of run-time and application fea-
tures. Indeed, in the hybrid approach both static and dynamic
techniques are utilized in the classification process [11].

Generally, malware detection approaches can be classified
into signature-based, and anomaly-based approaches. The
former, depends on a database of predefined characteristics
of such threats in order to identify the malicious behaviours.
However, even this approach can identify accurately the pre-
viously known malware, but it lacks the ability to recog-
nize new unseen malicious behaviours. Whereas, the latter,
attempts to identify themalicious behaviours by continuously
measuring any deviations in the network from the known
normal behaviours. As the anomaly-based approaches do not
require a predefined knowledge of malware, they are more
efficient in detecting novel unseen malware. In comparison to
classical (i.e., statistical, and knowledge-based) techniques,
the performance of malware detection algorithms that are
based on machine learning-approaches surpass the traditional
methods [12]–[15].

A key aspect when developing a machine learning model
is to utilize a set of relevant, non-redundant features, since
the quality of the features might promote or deteriorate the
performance of the algorithm [16], [17]. Primarily, having a
number of n features leads to a search space of size of 2n.
Selecting the optimal set of features from such search space
demands the adoption of search algorithms that optimize
and maximize the performance, while finding the optimal
solution in reasonable amount of time. A well-regarded type

of search algorithms is the metaheuristic algorithms. Meta-
heuristics are stochastic search algorithms that integrate a
randomization process and consist of two major components;
the exploration and exploitation.

Evolutionary algorithms are type of metaheuristics that
are inspired by different natural phenomena, such as the
Darwinian principles of evolution and natural selection,
as well as, the collective swarming behaviour of birds,
insects, or other living organisms in ecological systems.
Evolutionary algorithms are classified into population-
based, and trajectory-based algorithms. Population-based
methods are more exploration-oriented, while the trajectory-
based are more exploitation-oriented. Particle swarm opti-
mization (PSO) is an evolutionary, population-based, and
swarm-intelligence algorithm. It is attributed to Kennedy and
Eberhart [18], which is developed to mimic the social and
collective behaviour of bird flocking. The potential solutions
are known by particles that also play the role of birds, where
each particle has a velocity and position components. This
paper utilizes the PSO algorithm to search for the optimal set
of features, as well as to optimize several hyperparameters of
the classification algorithm.

The proposed approach aims to detect the Ransomware
by developing an evolutionary machine learning-based
approach. The proposed method utilizes the support vector
machines (SVM) algorithm [19] for identifying the Ran-
somware, while the PSO is to optimize the search process by
optimizing the number of features and other hyperparameter
coefficients. The integrated data was collected from different
tools, such as: the Google play, VirusTotal, Ransomware-
Proper, and Koodous. The collected data was decompiled
into Smali files, which then parsed to extract different types
of features (e.g., the permissions and API calls). Certainly,
the collected set of data is imbalanced dataset, where the
normal (non-Ransomware) is the dominant class. This poses
challenges for the classification algorithm during the learn-
ing to not bias toward the major class and results in over-
fitting, but to have a balanced performance at each class.
Hence, different oversampling algorithms were adopted and
experimented, such as the synthetic minority over-sampling
technique (SMOTE) [20], borderline-SMOTE [21], and the
adaptive synthetic (ADASYN) sampling [22]. Overall, iter-
atively, the PSO algorithm searches for the optimal set of
features, the optimal number of nearest neighbors, and the
sampling ratio of the oversampling method, in addition to
the cost (C) of the linear SVM. The proposed model is
assessed by the sensitivity, the specificity, and the g-mean,
which achieved outperforming results and merits over classi-
cal machine learning algorithms.

The objective of this paper is to achieve a high performance
malware detection with an immensely imbalanced dataset.
As in Android market store, the percent of Ransomware
applications is low in comparison to the benign applications
[23]. Accordingly, the collected dataset simulates the status
of the current market by creating an imbalanced dataset. The
main contributions of the paper are summarized as follows.
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1) Present a comprehensive discussion on the state-of-the-
art in Ransomware detection systems.

2) Provide an up-to-date dataset of the permissions and
API calls of Android OS by considering the latest
Android release (version 11, API level 30). This will be
conducted by mimicking the real-market status by cre-
ating an imbalanced dataset of benign and Ransomware
applications.

3) Proposing a swarm-based machine learning detection
system that combines PSO with SVM and an oversam-
pling technique for performing classification, feature
selection and data balancing, simultaneously.

4) The proposed approach automatically tunes the param-
eters of SVM and the incorporated oversampling tech-
nique to overcome any effort needed for this task.

5) In addition to its detection power, the proposed
approach will help in identifying the most influencing
features in the detection process.

The rest of the paper is organized as follows. Section II
presents a comprehensive survey of the related work.
Section III discusses preliminaries and the theories of the
utilized algorithms in the proposed approach. Section IV
outlines the creation of the imbalanced dataset including the
parsing and decompiling phases. Section V describes the
proposed classification approach for Ransomware detection.
In Section VI, the model evaluation metrics are presented.
Section VII discusses the experiments and results. Finally,
Section VIII concludes the paper and points out potential
future works.

II. RELATED WORKS
Several studies have investigated the impact of utilizing
machine learning approaches in detecting Android Ran-
somware. This section highlights recent studies that applied
machine learning in their solutions.

Static-based detection approaches applied different
machine learning to enhance the accuracy of their detection
systems. The authors in [24] conducted a deep analysis of
Android APIs for benign and Ransomware apps. The objec-
tive was to determine the list of APIs that significantly impact
identifying Ransomware. Consequently, using them to build
a detection system based on the selected feature set. In [25],
the authors extracted the opcodes in native instructions. They
computed the opcodes’ frequency information from Android
applications and used them as features that are then forwarded
to a classifier for evaluation. Whereas the authors in [26]
detected a locker-based Ransomware using a feature set
that combines the displayed text and background operations.
Such operations include admin, window, system, priority, and
permissions. Then they evaluated the extracted features on
different machine learning algorithms.

Moreover, [27] investigated the appearance of some infor-
mation that is related to Ransomware operations. The authors
examined 48 permissions, 4 intents and 34 APIs in inspected
applications before integrating some supervised machine

learning models to classify the applications. Kim et al. [28]
utilized also static features to reflect malware and benign
apps’ properties. They used a multimodal deep learning
method, which was designed to deal with various kinds of
feature types. Additionally, Pektaş and Acarman [29] ana-
lyzed applications to construct a flow graph, then extract-
ing features. After that, building a deep neural network for
malware detection. On the other hand, the research done by
[30] extracted the system APIs information through pack-
ages, classes, and methods. Then, the authors employed
the detection model using different classifiers. Moreover,
Singh et al. [31] identified malware using Latent Semantic
Indexing as an information retrieval technique with a lower-
dimensional representation of opcodes.

The work in [4] compared the permissions frequency
obtained by Ransomware/benign apps by analyzing the
AndroidManifest.xml file. Wheareas, Alsoghyer and Almo-
mani [32] conducted a deep analysis of permissions requested
by apps. They proposed a permissions-based Ransomware
detection system and evaluated it using different classifi-
cation algorithms. On the other hand, in [33] and in [34],
the classification of Android apps into malware/benign was
done by examining both the permissions and API calls
frequency distributions. The approach in [33] in specific
detected Ransomware apps using a proposed hybrid swarm-
intelligent machine learning approach to optimize the hyper-
parameters and perform feature selection.

Dynamic-based detection approached have also applied
machine learning techniques in their systems. Chen et al. [35]
recognized user interface differences between benign and
Ransomware apps with coordinates of the user’s finger
movements. The authors used user interface and information
entropy of files before and after the encryption. Where the
dynamic mechanism in [36] was comprised of preprocessing
and detection. The preprocessing phase was included with
the extraction of important features using eight machine
learning filtration techniques. Additionally, the detection
phase detected malicious behavior of application using deep
learning algorithm. 19 important features related to network
packets and headers were selected through a simple majority
voting process by comparing all feature filtration techniques.

In other context, the dynamic detection system in [10]
was based on selecting the most significant system calls that
were used by a classification algorithm to discriminate Ran-
somware from benign app. Besides, a hybrid static/dynamic
solution proposed in [37] distinguished Ransomware by com-
paring the structural similarity of an app and known Ran-
somware. Threatening text and images were traced in this
regard.

Table 1 summarizes and compares different Ransomware
detection systems. The comparison was conducted in terms
of the type of detection system whether static or dynamic or
hybrid, the used features list, the applied machine learning
approach(s), the accuracy of the detection system, the source
of the studied Android apps, the resulted dataset size and
whether this dataset was balanced or not.
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As can be observed from the table, most of the related
works have considered balanced datasets. Even in the limited
studies that considered imbalanced datasets in their Ran-
somware detection solution, the imbalance ratio was low
except in work [21]. But, in this work the authors have
focused only on the Chinese market and the locker-based
ransomware. Additionally, when the authors compared their
approach with other related study, they have chosen only
1500 benign apps. They mainly compared their work with
R-PackDroid, which we already compared within our previ-
ous research work [19]. Moreover, the existing methods have
considered different datasets from different sources with also
different features set.

In this study, an imbalanced dataset with only 5% of
Ransomware apps are included in the overall dataset of apps.
Consequently, making it even more challenging to detect
Ransomware with high accuracy. As shown in Table 1, most
of the existing methods have applied standard and well-
known classifiers and compared their detection performance.
This was also implemented by our research while considering
more appropriate evaluation metrics in case of imbalanced
datasets to examine the proposed Ransomware detection
system’s performance, including g-mean, sensitivity, and
specificity.

III. PRELIMINARIES
In this section, we describe the algorithms utilized in the
proposed approach for ransomware detection.

A. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is a swarm-based and
naturally-inspired algorithm that is created by Kennedy and
Eberhart in the 90s [18]. PSO is a stochastic optimization
and metaheuristic algorithm inspired by the collective social
behavior of bird flocking. As the birds search in swarms
for the food, the PSO searches stochastically for the optimal
solutions in the search space of an objective function in a
similar approach. The PSO algorithm consists of a swarm
of random particles, where each particle is characterized by
two components: the velocity and position. Each particle
might represent an optimal solution, while simultaneously
the algorithm adjusts and assess the particles in order to
find the best solution (particle) that maximizes the learning
performance. The velocity and position of a particle depend
on the experience of the particle itself (the cognitive compo-
nent), and the other particles’ experiences (the social compo-
nent). Mathematically, the particles adjust their velocities and
positions and move toward the optimal region. The particle
that is in the optimal region is an optimal solution, thereby
the algorithm evaluates the particles iteratively during the
learning process. Equation 14 represents the velocity of a
particle, while Equation 15 represents the position.

vid (t + 1) = w ∗ vid (t)+ r1 ∗ c1 ∗ (pid (t)− xid (t))

+r2 ∗ c2 ∗ (gd (t)− xid (t)) (1)

xid (t + 1) = xid (t)+ vid (t + 1) (2)

For which, the d is the d th dimension, where d ∈ D. The
parameter w is the inertia weight of a particle that tunes the
balance between the cognitive and the social components, r1
and r2 are two random numbers in the range from 0 to 1.
c1 and c2 are the acceleration constants, which control the
influence of the personal and global best particles. The pid is
the personal best position of a particle (pbest), and gd is the
best global particle (gbest) [18].

Algorithm 1 present the implementation of a typical PSO
algorithm.

Algorithm 1 Basic PSO Algorithm
1: procedure PSO Algorithm
2: Initialize the population POP
3: for each particle do
4: Initialize the particle
5: end for
6: while maximum iterations is not satisfied do
7: for each particle do
8: Evaluate the fitness value (v)
9: if v is better than the best fitness value (pBest) then

10: set v as the new pBest
11: end if
12: Choose the particle with pBest and set it as gBest
13: end for
14: for each particle do
15: Calculate particle velocity as in equation 14
16: Update particle position as in equation 15
17: end for
18: Increment the loop counter
19: end while
20: end procedure

In essence, the classical PSO algorithm developed to deal
with continuous problems that have continuous variables
[50]. However, handling problems of discrete search spaces
demands transforming the optimization algorithm into a dis-
crete problem. The PSO algorithm can be considered as a
binary search algorithm when it represents the values of the
positions of the particles as binary values, while the velocities
of the particles represent the probabilities of a position to
have a value of 1. The earlier implementation to transform
the PSO algorithm into binary algorithm was the in [51],
which utilized a kind of transfer function that is known by the
Sigmoid function. The Sigmoid function (S1) is represented
in Equation 3, in which the vid (t) is the velocity of particle i
at dimension d and iteration t .

T (vid (t)) =
1

1+ e−2∗vid (t)
(3)

If a randomly generated number is greater than T (vid (t)),
the position holds a value 1, and 0 otherwise (as shown in
Equation 4).

xid (t + 1) =

{
1 if rand ≥ T (vid (t))
0 if rand < T (vid (t))

(4)

The analysis of the time complexity of the PSO algorithm
is based on Algorithm 1. The time complexity for lines 2-5 to
initialize N particles with D number of dimensions equals
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TABLE 1. Summary and comparison among different Ransomware detection systems.

O(N × D). The loops in lines 7-13 and 14-17 have the time
complexity of O(N ×D) for each iteration in I . Line 18 is of
constant time. Thus, the time complexity of the binary PSO
is O(N × D× I ) [52].

B. SUPPORT VECTOR MACHINES
The support vector machines algorithm is a statistical and
supervised machine learning algorithm that is attributed to
Vapnikwho coined it in 1992 [19] by the research community.
Originally, it was developed to address binary classification
problems, where it uses support vectors and hyperplanes
to create decision boundaries that separate the classes by
maximizing the marginal distance between them. As it is
known by the large margin classifier, the objective of SVM
is to maximize the distance between the data points of the
different classes. The maximum distance between the data
points (support vectors) from the two classes is known by

the margin. Whilst, the support vectors are the points that are
closer to the decision boundaries and used to distinguish the
classes.

Loosely speaking, the SVM has been adopted into various
real-world problems [53]–[55], however, not all problems
are linearly separable. Though, the SVM algorithm maps the
data into higher-dimensional spaces (the feature space) in
order to make such non-linear input data linearly separable.
As the SVM algorithm can handle the linear and non-linear
problems; having a linearly-separable dataset can be handled
by a linear hyperplane that is formulated as in Equation 5,
where w is a weight parameter, and b is a threshold value
between the hyperplane and the origin plane.

f (x) : w · x + b = 0 (5)

The objective of SVM is to maximize the marginal-distance
by minimizing an objective function which represents the
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cost. Equation 6 describes the objective of the SVM. Inwhich,
C is a regularization parameter, A is the objective function
that is formulated in Equations 7, and B represents the regu-
larization function as in Equation 8, where n is the number of
features, and m in Eq. 7 is the number of training instances.

Min C · A+ B (6)

A =
m∑
i=1

[
y(i)cost1(θT x(i))+ (1− y(i))cost0(θT x(i))

]
(7)

B =
1
2

n∑
j=1

θ2j (8)

Even that SVMhad shown very successful results in classi-
fication over the literature [56], but its performance is highly
sensitive to various hyperparameters. Mainly, the cost (C)
which is the regularization parameter, and the (γ ) parameter
in the case of a non-linear SVM. Since the improper settings
of the C and γ degrades the generalization power of the algo-
rithm, tuning them is a critical issue while training an SVM
algorithm. In other words, initializing the C parameter with
a large value; results in a low bias and high variance, which
leads to overfitting. Meanwhile, initializing the C parameter
with a small value; increases the bias and minimizes the vari-
ance, which is prone to underfitting. Therefore, optimizing
the hyperparameters of C and γ has a significant influence
on the performance of the SVM algorithm.

The time complexity of the SVM algorithm is
O(max(n,m) × min(n,m)2) [57] where n is the number of
points and m is the number of dimensions.

C. OVERSAMPLING TECHNIQUES
Until recently, the problem of imbalanced data has been
studied widely and several approaches have been proposed to
address it, including data-oriented, and algorithmic-oriented
methods. Various approaches of algorithmic-oriented meth-
ods have been developed, such as SMOTE [20], SVM-
SMOTE [58], borderline-SMOTE [21], and ADASYN [22].

1) SMOTE
The synthetic minority over-sampling technique is an
approach to overcome the imbalanced data problem by cre-
ating artificial data points that are analogous to the real
one. SMOTE is one of the early proposed techniques, which
is developed by Chawla in 2002, and used over various
domains, such as the medical [59], the industrial [60], and
others [61].

Assuming an imbalanced dataset d with n examples,
where, C is a major class, and c is a minor class. Primarily,
SMOTE balances the distribution of classes by increasing the
ratio of the minority examples by synthesizing new interpo-
lated examples from the existing data. Iteratively, for each
data example ic of the minority class, SMOTE selects a k
nearest points from the minor class to the example ic. For
which, the shortest path between any two points is calculated
based on the euclidean distance. Relying on a sampling rate

defined based on the imbalanced ratio, a number of the k
nearest neighbors is randomly chosen. Thus, each of the
nominated nearest examples creates a line that links it with the
example ic. Subsequently, from every formed link, a random
example is picked to be the new synthetic point.

However, a serious drawback of SMOTE is that the synthe-
sized minority examples do not consider the majority classes
during the oversampling process, especially, when there is a
strong correlation between them [20].

2) BORDERLINE-SMOTE
Borderline-SMOTE is an evolved version of SMOTE, which
is proposed in 2005 [21] as an extension minority-based over-
sampling method. The comparison of Borderline-SMOTE
with its precedent (SMOTE) shows more powerful per-
formance at different learning approaches [62], [63]. Two
variants of borderline-SMOTE were proposed to overcome
the original difficulty of the imbalanced data problem
of identifying the correct border that distinguishes two
classes. The two variants are the borderline-SMOTE1 and
borderline-SMOTE2.

Borderline-SMOTE performs two operations: first, classi-
fies the examples into three types of regions (i.e., safe, danger,
and noise) to recognize the borderline examples. Second,
synthesizes new examples. In Borderline-SMOTE1, the new
data examples merely created from the recognized borderline
data points. For a given data point i from the minority class,
a k number of nearest neighbors is selected regardless of
whether the neighbors are from the major or the minor class.
The ratio of the neighbors that belongs to the majority class
decides to which region the point i should be classified. If all
neighbors belong to the majority class, then the point i is
classified into the noise region. If the number of the majority
examples of the neighbors is greater than ac/2, where ac is
the number of the minority examples, then i belongs to the
danger region. Otherwise, when the number of the majority
examples is less than ac/2, then i is in the safe region. Upon
this, all minority examples that are classified into the danger
region form the borderline examples.

To synthesize new examples; for each point in the danger
region idanger , a k number of nearest neighbors which belongs
to the minor class is selected. From which, an s random
examples were picked. The difference between all points in s
and the corresponding point in the danger region is computed
and denoted by diffj. Hence, the new point is synthesized
based on Equation 9, where rj is a randomnumber in the range
from 1 to s.

i_new = idangerrj × diffj (9)

In Borderline-SMOTE2, the neighbors of the points that are
in the danger region are considered from the major and minor
classes and not just from the minor class as in the first version
(Borderline-SMOTE1).

Further, SVM-SMOTE is a variant of SMOTE that is pro-
posed by Hien in [58]. SVM-SMOTE balances the class dis-
tribution by oversampling the minority class instances which
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are located at the borderline between the two classes. The
SVM algorithm can ameliorate the performance by identify-
ing the separating decision boundary and then predict new
minority instances.

3) ADAPTIVE SYNTHETIC SAMPLING
The ADASYN method was proposed to reduce the learn-
ing bias by adaptively adjusting the decision boundary
of the minority data points that are hard to learn. Considering
the major class C with a number of instances a (aC ), and the
minor class c, with the number of instances b (bc). The ratio of
the minority points to the majority points is used to compute
the number of synthetic points S for the minority class c, as in
Eq. 10.

S = (bc − aC )× β, β ∈ [0, 1] (10)

For each minority point, a number of k of neighboring
points is selected which is known by the neighboring set.
Each minority point has a density distribution based on its
neighbors of the majority class from the neighboring set.
Identifying the density distribution of the points assists in
computing the number of required synthetic data points,
as described by Equation 11. Where the density distribution
(r ′i ) is a normalized version of a

C

k .

gi = r ′i × S, where r
′
i =

aC

k
(11)

For each minority point xi, a randomly-selected minority
point from the neighboring set is selected xj to create the
synthetic data gi. The data created based on Equation 12,
where diffj is the difference between the points xi and xj, while
the lambda is a random number in the range from 0 to 1.

xnew = xi + diffj × λ (12)

IV. IMBALANCED DATASET CREATION
The dataset used in this research was built based on
10,153 Android application samples (500 malicious (Ran-
somware) applications and 9653 benign applications). This
dataset is publicly accessible on the Security Engineering
Lab (SEL) website.2 The process began by collecting the
applications (benign and ransomware) from different market
stores. After that, the collected files were decompiled to
extract the original code. Finally, the code parsing phase was
applied and then resulted in creating the imbalanced dataset.
Figure 1 displays the process of creating the dataset.

A. DATASET COLLECTION PHASE
In this paper, four data sources have been used to collect
Android applications. The Android applications were down-
loaded as Android Packages (APK). The APK file is a zipped
file that contains all the application’s code including assets,
resources and the manifest file. The APK files of Ran-
somware samples were collected from several repositories

2https://sel.psu.edu.sa/Research/datasets/2020_RansIm-DS.php

FIGURE 1. The process of creating the imbalanced dataset.

including Koodous, RansomProper Project and VirusTotal.
Whereas, the APK files of benign samples were downloaded
from Google Play store.
RansomProper Project:Categorizes the Ransomware apps

chronologically based on their malicious features. The dataset
of RansomProper Project contains of 2,721 ransomware
applications that represent fifteen different families [38].
Furthermore, the project provides a real-time scanning by
executing the Ransomware application’s user interface (UI)
widgets.
Koodous: Is an Android malware platform that provides

online analysis services and a large-scale repository for
Android malicious apps with over 65 million APKs [64].
To collect Ransomware families from Koodous database,
the hashes of the APK files were captured from HelDroid
project [24]. Afterward, the APK files were retrieved using
the searching services of koodous platform. Further, addi-
tional Ransomware samples were captured by searching
the tag (tag:ransomware). Then, they have been tested on
VirusTotal’s scanning tools to ensure they are identified as
Ransomware.
VirusTotal: Is an online malware scanning engine which

uses over 70 security vendors to conduct malicious detection
services [65]. In addition, it provides an API service to upload
and scan APK files without the need for the web-interface.
However, VirusTotal lacks of the presence of labelling stan-
dardization, which makes it challenging to precisely classify
a Ransomware family [66]. Consequently, to overcome this
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challenge, the obtained samples from the VirusTotal database
have been filtered and labeled manually to accurately build
the Ransomware database.
Google Play: Is the official Android market store which

can be accessed using a browser or the Play Store of Android
applications. Google Play developed a Bouncer that is a secu-
rity mechanism aims to automatically detect malware appli-
cations [67]. Furthermore, Google Play introduced a security
event called Google Play Protect which provides continuous
running scans ensuring the harmless of the installed applica-
tions [68]. Based on the aforementioned mechanisms applied
by Google play, it has been chosen as the main source of
benign apps of this study. The total number of downloaded
apps is 12,036 applications that are chosen from the top-
ranking applications of main categories in Google Play store.
These main categories are Kids (41%), Game (28%), and
others (31%).

B. DECOMPILING PHASE
In this phase, the executable code of the APK file is converted
to an intermediate readable language [8]. The main file to
be extracted is the AndroidManifest.xml file which contains
the application’s metadata and all the defined permissions by
the applications. This file can be extracted using APKtool3

that decompiles the zipped APK file to the manifest file
and.smali files. Each smali file represents a defined class in
the original code of the application. All the required features
of the application can be extracted by parsing the manifest
file and theses smali files.

C. PARSING PHASE
Constructing a well-designed features set has a major influ-
ence on the efficiency of malware detection. The used fea-
tures set of this paper includes 389 features; 228 API pack-
ages, and 161 permissions belong to the most recent release
of Android (API level 30). The occurrences of these fea-
tures have been counted on the collected samples using a
Python script by extracting the features from the.smali files
and the manifest file. Algorithm 2 illustrates the parsing
procedure. The Parsing algorithm scans all the applications’
folders allocated in the Root Directory. For each application,
the scanning is performed in two stages, first is parsing
the manifest file to count the defined permissions, and sec-
ond is parsing the.smali files to count the used API pack-
ages. Finally, the overall parsed features is stored in the
database.

The extracted features of the parsed applications have
to be serialized for further analysis. The representation
of the serialized features can be implemented using the
U − dimensional format where U represents the feature set
[69]. As shown in Figure 5, all the features under investigation
(F) are stored in one list of length |F |. Then each application’s
decompiled APK file is represented as a record of length |F |.
The entries of these records are filled with a value of 0 if the

3https://ibotpeaches.github.io/Apktool/

Algorithm 2 Parsing Algorithm
1: procedure Parsing Algorithm
2: Input: Android applications
3: Output: Feature parsing records
4: Initialisation:
5: Initialize the API_packages set
6: Initialize the Permissions set
7: Initialize the Root_Directory
8: for each application_folder in Root_Directory do
9: get Manifest_File
10: for each element in Permissions set do
11: Find_Occurrence (Manifest_File )
12: permissions_count ← Total occurring
13: end for
14: for each smali_file in smali_Directory do
15: for each element in API_packages set do
16: Find_Occurrence (.smali file )
17: API_Packages_count ← Total occurring
18: end for
19: end for
20: Total ←permissions_count+ API_Packages_count
21: Store Total number of features in the database
22: end for
23: end procedure

FIGURE 2. The feature serializing model.

application never uses these features. Otherwise, the Parsing
algorithm fills the application’s record with c, where c is the
total count of the usage of a specific feature [70].

Finally, different apps with same features (16% of the total
apps) were filtered and removed to avoid any duplication in
the dataset. Figure 3 shows the number of removed apps.

V. PROPOSED CLASSIFICATION APPROACH
The ransomware detection process of the proposed approach
is discussed in detail in this section. The proposed approach
is based on a hybrid evolutionary process of optimizing an
imbalanced data, an oversampling technique, and a classifi-
cation technique.
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FIGURE 3. The total apps and the apps after removing duplicates.

FIGURE 4. High-level description of the flow of the proposed approach.

Figure 4 illustrates the proposed approach, which we
refer to as ovr-tBPSO-SVM. The approach includes iterative
optimization of the classification process and an evaluation
process of the classification by a binary PSO optimization
algorithm. The main components of the proposed approach
as described in the figure are mainly the feature selection,
the oversampling technique, the classification technique,
the fitness evaluation, and the optimization technique.

In the feature selection component, not all features are
considered for classification, but rather, a selected set of

features which are representing a reduced version of the
training dataset. Hence, features are selected according to
the flags generated by the optimization process based on a
transfer function, which results in a reduced training dataset.
This dataset reduces the computational cost and enhances
the performance of the classification. Regarding the over-
sampling technique, the Ransomware class is enlarged by
the SMOTE oversampling techniques to balance the dataset
for better evaluation of the performance. Thereby, an over-
sampled training dataset is generated from this process. For
the classification technique, the SVM algorithm is used to
generate a classification model that correctly identifies Ran-
somware instances from benign instances. Moreover, it is
also clear from the figure that the evolutionary algorithm
optimizes the k-neighbours and the sampling ratio parameters
of the oversampling technique. In addition, the cost parameter
of the SVM algorithm is further boosted by the evolutionary
algorithm to find an optimal fit of the model to the dataset
while avoiding overfitting. Finally, the generated model by
the optimization process is evaluated by the fitness function
for further enhancements of later iterations. The objective
function of the proposed algorithm is assessed by the fitness
evaluation criterion. For which, the classification model is
evaluated using the geometricmean score to promote the opti-
mization process at later iterations. Finally, the optimization
technique is implemented by the binary PSO algorithm that
is used to optimize the selection of features, the parameters
of the oversampling technique, and the cost coefficient of the
SVM algorithm.

A. STRUCTURE OF THE PARTICLE
As primarily the PSO algorithm developed to deal with con-
tinuous search spaces, adopting it to address discrete search
problems requires to transform its search space from contin-
uous into discrete (binary). This is implemented by utilizing
the (S2) transfer function. S2 is a sigmoidal function that is
given by Equation 13, which integrated to produce particles
represented by binary vectors.

S(x) =
1

1+ e−x
(13)

At each iteration, several particles are generated by the pro-
posed approach presenting candidate solutions to the ran-
somware classification problem. Each particle consists of
three parts of binary values which are illustrated in Figure 5.
These parts reflect the following tasks:
• Feature selection: a set of features is selected from the
dataset for training and testing the model. This set is
selected according to a list of n binary values represented
by the first part of the particle. The list can be repre-
sented by Equation 14.

F = [f1, f2 . . . fn] (14)

Each binary value in the list reflects the presence or
absence of the corresponding feature where a value of 0
represents the absence of the feature, while the value of 1
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FIGURE 5. An illustration of the adopted structure of the particle in the proposed classification approach, where Rs
is the ratio of oversampling, and K is the number of nearest neighbors.

represents the presence of the feature. Thus, the number
of selected features for a particle is the number of the 1s
of the first part of the particle.

• SMOTE oversampling technique parameters optimiza-
tion: the number of neighbours and the oversampling
ratio for the SMOTE oversampling technique are rep-
resented by the second part of the particle. The number
of neighbours is used to synthesise new instances of the
Ransomware class by considering the neighbours of the
class. It is represented by four binary digits of a decimal
value between 0 and 15 reflecting a binary range of
numbers between 0000 to 1111, respectively. The list of
digits is represented as in Equation 15.

K = [k1, k2, k3, k4] (15)

On the other hand, the oversampling ratio represents the
number of oversampling instances of the Ransomware
class divided by the number of instances of the benign
class. It is represented by six binary digits of a float
value between 0.0 and 0.63 reflecting a binary range of
numbers between 000000 to 111111, respectively. The
list of digits is represented by Equation 16.

r = [r1, r2, r3, r4, r5, r6] (16)

• The optimization of the cost parameter of the linear
SVM: the cost parameter value of the linear SVM classi-
fication technique is represented by the third part of the
particle. This reflects the extent to which the model is
fitting the training data where a low value of the cost
parameter indicates a more fitted model and a small
number of misclassifications on the training instances,
while a high value indicates a less fitted model and
a large number of misclassifications of the training

instances. A trade-off between fitting the model on the
training data and fitting it on possible upcoming unseen
data must be taken into consideration when choosing the
value of the cost parameter to avoid overfitting. The cost
parameter is represented by eight binary digits of a float
value between 0.0 and 2.55 referring to a binary range
of numbers between 00000000 to 11111111. The list of
digits is represented as in Equation 17.

C = [C1,C2,C3,C4,C5,C6,C7,C8] (17)

B. FITNESS FUNCTION (INTERNAL EVALUATION)
Each particle in the proposed approach is evaluated internally
by a fitness function tomeasure its quality in leading the algo-
rithm toward optimality and avoiding the stagnation in local
regions. The utilized fitness function is a single-objective
optimization problem that aims to maximize the performance
by minimizing the fitness. Essentially, the internal evaluation
of the candidate particles determine the global best and the
local best at each iteration. Hence, this guides the search pro-
cess of the algorithm toward the optimal regions of the search
space gradually over the course of iterations. The fitness is
given by Equation 18, which is the geometric-mean (g-mean)
of classification subtracted from 1. The g-mean measure is
the square root of the product of class-wise sensitivity, which
equals the square root of the multiplication of sensitivity and
specificity in the case of binary classification. The sensitivity
and specificity are based on the confusion matrix, where the
sensitivity is defined by TP/(TP+FN ), and the specificity by
TN/(TN+FP). The TP is the true-positive, the TN is the true-
negative, the FP is the false-positive, and the FN represents
the false-negative.

Fitness = 1−
√
sensitivity× specificity (18)
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C. PROCEDURE OF THE ALGORITHM
The procedure of the proposed ovr-tBPSO-SVM can be
described by the following steps:

1) Initialization: A set of particles are formed for the
first iteration of the PSO optimization technique, where
each particle includes binary values of the presence or
absence of features, k , sampling ratio, and the cost as
observed by Figure 5 and discussed in Section V-A.

2) Update: Through the course of iterations, particles
are evolved to explore better set of solutions for
the Ransomware data, which is further detailed by
Section III-A.

3) Particles mapping: As discussed in Section V-A, a set
of values are extracted from each particle and are used
to select features on one hand, and as an input to both
the oversampling and classification techniques on the
other hand.

4) Fitness evaluation: The g-mean score is used to assess
the evolved particles of each iteration according to
Equation 18.

5) End of procedure: The procedure terminates when a
predefined value of iterations is reached. As a result,
the fittest particle is retrieved having a combination of
selected features and optimized values of k, sampling
ratio, and cost parameters.

6) Testing: The testing instances are used to evaluate
the model generated from ovr-tBPSO-SVM algorithm
using several evaluation techniques including the sen-
sitivity, specificity, and g-mean, which are further dis-
cussed in the next section.

Figure 6 illustrates the process by which ovr-tBPSO-SVM
follows. It starts by dividing the dataset into training and
testing parts. Both parts are reduced by the selected features
but only the training part is oversampled and used to generate
a prediction model with the enhanced values of parameters.
In contrast, the testing part of reduced features is used to
evaluate the optimized model.

VI. MODEL EVALUATION METRICS
Various evaluation measures were utilized to assess the
performance of the proposed methodology for ransomware
prediction. The evaluation metrics are derived from the con-
fusion matrix, which are the true positive rate (sensitivity),
the true negative rate (specificity), and the g-mean. The con-
fusion matrix is represented in Table 2, where the positive
class corresponds to the ransomware, while the negative class
is the normal class. Hence, the TP represents the examples
that are actually ransomware and they are predicted ran-
somware. The TN indicates the examples that are predicted
normal and they are actually normal. Whereas the FP, rep-
resents the instances that are predicted ransomware but they
are actually normal, and the FN are the instances that are
predicted normal but they are ransomware.

The sensitivity also is known by the true positive
rate, the recall, and the likelihood of prediction rate.

TABLE 2. Confusion matrix.

The sensitivity reflects the capacity of the classifier in rec-
ognizing the ransomware instances. It is computed as the
ratio of the recognized ransomware over the true ransomware
instances, as defined in Equation 19.

sensitivity =
TP

TP+ FN
(19)

The specificity also known as the true negative rate. It repre-
sents the ability of the classification algorithm to recognize
the negative instances of data (Non-Ransom), which is the
ratio of the identified true negatives over the overall number
of actual non-Ransomware instances. It is described as in
(Eq. 20).

specificity =
TN

TN + FP
(20)

The g-mean metric corresponds to the ratio of balance of
classification performances from the ransomware and nor-
mal classes. Mathematically, the g-mean is calculated as the
square root of the multiplication of the recall of both classes;
the ransomware and the normal, as illustrated in Equation 21.

G− mean =

√
TP

TP+ FN
×

TN
TN + FP

(21)

VII. EXPERIMENTS AND RESULTS
A. ENVIRONMENTAL AND PARAMETERS’ SETTINGS
All experiments were conducted on a workstation with the
following specifications: Intel core i7-1065G7 CPU and
1.30GHz / 16 GB RAM. For experiments Python 3.8 is used.
Scikit Learn [71] and imbalanced-learn [72] Python libraries
are used for the oversampling techniques, classification tech-
niques and the evaluation of the algorithm.

The experiments are repeated 30 times with different val-
ues of the population size and number of iterations which
have the values of 25, 50, and 100 for both the population
size and the number of iterations. The values of 6, 0.9, 0.6,
2, and 2 are determined for PSO parameters for the Vmax,
wMax, wMin, c1, and c2, respectively [73]. The parameters
settings are illustrated in Table 3. For the parameters of the
oversampling methods they are automatically tuned using the
PSO algorithm.

B. EFFECT OF OVERSAMPLING TYPE AND PARAMETERS
TUNING
In this experiment, the effect of the oversampling technique
on the performance of the proposed approach is investi-
gated for Ransomware detection in the context of imbalanced
data distribution. For this, five SMOTE variants were exper-
imented; the classic SMOTE, ADASYN, SVM-SMOTE,
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FIGURE 6. Flowchart describes the procedure of the proposed ovr-tBPSO-SVM.

TABLE 3. Parameters settings.

Borderline-SMOTE1, and Borderline-SMOTE2. Each tech-
nique was embedded in the proposed approach and experi-
mented under different settings of the swam size, and number
of iterations. The results of this experiment in terms of sensi-
tivity, specificity, and g-mean are shown in Table 4. The table
also presents the best values obtained for the cost parameter of
the SVM and the minimum number of selected features. It is
clear from the table that SMOTE obtained the best results in
comparison to the other oversampling methods. For instance,
when the population size is 50 and the number of iteration
is 50, too, SMOTE gained the best sensitivity, specificity,
g-mean, and the least number of features by having 96.4%,
98.7%, 97.5%, and 182, respectively. Yet, it achieved the
best specificity among all when the population size was 25,
and 100, gaining 98.3%, and 98.4%, respectively. However,
it is noticeable that Borderline-SMOTE2 can achieve out-
performing results in terms of sensitivity and g-mean when
the population size is 25 by holding 97%, and in terms of
sensitivity when the population size is 100, by having a
percentage of 95.8%. Additionally, ADASYN accomplished
the highest g-mean when the population size is 100 (96.3%),
and the minimum number of features (192) at a population

size of 25. Overall, the SMOTE method outperformed them
mainly when the population size is 50, and the number of
iterations is 50, where the best cost parameter also was 1.18.

Furthermore, Figures 7-9 show the convergence curves
of the PSO algorithm over different settings of the popu-
lation size, and the number of iterations. The convergence
curves present the capacity of the algorithm to reach the
optimal value of the objective (fitness) function during the
training period and over the course of iterations. Hence,
the curves were depicted with the fitness projected on the
y-axis, and the number of iterations on the x-axis. Figure 7
shows the convergence when the number of iterations and
the population size are 25. It is clear from the figure as the
proposed algorithm minimizes the fitness, that the oversam-
pling methods converge steadily over the iterations, where
markedly, the Borderline-SMOTE1 exhibits the smoothest
convergence toward the optimal value. Whereas, the SVM-
SMOTE demonstrated the poorest convergence toward the
optimal.

Regarding Figure 8, it shows the convergence when the
population size, and the number of iterations are 50. All
of the methods converge gradually up to the 30th itera-
tion where they leveled out. Clearly, after the 30th itera-
tion, the Borderline-SMOTE1 obtained the minimum fitness,
which is approximately 0.01. Even though, it is clear notic-
ing that SMOTE achieved slightly better than Borderline-
SMOTE2, ADASYN, and SVM-SMOTE, which obtained
nearly 0.018 of fitness after the 27th iteration.

Further, Figure 9 explains the convergence when the pop-
ulation size, and the number of iterations are 100. From the
figure, it is observed that Borderline-SMOTE1, Borderline-
SMOTE2, and ADASYN demonstrated a premature con-
vergence where they had fallen down in a local optimal
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TABLE 4. Results of the proposed approach with a comparison of different types oversampling techniques at different values of the swarm size and the
number of iterations. The values marked by the boldline style are indicating the best results.

FIGURE 7. Convergence of different oversampling techniques for
25 iterations with a population size value of 25.

FIGURE 8. Convergence of different oversampling techniques for
50 iterations with a population size value of 50.

early in the iterations then remained constant. For instance,
Borderline-SMOTE1 reached a minimal at the 17th iteration,
then could not converge any further. Similarly is for the
Borderline-SMOTE2 that converged to a local at the 20th

FIGURE 9. Convergence of different oversampling techniques for
100 iterations with a population size value of 100.

iteration, while ADASYN converged at the 37th iteration.
On the contrast, SMOTE and SVM-SMOTE showed a better
convergence over the iterations, where both of them dropped
to an optimal after the 60th iteration achieving a fitness value
less than 0.018.

To sum up, the SMOTE oversampling showed the best soft
and steady convergence when the number of iterations and
the population size were 50. Therefore, it is considered the
baseline in the subsequent experiments.

C. COMPARISON WITH STANDARD ALGORITHMS
This subsection presents the experimental results of the
proposed ovr-tBPSO-SVM approach when compared with
standard and well-known classifiers. The best version of
ovr-tBPSO-SVM which is the SMOTE-tBPSO-SVM will be
used in the following comparison. The classifiers are includ-
ing the k-nearest neighbours (k-NN), Naïve Bayes (NB),
MultiLayer Perceptron (MLP), and Random Forests (RF). k-
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TABLE 5. Comparison with standard classifiers.

TABLE 6. Comparison with other feature selection metaheuristics.

NN was applied with different number of neighbours (i.e.,
1, 3 and 5) and denoted as 1-NN, 3-NN, and 5-NN, respec-
tively. For the MLP algorithm, the number of hidden neu-
rons was set to 10, and for the RF algorithm, 100 trees
were used. The results of comparison are shown in Table 5.
The results exhibits that SMOTE-tBPSO-SVM achieved the
highest g-mean with a value of 97.5%, even that 1-NN
achieved relatively closely good results (95.3%). Regarding
the sensitivity, the proposed (SMOTE-tBPSO-SVM) also
obtained the best score of 96.4%, while the 5-NN, and
the RF algorithms achieved the worst results by having
87.1%. In terms of specificity, the MLP algorithm obtained
the best score of 99.9%. Even that the proposed SMOTE-
tBPSO-SVM method did not accomplish the best result
in terms of specificity, but it obtained slightly closely to
the MLP by having a score of 98.7%. Generally speak-
ing, the proposed (SMOTE-tBPSO-SVM) achieved better
than classical classification algorithms in terms of sensitivity
and g-mean.

D. COMPARISON WITH OTHER FEATURE SELECTION
METAHEURISTICS
This section compares between the results obtained from
using PSO for feature selection and using other fea-
ture selection metaheuristic techniques including the Fire-
Fly Algorithm (FFA), Multi-Verse Optimizer (MVO), and
Grey Wolf Optimizer (GWO). The same settings are con-
sidered for the different metaheuristic algorithms having
50 iterations and a population size value of 50. Table 6
shows the comparative results for these algorithms. The
results exhibits that SMOTE-tBPSO-SVMachieved the value
of 98.7%,96.4%, and 97.5% for the specificity, sensitiv-
ity, and g-mean, respectively, which are the highest val-
ues compared to the other feature selection metaheuristic
algorithms.

TABLE 7. Comparison with other feature selection metaheuristics.

E. TIME ANALYSIS WITH THE OTHER ALGORITHMS
This section shows the running time obtained by the proposed
approach and the other standard and metaheuristic algorithms
on the same workstation. Table 7 shows the running time
in seconds for these algorithms. It is observed that the stan-
dard algorithms have close values, and that K-NN takes more
time than NB,MLP, and RF. Metaheuristic algorithms, on the
other hand, also have close values, and GWO is consuming
increased amount of time compared to the other metaheuristic
algorithms.

At another level, the standard algorithms take a recogniz-
able smaller amount of time than any other metaheuristic
algorithms, but still, metaheuristic algorithms take a reason-
able amount of time. Since the complexity of finding the
best combination of features makes it impossible to search
for every possible combination, the aim is to find the best
combination of features with high quality results in rea-
sonable time, which can be achieved using metaheuristic
algorithms. It is well-known that metaheuristic algorithms
take reasonable amount of time to produce high quality of
results of the acceptable solutions [74]. Such high quality
results is observed and discussed in the previous sections,
which justifies the increased amount of time compared to the
standard algorithms.

F. FEATURE IMPORTANCE ANALYSIS
This part of the experiment identifies the most important
features in the process of ransomware detection according to
the proposed classification approach. An importance score is
given for each feature according to the number of times it
appears in the best solution over 30 independent experiments.
Table 8 presents the features that have an importance score
greater than 70%. It is clear from the table that the features are
divided evenly, where half of the features refer to permission
features, and the other half is API calls features. Moreover,
it can be deduced from the table that the highly scored fea-
tures are almost permission features more than they are API
call features, as will be justified in the following paragraphs.

It is not surprising to see ‘‘SYSTEM_ALERT_WINDOW’’
permission with a high score. Ransomware apps usually
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TABLE 8. List of features that have importance score ≥ 0.70.

abuse it either to display the ransom message or block access
to the device by overlaying the screen such that the victim
could not dismiss or circumvent. Moreover, many attack
scenarios require the permission ‘‘READ_PHONE_STATE’’
to collect sensitive user information. Therefore, it is common
for ransomware apps to abuse this dangerous permission to
gather information, including phone state, cellular network
information, and contacts list. Additionally, this information
could be utilized by ransomware to send SMS messages to
the contacts list to spread itself to other devices.

‘‘ACCESS_NETWORK_STATE’’ permission was in the
top list as well with 90% of importance score. Ransomware
could abuse this permission to monitor network connections
at the victim’s device to facilitate the communication with
Command and Control (C&C) server.

Moreover, ‘‘KILL_BACKGROUND_PROCESSES’’ is
another typical permission abused by attackers and is not
popular in benign apps. It had an importance factor of 80%
as the attacker could mistreat this permission to block pro-
cesses such as Anti-virus apps to prevent its detection. Sim-
ilarly, the ransomware application can terminate all other
background processes that belong to other apps using the
‘‘RESTART_PACKAGES’’ permission or shut down the
app using ‘‘BROADCAST_PACKAGE_REMOVED’’ per-
mission. Further, it was expected to see ‘‘GET_TASKS’’
permission in the list too. This permission permits the attacker
to retrieve details about all running tasks in the victim device,
which then allows the attacker to perform activity hijacking.

The permission ‘‘READ_CALL_LOG’’ is not supposed
to be requested by any app as attackers can use it
to access phone call records secretly. Some permis-
sions are usually exploited by ransomware applications
to gain root access to the victim’s device and monopo-
lize its resources, such as ‘‘INSTALL_SHORTCUT’’ and

‘‘UNINSTALL_SHORTCUT’’ that enable an application to
add/remove shortcuts to the main screen without the user
involvement. Another permission provides root access is
‘‘BLUETOOTH_ADMIN’’ which allows users to scan and
pair with other Bluetooth devices. However, the ransomware
utilizes it to gather technical information regarding the net-
work topology. Furthermore, ‘‘BIND_VPN_SERVICE’’ per-
mission is usually abused bymany ransomware apps to create
VPN clients in the network. Consequently, the attacker can
manipulate the traffic by re-routing it to a remote VPN server.

In some scenarios, an attacker might send messages to
the victim’s contacts using ‘‘WRITE_CALENDAR’’ per-
mission, enabling the app to modify the calendar data and
send messages. Consequently, these messages are sent as
legitimate messages of the calendar owner. Additionally, the
requested ransom by the ransomware application may require
‘‘RECEIVE_SMS’’ permission to receive and process SMS
messages to complete the online payment. To further force
its control, ransomware application could utilize ‘‘MAN-
AGE_DOCUMENTS’’ permission, which can give access to
locations of documents that can be then read and encrypted;
mainly, it functions as a document picker.

In other scenarios, the ransomware application tries to
access the device’s location to retrieve further informa-
tion about the victim. However, if the victim uses Google
apps, the ransomware application might be prevented from
accessing the device’s location using a location provider
because it is not signed with the same key of Google
apps. In this case, the ransomware app has to request
‘‘INSTALL_LOCATION_PROVIDER’’ permission, which
was in the list with 70% importance, to impose installing its
location provider into Android Location Manager.

On the other hand, API calls features had more influ-
ence in discriminating benign apps. Benign apps heavily
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used the listed API calls in comparison to Ransomware
apps. For example, ‘‘android/system’’ package was used
by 73.35% of the benign apps and by only 0.6% of
the Ransomware apps. Furthermore, ‘‘android/opengl’’ and
‘‘android/graphics/fonts’’ were used by 80.84% and 74.82%
of the benign apps, respectively. However, ‘‘android/opengl’’
was requested by only 4% of Ransomware samples, and
‘‘android/graphics/fonts’’ was never called by them. This
applies to the rest of the listed API calls features.

VIII. CONCLUSION AND FUTURE WORKS
Ransomware attacks have been causing serious damages
across continents. This demands developing more resilient
intelligent methods for the detection of such malware. This
paper presented an evolutionary-based machine learning
approach for the detection of Ransomware. The proposed
approach (SMOTE-tBPSO-SVM) used the linear SVM for
the classification and detection, while the BPSO is the
optimization and search algorithm. The BPSO is integrated
to optimize the cost coefficient of the SVM, in addition,
to tune the k neighbors and the sampling ratio of the
oversampling method. The constructed dataset comprises
10,153 applications, where 500 of them are Ransomware,
which is covering various features of permissions and API
calls. Meanwhile, the created dataset is a highly imbal-
anced dataset which is imitating reality. Several oversampling
methods were adopted and compared, including SMOTE,
Borderline-SMOTE1, Borderline-SMOTE2, ADASYN, and
SVM-SMOTE. The SMOTE accomplished the best in regard
to the sensitivity, specificity, and g-mean. Thereby, the per-
formance of the proposed SMOTE-tBPSO-SVM compared
with traditional machine learning algorithms, such as the
K-NN, NB, MLP, and RF. The results have shown the merits
of the proposed approach capacity in detecting Ransomware
efficiently (97.5% of g-mean), yet justified with smooth
convergence over the training iterations. Even though, this
research study can be extended into additional research by
utilizing more data as well as advanced models to handle the
obtained big data, such as the deep learning algorithms that
are more capable to infer accurate patterns of relationships.
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