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ABSTRACT Structured light depth imaging offers a high precision of 3D measurement for applications to
industrial modeling, inspection, reproduction and archiving. Despite recent progress, however, structured
light depth imaging has yet to settle the trade-off between the number of captured 3D points and that of
unwanted outliers, in particular, when a low reflectance surface is mixed with projector and camera shades.
This paper presents an approach to solving such trade-off by accuratelymapping projector and camera shades
under the presence of a low reflectance surface. Unlike conventional approaches relying mostly on pattern
intensity for detecting shades, the proposed approach first identifies stripe boundaries legitimate in terms of
the projected pattern sequence. Based on the list of legitimate boundaries identified, then, the gaps in pixel
and boundary addresses are analyzed to define the respective projector and camera shades, possibly, in the
presence of address juxtaposition. Experimental results show that the proposed approach shows superior
performance in shade detection as well as outlier removal compared to the state-of-the-art approaches,
maximizing the number of captured 3D points while minimizing that of unwanted outliers.

INDEX TERMS Structured light depth imaging, camera and projector shade, shade detection, outlier
removal.

I. INTRODUCTION
Structured light 3D imaging is capable of delivering a high
precision of depth measurement, even to the level of microns,
within its dynamic range. As such, it is a preferred option for
applications requiring a highly accurate depth measurement
as their key feature. To date, the applications of structured
light 3D imaging have expanded to cover such areas as
robotics [1], endoscopy [2], industrial automation [3], indus-
trial inspection [4], human dental treatment [5], as well as the
preservation of cultural heritage [6].

The working principle of structured light depth imaging
is similar to that of stereo imaging; depth is defined by
triangulation of the lines of sight from a pair of corresponding
pixels of a stereo camera. Unlike stereo imaging, however,
structured light 3D imaging is based on an active device,
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and light patterns projected by a projector onto a scene are
captured by a camera to compute depth by triangulation. In
industry, structured light 3D camera systems are preferred to
stereo systems due to the ability of the former to deal with
poor illumination and un-textured surfaces, in addition to the
accuracy in depth measurement.

More specifically, for a single camera-single projector
structured light imaging setup, as illustrated in Fig. 1, light
patterns are projected by the digital micro-mirror device
(DMD) of the projector and captured by the image sensor of
the camera in such a way that the correspondence between the
projected pattern stripes and the detected pattern stripes on
the image plane can be established. A number of approaches
to coding light patterns have been introduced to date based
on temporal [16], [29], spatial [40] or hybrid [39] coding
approaches, with accurate and efficient decoding of the stripe
correspondence as the goal. They include the gray codec [35],
phase shift codec [3], [4], [24], spatial codec [40] and their
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FIGURE 1. A single projector-single camera setup for structured light
depth imaging.

many variants [16], [39]. Once decoded for the stripe corre-
spondence, the depth is computed based on a triangulation
process applied to the corresponding pixel pairs from the
projected and detected stripes.

The performance of structured light depth measurement
can be assessed in terms of the number of captured 3D
points, the accuracy of the captured points, and the number
of outliers included in the captured 3D points, among others.
The following factors influence the performance of structured
light depth measurement: whether the surface to be measured
is shaded or occluded from the projector and the camera,
the reflection characteristics of the surface, the illumination
condition and the scattering and inter-reflection properties of
the surface. One thing to note is that there exists a trade-off
between the number of 3D points captured and the number
of outliers included in the captured 3D points. This trade-
off becomes especially problematic when surfaces with low
light reflectance are mixed with surfaces that are shaded from
the camera and projector views or, in short, the camera and
projector shades. To be more specific, consider region 2-3
marked in red in Fig. 2 (a), which represents the projector
shade in the camera view. Although light patterns from the
projector cannot reach that region, the camera can receive
ambient light from the shade due to light scattering and inter-
reflection. Should region 3-4 or 1-2 (in green) be a surface
with low light reflectance, it may be difficult to distinguish the
surfaces of 3-4 and 1-2 from the shade of 2-3 due to the com-
bined effect of low-intensity readings and inter-reflection.
This leads either to a hole, a set of missing points, in depth
imaging when a part of the low-reflective surface is identified
as part of the projector shade, or to an outlier when a part
of the projector shade is identified as the low-reflectance
surface.

By the same token, consider region 2-3 marked in red in
Fig. 2 (b), representing the camera shade in the projector
view. In this case, the projected light can reach the surface
but the camera cannot receive the light due to the shade.
This results in missing stripe patterns from the projector in
the camera frame. Since the camera shade can disturb the
correct decoding of the detected stripe boundaries, especially
when the shade is bordered by the surface of low reflectance,
outliers may occur. Note that an increase in the sensitivity
of pattern stripe detection, especially for a low reflectance

FIGURE 2. Projector and camera shades in a structured light 3D camera
system.

surface, results in an increase in the number of outliers from
the projector and camera shades. To overcome this trade-
off, it is necessary to develop an accurate means of detecting
boundaries of the projector and camera shades.

A number of approaches to detection of the camera and
projector shades have been proposed to date. However, they
are mostly based on the intensity of received light such
that they perform well only when either the surface under
consideration has a high reflection coefficient or the camera
receiving the light adopts a long exposure time.

A. RELATED WORK
In this subsection, we introduce previous work related to
the detection of shadows or shades, although the work may
not directly address the camera and projector shades in a
structured light depth measurement setting. Most conven-
tional approaches to detection of shades explore the dif-
ference in light reflectance properties between the shade
and the object surface, such as the light intensity and spec-
tral response. DiCarlo et al. [13] presented an approach
to pixel-wise estimation of surface reflectance from two
images: one with ambient light and the other with cam-
era flash. Shades can be identified as the region of low
reflectance. However, performance degrades in the presence
of surfaces with low reflectance as well as in cases with
inter-reflection from the environment. Ruiqi Guo et al. [14]
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presented a region based approach to labeling of shadow
and non-shadow regions based on pairwise classification of
segmented regions through prediction of relative illumination
conditions. Although more robust than pixel or edge-based
approaches, it shows a decrease in performance when the
size of the segmented regions becomes smaller, and incurs
a heavy computational cost. Fredembach et al. [9] proposed
an approach to shadow detection in a scene that takes advan-
tage of the properties of near-infrared (NIR) light, which is
more strongly reflected by dark surfaces than visible light.
Shadows are identified by observing NIR and visible light
images along with the ratio of their intensities in image
pixels. However, this approach has a limitation in that dif-
ferent surface materials alter the properties of NIR reflection.
Finlayson et al. [10] proposed an approach to estimation of an
illumination map based on normal and color-filtered images
of the same scene, in which shades are detected using a broad-
band color filter. Note that the shade detection approaches
introduced above mainly identify the shadows caused by
ambient or external illumination. Although applicable to the
detection of projector and camera shades, to date, they have
not been exploitedmuch for detection of projector and camera
shades in a structured light depth imaging setting. Instead,
the projector and camera shades are discriminated from the
stripe patterns projected on object surfaces simply based on
the intensity of stripe signals during the process of decoding
the camera-projector pixel correspondence. Otherwise, they
may employ a multi-camera system that minimizes the size
of projector shade regions, as tackled by Park et al. [12].
A major problem common to intensity-based shade detection
systems is the difficulty of discriminating a surface with low
light reflectance from the shade. This problem often causes
generation of many unwanted outliers in 3D reconstruction
as the stripe signals are scattered and inter-reflected into the
shades. To address this problem, Dung et al. [8] considered
the luminance variation of images captured when different
structured light patterns are projected with only limited suc-
cess for distinguishing between the projector shade and a low-
reflectance surface.

B. PROBLEM DEFINITION AND PROPOSED APPROACH
Accurate detection of projector and camera shades is crucial
for the quality of structured light depth imaging, as pattern
stripes erroneously detected from shades due to scattering
and inter-reflection cause outliers. Most of the conventional
codecs developed for structured light depth imaging rely on
the intensity of received pattern signals to determine the
presence of stripes on the surface while excluding those on
the shade. However, they perform well only when either the
surfaces under consideration have a high reflection coeffi-
cient or a long camera exposure time is employed. There
exists a trade-off between the number of 3D points that are
captured and the number of outliers included in the captured
3D points. This trade-off becomes especially problematic
when surfaces with low light reflectance are mixed with sur-
faces that are shaded by the projector and camera shades. For

FIGURE 3. The four layers of the HOC pattern along with the stripe width
of each layer and the hierarchical sub-division of each stripe.

instance, increase in the sensitivity of pattern stripe detection,
especially, for a low-reflectance surface causes an increase in
the number of outliers from the projector and camera shades.

To overcome this trade-off, we propose a new approach to
accurately detecting the projector and camera shades, espe-
cially, when the shades are mixed with surfaces with low
reflectance, for a structured light 3D camera system. To this
end, the proposed approach first identifies stripe boundaries
legitimate in terms of the projected pattern sequence. Based
on the list of legitimate boundaries identified, then, the gaps
in pixel and boundary addresses are analyzed to define the
respective projector and camera shades, possibly, in the pres-
ence of address juxtaposition. The proposed approach is capa-
ble of distinguishing the shade from object surfaces with low
reflectance.

II. SHADE DETECTION WITH THE BOUNDARY
INHERITANCE CODEC
In this paper, we adopt the boundary inheritance codec (BIC)
[17] for the detection of projector and camera shades. There-
fore, we briefly introduce BIC briefly in relation to the prob-
lem of projector and camera shade detection.

BIC generates a sequence of stripe patterns based on hier-
archically orthogonal pattern coding or the Hierarchically
Orthogonal Codec (HOC) [29]. HOC is configured with four
layers of orthogonal patterns of growing precision, as shown
in Fig. 3, where each HOC layer contains four patterns that
are orthogonal to each other. The four patterns of a layer
represent the four sub-codes of its upper layer. This results
in 16 pattern frames to be projected for the 256 stripes at the
fourth layer, with each stripe represented by a 16-bit code.

BIC roughly follows four steps: 1) Estimation of the stripe
pattern boundaries for each HOC layer; 2) Fine-tuning of the
estimated boundaries that are common among layers in such a
way as to make them consistent. This fine-tuning is called the
boundary inheritance process; 3) Hierarchical sub-division
of the region of pattern projection into a number of coded
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FIGURE 4. Illustration of camera and projector shades in relation to HOC
patterns. The surface regions from A to B and from C to D represent,
respectively, the camera and projector shades. The four stripe region
boundaries are denoted x0, x1, x2, x3 and x4. Notice that region
boundaries may be located within the camera shade and a stripe region
may appear discontinuous from the camera due to the projector shade.

sub-regions or stripes and validation of their boundaries by
the inheritance process; and 4) Outlier removal and applica-
tion of between-boundary interpolation processes to obtain a
high quality, anomaly-free depth estimation.

A. PROJECTOR AND CAMERA SHADES
As mentioned, it is difficult to differentiate the shades from
the object surface when the shades are mixed with a sur-
face with low light reflectance. Therefore, it is important to
precisely detect the projector and camera shades in order
to capture 3D data from the low-reflectance surface while
minimizing outliers.

Fig. 4 illustrates the projector and camera shades in relation
to the four stripe regions of HOC that are projected onto the
surface. The camera and projector shades are illustrated by
the surface regions from A to B and C to D, respectively,
while the four stripe region boundaries are denoted x0, x1,
x2, x3 and x4. As shown in the figure, the stripe region
boundaries may be located within the camera shade or a
stripe region may be discontinuous from the camera due to
the projector shade. More specifically, in the case of the
projector shade, shade C-D separates the stripe region, x3-x4,
into two segments, even though the boundaries of the stripe
pattern remain in sequence, such that any stripe boundaries
that appear to be within the shade become outliers, possibly
due to inter-reflections. In the case of the camera shade,
shade A-B makes the stripe pattern boundaries in the region
disappear from the camera image, such that the stripe images
captured by the camera experience an abrupt jump in their
addresses. The abrupt jump of stripe addresses may cause
difficulties in address decoding as serious outliers are created
by the unrecovered missing boundaries from the upper layers,
which mess up the addresses of lower layers. Therefore,
it is important for the quality of 3D imaging to identify

whether or not the address sequences around the projector
and camera shades are legitimate by precisely detecting the
boundaries of the projector and camera shades. To explore
how to accurately detect the boundaries of the camera and
projector shades, we present various cases that are considered
legitimate address sequences around the projector and camera
shades in real situations.

B. STRIPE SEQUENCES IN RELATION TO SHADES
1) CASE-1: NO SHADE
Case 1 represents an ideal case in which no camera or pro-
jector shade appears during imaging. This situation can
occur when the surface is continuous and smooth. As shown
in Fig. 5 (a), the sequence of addresses assigned to stripe
boundaries (address sequence) that appears in the camera
image is exactly same as the one that is projected,

with no address jump or juxtaposition and no pixel
jump or holes between neighboring addresses. A typical 4th
layer signal of the image pixels observed from a real mea-
surement for Case 1 is exemplified in Fig. 5(b), where the
black, red, green and blue signals represent a sequence of four
orthogonal stripes captured by the camera.

2) CASE-2: CONCAVE SHADE
Case 2 represents the projector and camera shades, marked
in green and red, respectively, due to surface concavities
that cause occlusions from the projector and camera views,
as illustrated in Fig. 5(c). In this case, the address sequence
in the camera image shows pixel jump (green) between neigh-
boring stripe addresses due to the projector shade and address
jump (red) due to the camera shade. A typical 4th layer signal
of image pixels in a real measurement situation is shown
in Fig. 5(d). The address jump due to the camera shade is
illustrated in Fig. 5(d) by the disruption of the original black-
red-green-blue sequence into the black-red-blue sequence
with the green missing, while the pixel jump due to the
projector shade is shown by the region with no clear stripe
pattern, with no jump in the sequence of stripe addresses.

3) CASE-3: ISLAND SHADE
Case 3 represents the projector and camera shades, marked,
respectively, in green and red in Fig. 5 (e), due to an obstacle
isolated above the surface, referred to here as an island.
In this case, the address sequence in the camera image shows
not only address and pixel jumps between the neighboring
addresses, as in Case 2, but also an address juxtaposition,
as shown by the 1-4-3-5 sequence in Fig. 5 (e). Typical 3rd
and 4th layer signals of image pixels in a real measurement
situation are shown in Fig. 5(f).

The address jump marked in red in Fig. 5(e) is indicated
in Fig. 5 (f) by the missing green and blue signals in the 3rd
layer sequence. On the other hand, the pixel jump marked
in green in Fig. 5 (e) is indicated in Fig. 5(f) by the undistin-
guishable pattern signal between the red and the green signals
of the 3rd layer sequence. Notice the discontinuous address

VOLUME 9, 2021 54725



S. Lee, M. Atif: Projector and Camera Shade Detection Based on Stripe Pattern Sequence

FIGURE 5. Different scenarios of projector and camera shades with the respective pixel and address jumps.

FIGURE 6. The flow diagram of the proposed approach to a structured
light 3D camera system based on detection of the projector and camera
shades.

jump due to the address juxtaposition between the green and
blue of the 4th layer sequence that takes place in the region
of the 3rd layer pixel jump.

III. PROPOSED METHOD
We address the problem of identifying the boundaries of the
projector and camera shades in structured light depth estima-
tion by detecting the address and pixel jumps in con- junction
with the concave and island cases described in Section II.
The proposed approach differs from conventional approaches
that rely mainly on signal strength to detect the boundaries
of shades, without taking the address and pixel jumps into

consideration. The overall process of the proposed shade
detection algorithm is schematically illustrated in Fig. 6.
The algorithm comprises three major steps: 1) Signal pre-
processing for normalization and smoothing, 2) Accurate
boundary estimation and correction and 3) Detection of pixel
and address jumps along with address decoding. Signal nor-
malization and smoothing aims at representing the captured
stripe pattern signals independently of the ambient light,
the strength of surface reflection and the variation in stripe
widths. Accurate boundary estimation and correction aims at
accurately detecting stripe pattern boundaries based on the
intersection of normalized neighboring stripes and the correc-
tion of the layer-wise overlapping boundaries for consistency.
The algorithm is implemented based on six camera frames:
four frames required to define the fourth layer of the HOC
patterns and two additional frames that capture an ambient
image (L) and an all-white image (H).

A. SIGNAL NORMALIZATION AND SMOOTHING

fw(x)− fa(x) = [(H− L)⊗ gp(x, σP))∗R(X)]⊗
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× gc(x, σc)Wa(x)

fs(x)− fa = [((s(x)− L)⊗ gp(x, σP))∗R(X)]⊗

× gc(x, σc)Wb(x) (1)

The signal normalization and smoothing process trans-
forms the captured stripe pattern signal into a canonical repre-
sentation independent of the ambient light, the strength of sur-
face reflection and the variation in stripe widths. The process
of transforming the captured stripe pattern into the canonical
representation is described in detail in the following.

Let s(x) be a virtual stripe signal with a boundary at x as
an ideal step function:

s(x) =

{
H x ≥ 0
L x < 0

(2)

In practice, s(x) is subject to corruption and deformation
along the entire optical path [30], as follows:
• The ideal signal, s(x), will be blurred along the optical
path of the projector lens system.

• The ideal signal will be attenuated by the reflection,
R(x), from the object surface.

• The signal reflected by the surface will be contaminated
by the ambient light, A(x).

• The signal will be blurred due to optical passage through
the camera lens system to the imaging sensors.

• The signal captured by the imaging sensors will be
contaminated by the measurement noise, W(x).

Taking all the above factors that deform and corrupt s(x)
into consideration, the captured signal of the pattern received
at the camera sensor for surface x, fs(x), can be modeled by:

fs(x) =
((

(s(x))⊗ gp(x, σp)
)
R(x) + A(x)

)
⊗

× (gc(x, σc))+W (x) (3)

Here, we represent the attenuation upon reflection at the
local surface corresponding to x by the reflectance index
R (x) . The projector and camera blurring kernels are repre-
sented as gp

(
x, σp

)
and gc (x, σc), respectively, where

gj
(
x, σj

)
=

1

σj
√
2π

e

(
x2

2σ2j

)
(4)

with ‘j’ representing either ‘p’ or ‘c’ and ⊗ representing the
convolution process.

One thing to note is that the stripe width becomes narrower
as the layer moves down in the pattern hierarchy, causing
a decrease in pixel intensity. As such, the stripe boundaries
may not be detected once the stripe width is reduced beyond
a certain level. This is illustrated in Fig. 7, where the signal
intensities decrease as the signals move from layer k to layer
k+ 1 (k= 1,2,3) due to the reduction in the stripe width. For
instance, at pixel 305, the intensities of the signals in layers 1,
2, 3 and 4 are 120, 110, 100 and 65, respectively, as the width

FIGURE 7. Pixel intensity of a selected row of the 4 layers of the HOC
patterns.

of the stripes is gradually reduced to a quarter of the original
width. To consider the reduction in light intensity due to the
decrease in stripe width, or the effect of stripe width on the
strength of the captured signal, fs (x), we introduce the stripe
width factor α. The final captured signal at the camera sensor
for surface x, f ′s (x), becomes

f ′s (x) ≈ (1− α) ∗ fs (x) (5)

We propose that the stripe width factor, α, for the ith layer,
Li, can be determined by the following formula:

α =
Slope L i
Slope L1

(6)

where

Slope =
Signal Intensity
Shutter Time

(7)

We validate Eqs. (5) and (7) extensively based on exper-
iments with a variety of ambient conditions, reflection
strengths and shutter speeds.

Now, let us consider how to recover, s (x), so as to find
the ideal boundary at x from the captured signal, f ′s (x). Note
that the recovered s (x) is supposed to be independent of the
blurring along the optical path, the ambient light, the strength
in surface reflection and the variation in stripe widths. To this
end, we first capture the all-bright signal, fw (x) with s(x) =
H, and the ambient signal, fa (x) with s(x) = L, as follows:

fw (x) =
(
(H ⊗ gp

(
x, σp

)
) ∗ R (x)+ A (x)

)
⊗

× gc (x, σc)+W1(x)) (8)

fa (x) =
(
(L ⊗ gp

(
x, σp

)
) ∗ R (x)+ A (x)

)
⊗

× gc (x, σc)+W2(x)) (9)

where α is set to 0 for the all-bright and ambient frames.
Then, based on fw (x) − fa (x) and fs (x) − fa (x) from

Eqs. (2), (8) and (9), we can derive s (x) with the boundary
represented as a step jump at x :

s (x)− L =
Deconvolution

(
(fs (x)− fa (x)) , (σ p + σc)

)
Deconvolution

(
(fw (x)− fa (x)) , (σ p + σc)

)
× (H − L)+Ws(x) (10)
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Note that L can be set to 0 without loss of generality and
‘‘deconvolution’’ can be computed based on the Richardson-
Lucy [31], [32] deconvolution operator. In Eq. (9), fs (x) can
be replaced by the captured signal, f ′s (x) , that takes the stripe
width factor into consideration based on Eq. (5).

In practice, the deconvolution operation tends to amplify
the noise effect and, thus, is best avoided, if possible. There-
fore, to detect the boundary at x accurately but without resort-
ing to the deconvolution operation, we localize the boundary
at the intersection of a pair of inversely shaped stripes with
a shared boundary at x.More specifically, instead of using a
single jump-up stripe, s (x), we use the intersection of two
consecutive stripes, one jump-up with s (x) and the other
jump-down with −s (x). In this case, the blurring along the
optical path is expected to occur equally to the two stripe
signals around x such that the intersection can accurately rep-
resent the location of x given appropriate compensation for
the effects of ambient light, the strength of surface reflection
and the variation in stripe width. The process of compen-
sating the captured signal, f ′s (x), for the effects of ambient
light, the strength of surface reflection and the variation in
stripe width is referred to here as signal normalization. The
normalized signal, f s (x), can be obtained from Eqs. (5) and
(9) without the deconvolution operation, as follows:

f s (x) =
f ′s (x) / (1− α)− fa (x)

fw (x)− fa (x)
H +Ws(x) (11)

where L is set to 0. Note that fw (x) − fa (x) and (1− α)
are used to compensate for the reflection and the stripe
width variations, respectively. Fig. 8 illustrates the transfor-
mation of a captured signal into a normalized signal based on
Eq. (11).

The normalized signal still contains the measurement
noise, Ws(x) of Eq. (11), in the imaging pixels. The effect
of measurement noise on the captured signal is illustrated by
the non-smooth curves in Fig. 10(a). To smooth out the mea-
surement noise, we apply a Gaussian filter to the normalized
signal as the final step in signal preprocessing. Fig. 10 (b)
illustrates the Gaussian smoothed signal of the normalized
signal shown in Fig 10(a).

The normalization and smoothing process improves the
signal conditions for accurate boundary localization based
on the intersection of two consecutive stripe signals that
share the boundary, as shown in Figs. 10 (b) and 9(b), where
Fig. 9 emphasizes the effect of compensating for the stripe
width factor α.
The overall effect of the normalization and smoothing

process can be demonstrated by the real-world experimental
result depicted in Fig. 11. The boundaries of the pattern
projected on a dark surface have more contrast after nor-
malization and smoothing, compared to the original captured
image.

B. BOUNDARY DETECTION AND LOCALIZATION
Boundary detection identifies valid stripe boundaries in the
presence of projector and camera shades. Boundary localiza-

FIGURE 8. Pixel intensity of a selected row of captured camera frame
before and after signal normalization.

FIGURE 9. Normalized signal of a selected row with and without the
layer-wise intensity compensation factor, alpha. (a) Without alpha,
the normalized signal intensity differs among layers with the weak 4th
layer signal (b) With alpha, the difference in normalized signal intensity is
reduced, which helps in detecting the stripe boundaries.

tion determines the position of detected valid boundaries in
subpixel precision by interpolation while making layer-wise
common boundaries consistent when applicable. In Fig. 12,
four stripes, P1 (black), P2 (red), P3 (green) and P4 (blue),
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FIGURE 10. Stripe signals of a selected row of the HOC fourth layer
before and after applying Gaussian smoothing to normalized signals.

FIGURE 11. Stripe pattern signals of the fourth layer of HOC before and
after signal normalization and smoothing. (a) Before normalization and
smoothing (b) After normalization and smoothing. Notice that the stripe
patterns on a dark surface have more contrast after normalization and
smoothing.

FIGURE 12. Stripe boundaries of HOC patterns from four S-SI pairs,
P1-P2, P2-P3, P3-P4 and P4-P1.

are illustrated according to their projection sequence. The
stripe boundaries are shown at the intersection or crossing of
the falling and rising edges of a pair of consecutive pattern
stripes, referred to here as a Signal-Signal Inverse (S-SI)
pair. Following the sequence of pattern projection, we define
four S-SI pairs, P1- P2, P2-P3, P3-P4 and P4-P1, and the
corresponding boundaries, as shown in Fig. 12.

Boundary detection intends to distinguish legitimate
boundaries from false boundaries that may appear in the
shade due to scattering and inter-reflection [30]. We propose
that the legitimacy of a boundary be checked by the correct-
ness in S-SI pairing and its edge formation by which the

FIGURE 13. False boundaries that are appeared in a shade due to
inter-reflection are contrasted with true boundaries that satisfy clear
boundary criteria.

boundary is derived and the consistency among layer-wise
common boundaries and in address sequencing. We refer
boundaries that satisfy the above first and second criteria as
‘‘clear and consistent’’ boundaries, respectively.

1) CLEAR BOUNDARIES
A clear boundary is defined as an intersection of the falling
and rising edges of S-SI pairs, P1- P2, P2 - P3, P3 - P4 and
P4 - P1. S-SI pairs are represented by the normalized and
smoothed stripe signals described in Section III. In addi-
tion, to be qualified as a clear boundary, an intersection
should have a support region around it within which the
S-SI pair continues maintaining its falling and rising edge
status. Detecting clear boundaries based on legitimacy in S-
SI pairs represents an important first step for discriminating
a shade from a surface with low reflectance. For instance,
Fig. 13 illustrates the case where false boundaries, marked
in red, are present in a shade due to inter-reflection. The
true boundary marked in green is a clear boundary as it
meets the legitimacy in S-SI pairing (P1-P2) with a definite
support region around it. On the other hand, the false bound-
aries marked in red violate the clear boundary criteria with
an incorrect S-SI pairing (P2-P1) or an insufficient support
region. Note that the false boundaries may not be assigned a
legitimate address in terms of valid address sequencing due
to address duplication.

Algorithm 1 presents a detailed process for detecting clear
and consistent boundaries. For detecting a clear boundary,
first, an intersection formed by a legitimate S-SI pair is iden-
tified, starting from the first to the last pixel of each row. Once
such an intersection is found, we check if the intersection
is supported by a support region with a sufficient length of
the falling and rising edges. Specifically, we check if the
intensity of S or SI is greater than the rest stripe signals on the
left or right side of the intersection within the support region.
The size of a support region may depend upon the camera
pixel resolution and the layer in which clear boundaries are
searched for. The higher the resolution or the layer, the larger
the size. Intersections that satisfy the above S-SI pairing and
support region criteria are declared as clear boundaries.
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FIGURE 14. Illustration of layer-wise common stripe boundaries in the
HOC patterns. Such layer-wise common boundaries should be maintained
as consistent in terms of their locations.

2) LAYER-WISE CONSISTENCY
A clear boundary is subject to further validation for consis-
tency among layer-wise common boundaries and in address
sequencing. Note that, due to a hierarchical structure of stripe
patterns in the HOC, a boundary located at the intersection
of P4-P1 (Blue-Black) in a layer shares common boundaries
with its upper layers, as shown in Fig. 14.

For a clear boundary to be consistent, first, its layer-wise
common boundaries should be all clear, in case the clear
boundary has common boundaries in its upper layers. In addi-
tion, a legitimate address can be assigned to a clear boundary
based on layer-wise stripe codes at the boundary location,
where the assigned address represents no anomaly in address
sequencing such as address duplication.

Refer to Algorithm 1 for more details of identifying clear
and consistent boundaries. Algorithm 1 outputs a set of clear
and consistent boundaries that are detected and localized
with their valid addresses assigned based on layer-wise stripe
codes. A clear and consistent boundary supported by the
layer-wise common boundaries that are clear and the valid
boundary address assigned helps enhance the reliability in
boundary detection and localization. For instance, validating
layer-wise consistency can compensate for the clear boundary
criteria in identifying illegitimate boundaries in a shade by
picking up those inter-reflected boundaries in a shade that the
clear boundary criteria somehow fail to detect. The set of clear
and consistent boundaries obtained by Algorithm 1 serves as
the basis for the detection of projector and camera shades,
as explained in the following subsections.

C. DETECTION OF PROJECTOR SHADES
A projector shade represents those regions that the projected
stripe patterns cannot reach but that a camera can view them.
As described in Section II.B, a projector shade incurs a
jump in the pixel gap between the neighboring boundaries.
As an example, Fig. 15 illustrates the 4th layer stripe signals
when a projector shade partially overlaps with a surface with
low reflectance or a black surface. The pixel region from

Algorithm 1 Detection of Clear and Consistent Boundaries
for HOC Based Structured Light Imaging
Input:

1) Image pixel coordinate (u, v), u=1,. . . ,h, v=1, . . . , w.
2) HOC layer number L, L = 1, 2, 3, 4.
3) Normalized stripe signals, LS or LSI, in the layer L,

where LS or LSI ε (P1, P2, P3, P4) with the projection
sequence of P1, P2, P3, P4.

4) Correct stripe signal pairs, S-SI, by which boundaries
are defined: (S, SI) ε (P1, P2), (P2, P3), (P3, P4), (P4,
P1).

5) The size of a supporting region, q.
Output:

1) A set of the 4th layer clear and consistent boundaries,
{Ck}, k = 1, . . . , nc, where {Ck} = {(u, v’)k, (S, SI)k,
Ak} with v’ and Ak represent, respectively, the pixel
position and boundary address of the kth boundary. The
pixel position, v’, is in subpixel precision andAk is with
the 4 layer stripe codes: Ak = (1S, 2S, 3S, 4S)k.

Method:
Step 1. (Initialization) u = 1, v = 1 and k = 1
Step 2.At v, obtain S(u,v) and SI(u,v) from the normal-
ized signal strengths of the 4th layer signal.
Step 3. (Clear boundary) Check if S(u,v-1) ≥ SI(u,v-
1) and SI(u,v + 1) ≥ S(u,v + 1). If yes, then, in the
support region, check if S(u, v-i) and SI(u, v + i) are
greater than all the rest stripes for i = 1,2,. . . , q. If yes,
save (u, v) as a candidate of clear boundary and go to
Step 4. Otherwise, go to Step 8.
Step 4. (Sub-pixel precision) Refine (u,v) to (u,v’) in
sub-pixel precision by intersecting S and SI signals
in the support region, {S(u,v-i), . . . ,S(u,v + i)} and
{SI(u,v-i), . . . , SI(u, v + i)} for i = 0, 1,2,. . . , q. Go to
Step 5.
Step 5. For (u, v’) with (S, SI), if (S, SI) = (P4, P1),
go to Step 6. Otherwise, if (S, SI) 6= (P4, P1), go to
Step 7.
Step 6. (Consistency) Check if the layer-wise common
boundaries of (u, v’) are clear based on the process of
Step 3. If yes, make the pixel position of upper layer
common boundaries of (u, v’) same as (u, v’). go to
Step 7. Otherwise, go to Step 8.
Step 7. (Addressing) Define the address, A, of (u, v’)
by obtaining its upper layer stripe codes: 3S, 2S and 1S.
Check if A is free of anomalies such as an unsupportive
duplication or outlier. If yes, save (u, v’), (S, SI) and
A as the kth element in the set of clear and consistent
boundaries, {Ck}. Set k = k + 1 and go to Step 8.
Otherwise, go to Step 8.
Step 8. if v < w, set v = v + 1 and go to Step 2. If v =
w, go to Step 9.
Step 9. If u < h, set u = u + 1 and go to Step 1. If u
= h, output the set of clear and consistent boundaries
{Ck}.
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FIGURE 15. Illustration of the stripe pattern signals appeared on a
projector shade and on a surface with low reflectance. Notice that pattern
signals on the projector shade fail in satisfying the clear and consistent
boundary criteria unlike those on the low reflectance surface.

475-575 belongs to a black surface, while the region from
576-600 to a projector shade. As shown in Fig. 15, the stripe
signals that appear on the black surface generate clear and
consistent boundaries in a legitimate stripe pattern sequence.
However, in the projector shade, although a number of signal
crossings exist due to scattering and inter-reflection, they
do not meet the criteria for clear and consistent boundaries
described in Algorithm 1. In other words, a pixel jump takes
place. This represents an important feature for distinguishing
a surface with low reflectance from a projector shade by
exposing a pixel jump that crosses over the projector shade.

For the detection of a projector shade, we examine if there
occurs any pixel jump between a neighboring boundary pair
based on the set of clear and consistent boundaries generated
by Algorithm 1. A pixel jump is detected by identifying an
excessive pixel gap between a neighboring boundary pair in
comparison with the pixel gaps of adjacent boundary pairs.
As described in Section II. B, a pixel jump between a pair
of consecutive boundary addresses with no address jump
represents a projector shade. Note, however, that we need
to take into account an address juxtaposition that may occur
when a projector shade is associated with an island shade.
With such an address juxtaposition, a pixel jump between a
neighboring boundary pair with an address jump can also be
a projector shade. To deal with this issue, we reorder a set
of clear and consistent boundaries to follow the sequence in
boundary addresses, so as to find a consecutive address pair
with a pixel jump between the pair based on the reordered
set. Then, any boundary pairs the pixel gaps of which reside
inside the pixel jump from the reordered set represent an
address juxtaposition. Finally, a projector shade is identified
by removing the pixel gaps inside the pixel jumpwhile adjust-
ing the address gap to represent the corrected pixel jump.
Refer to Algorithm 2 for more details of how to identify
a projector shade with and without the presence of address
juxtaposition.

D. DETECTION OF CAMERA SHADES
A camera shade represents those regions that projected
stripe patterns can reach but a camera cannot view them.

Algorithm 2 Detection of Projector and Camera Shades for
the HOC Based Structured Light Imaging
Input:

1) A set of the 4th layer clear and consistent boundaries,
{Ck} = {(u, v’)k, (S, SI)k, Ak}, k = 1,.., nc, with the
address, Ak, Ak = (1S, 2S, 3S, 4S)k, where LS ε (P1,
P2, P3, P4) at layer L.

2) α: pixel jump threshold, β: address jump threshold
Output:
1) A set of camera pixel jumps representing projector

shades: {Pi} = {u, (v1’, v2’)i, (A1, A2)i}, i = 1, . . . ,
np.

2) A set of stripe address jumps representing camera
shades: {Qj} = {u, (v1’, v2’)j, (A1, A2)j, j = 1, . . . ,
nq
Note: A1 and A2 represent the boundary addresses for
v1’ and v2’, respectively.

Method:
Step 1. (Reordering of {Ck}) To deal with address
juxtaposition, obtain {C’j}, j= 1,. . . , nc, by reordering
{Ck} in the boundary address sequence, instead of the
pixel sequence. {C’j} is same as {Ck} in case of no
address juxtaposition.
Step 2. (Initialization) Set k = 1
Step 3. For a neighboring boundary pair, (Ck, Ck+1),
obtain its pixel and address gaps, (v’k, v’k+1) and (Ak,
Ak+1), respectively. Check if (v’k+1 - v’k) > α gmax
(v’k, v’k+1) for a pixel jump, where gmax represents
the max. pixel gap among m boundary pairs adjacent
to (Ck, Ck+1). If no pixel jump detected at (v’k, v’k+1),
go to Step 4. Otherwise, if a pixel jump detected, go to
Step 7.
Step 4. (Shade-free) If (Ak, Ak+1) is non-consecutive
with an address jump, go to Step 5. Otherwise, if (Ak,
Ak+1) is consecutive, put (Ck, Ck+1) in the set of shade
free pairs. Set k = k + 1 and go to Step 3, if k < nc.
Stop, if k = nc.
Step 5. (Camera shade) Find C’j and C’j+r in {C’j}
such that Aj = Ak and Aj+r = Ak+1. If C’j and C’j+r
are a neighboring boundary pair in {C’j}, i.e., r = 1,
put (Ak, Ak+1) and (v’k, v’k+1) in the set of camera
shades, {Qj}, for (A1, A2) and (v1’, v2’), respectively.
Set k= k+ 1 and go to Step 3, if k< nc. Stop, if k= nc.
Otherwise, if r> 1, i.e., there are boundaries addressed
in between C’j and C’j+r, go to Step 6.
Step 6. (Juxtaposition) Pick up the boundary addresses,
Ak <A’j+1.. A’j+r−1 <Ak+1, in between C’j and C’j+r
and find their corresponding pixel locations, vj+1’,. . . ,
vj+r−1’, in {Ck}. Verify that vj+1’,. . . , vj+r−1’ are out-
side of (v’k, v’k+1) as the result of juxtaposition. Put
(Ak, A’j+1) and (v’k, v’k+1), as well as (A’j+r−1, Ak+1)
and (v’k, v’k+1), in the set of camera shades, {Qj}, for
(A1, A2) and (v1’, v2’), respectively. Set k= k+ 1 and
go to Step 3, if k < nc. Stop, if k = nc.
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Algorithm 2 (Continued:) Detection of Projector and Cam-
era Shades for the HOC Based Structured Light Imaging

Step 7. (Projector shade) If (Ak, Ak+1) is non-
consecutive with an address jump, go to Step 8. Oth-
erwise, if (Ak, Ak+1) is consecutive, put (v’k, v’k+1)
and (Ak, Ak+1) in the set of projector shades, {Pi}, for
(v1’, v2’) and (A1, A2), respectively. Set k= k+ 1 and
go to Step 3, if k < nc. Stop, if k = nc.
Step 8. (Juxtaposition) Find C’j and C’j+r in {C’j} such
that Aj = Ak and Aj+r = Ak+1. Pick up the boundary
addresses, Ak < A’j+1.. A’j+r−1 < Ak+1, between C’j
and C’j+r. Verify that A’j+r−1 or A’j+1 is consecutive
to Ak or Ak+1 such that the addresses included in
(A’j+r−1, Ak+1) or (Ak, A’j+1) in {Ck} represent a
juxtaposition. Put (v’k, v’k+1) and (Ak, Ak+1) in the set
of projector shades, {Pi}, for (v1’, v2’) and (A1, A2),
respectively. Set k = k + 1 and go to Step 3, if k < nc.
Stop, if k = nc.

FIGURE 16. Illustration of a missing region due to a camera shade: no
clear and consistent boundaries are present in between the boundaries
of (P3-P4) and (P2-P3) with stripe pattern P1 (Black) is completely
disappeared.

As described in Section II.B, a camera shade causes a jump in
the boundary address. Note, however, that a camera shade is
not exposed explicitly in the camera image as no definite pixel
gap is incurred by a camera shade. For instance, Fig. 16 illus-
trates the case where the black stripe is disappeared from the
camera image, causing an address jump without a definite
pixel jump. Specifically, two stripe boundaries, one between
P4 and P1 and another between P1 and P2, are disqualified
as clear and consistent boundaries due to the appearance of an
incorrect stripe signal, P3, between the two clear boundaries,
P3-P4 and P2-P3. Recall that a clear and consistent boundary
should have a correct S-SI pairing with the intensities of their
falling and rising edges greater than the rest stripe signals
within a support region.

A camera shade can be detected by identifying an address
jump from the set of clear and consistent boundaries gen-
erated by Algorithm 1. We can declare a camera shade for
an address jump between a pair of neighboring boundaries
with no pixel jump. Note, however, that, same as the case of
a projector shade, we need to take into account an address
juxtaposition that may occur when a camera shade is involved
in an island shade. With an island shade, an address jump
between a neighboring boundary pair can partly be disturbed
by an address juxtaposition. In this case, we check the set

FIGURE 17. The configuration of a structured light 3D camera used for
experiments.

of clear and consistent boundaries to find the boundaries
the addresses of which reside inside the address jump under
consideration by a juxtaposition. A camera shade is then
defined by removing out those addresses present inside an
address jump due to a juxtaposition. For more details on
detecting a camera shade, refer toAlgorithm 2. Note that pixel
and address jumps other than the camera and projector shades
detected by Algorithm 2 are regarded as surfaces with failed
pattern recognition due to extremely low or specular surface
reflectance.

E. REMOVAL OF OUTLIERS IN 3D RECONSTRUCTION
The proposed approach to projector and camera shade detec-
tion differs from the conventional approaches in that not only
it presents a notion of clear and consistent boundaries in terms
of the legitimacy in stripe sequences as a means of effectively
distinguishing a shade from a surface with low reflectance.
But also, it deals with an island shade that produces an
address juxtaposition that complicates the detection of pro-
jector and camera shades. The proposed approach offers
capability of capturing a high quality of 3D point clouds
with much less outliers than conventional approaches. This
is because incorrectly picked up boundaries in the projector
and camera shades cause outliers in the reconstruction of a
3D point cloud. Note that 3D reconstruction is based on pairs
of the projector and camera pixel addresses corresponding
to the same boundaries. The proposed approach to camera
and projector shade detection effectively removes out false
boundaries caused by the shades mixed with a surface with
low reflectance, as shown in more detail in the following
experimental results.

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
The following equipment was used to test the proposed algo-
rithm.

• Embedded Camera: Point Grey Flea3 FireWire
• Commercial Projector: Optoma ML 750
• Camera Lens: 12 mm 1:1.3 TV Lens
• Baseline: 18 cm
• Projector Resolution: 1024× 768 pixels
• Camera Resolution: 640× 480 pixels
• Projected Patterns: HOC, GCI, BCI, GCI (LS/PS),
GC(LS/PS)

• Pattern Resolution: 1024× 768 pixels

Fig. 17 shows the structured light 3D camera system
developed to evaluate the proposed algorithm. Patterns are
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FIGURE 18. 4 stripe signals, P1, P2, P3, and P4, captured in sequence for
the 4th layer HOC patterns before normalization.

FIGURE 19. 4 stripe signals, P1, P2, P3, and P4, captured in sequence for
the 4th layer HOC patterns after normalization.

FIGURE 20. Images of four S-SI pairing to detect clear boundaries.

projected through the computer, and the camera is connected
to the same computer to receive the captured frames for 3D
reconstruction.

B. PROJECTOR SHADE DETECTION
The output of each step of projector shade detection
is presented here to enable visualization of the results.
Fig. 18 shows the fourth layer images captured by individ-
ually projecting P1, P2, P3, and P4 stripes, onto an industrial
object with a dark surface.

After signal normalization, the captured images of
Fig. 18 are transformed into the normalized images shown
in Fig. 19. Notice that, in the normalized images, the stripe
patterns on the dark surface become much clearer than those
in the non-normalized images. This verifies that the proposed
signal normalization process improves the signal conditions
for boundary detection.

Fig. 20 illustrates the four S-SI pairings, P1-P2, P2-P3, P3-
P4 and P4-P1, used to detect the clear boundaries.
The projector shade maps are then obtained from the indi-

vidual S-SI pairings based on the detected clear boundaries
after checking the legitimacy of the stripe boundary sequence
with a possible pixel jump. By combining the shade maps
from the four S-SI pairings, we obtain the final projector
shade map, as illustrated in Fig. 21 (b). Fig. 21 (a) represents
the ground truth projector shade map obtained by manually
annotating the ground truth projector shade. Fig. 21 (a) and
(b) provide a qualitative assessment of the performance of the
proposed projector shade detection process and the ground
truth shade for comparison. The details of the quantitative
evaluation of the proposed method in comparison with the
conventionalmethod are given in Section IV. F. Fig. 21 (c) and
(d) show a comparison of the two 3D point cloud outputs that
are generated without and with, respectively, the proposed
projector shade detection process for outlier removal. The

FIGURE 21. A projector shade map obtained by the proposed shade
detection in comparison with the ground truth: (a) Ground truth shade
map (b) Derived projector shade map (c) 3D point cloud by without
proposed shade detection (d) 3D point cloud with the proposed shade
detection Notice that, in (c), a significant number of outliers are
generated due to inter-reflected stripe boundaries in the shade.

comparison demonstrates that the proposed projector shade
detection process significantly reduces the number of outliers
in 3D reconstruction.

C. INTER-REFLECTION IN PROJECTOR SHADE
The outliers in Fig. 21 (c) are due to the appearance of clear
stripe boundaries in the projector shade. These stripe bound-
aries are caused by inter-reflection, as illustrated in Fig. 22.
Note that the inter-reflected boundaries can be sequenced
either in the forward order or in the reverse order; inter-
reflected boundaries that are sequenced in the forward order
generate clear boundaries in the projector shade. However,
the proposed projector shade detection algorithm is capable
of identifying and removing the inter-reflected boundaries,
regardless of their order in the stripe sequence by checking
their legitimacy in terms of the S-SI pairing and the stripe
boundary sequence.

Experiments were conducted to test the performance of the
proposed projector shade detection method for identifying
and removing the inter-reflected boundaries, as illustrated
in Fig. 22. The performance of outlier removal in 3D point
cloud reconstruction is evaluated with and without the use
of the proposed shade detection method for comparison. The
comparison is carried out for the case of a forward sequence
as shown in Fig. 22 (b) and (c) as well as for the case of
a reverse sequence as shown in Fig. 22 (e) and (f). The
findings clearly demonstrate the power of the proposed shade
detection method for identifying and removing outliers. For
more in-depth investigation of inter-reflections in structured
light depth imaging, refer to [33].

D. CAMERA SHADE DETECTION
The number of outliers present in the reconstructed 3D point
cloud is influenced by the incorporation of not only the
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FIGURE 22. Boundaries appeared in the shades due to inter-reflection
can be identified and corrected by the proposed shade detection.
(a) Appearance of a forward sequence of the inter-reflected stripe
boundaries: ordered same as the projected patterns. (b) and (c) 3D point
clouds obtained, respectively, without and with the proposed shade
detection: much of the outliers seen clearly in (b) are removed
significantly in (c). (d) Appearance of a reverse sequence of the
inter-reflected stripe boundaries: reverse-ordered as the projected
patterns. (e) and (f) 3D point clouds, respectively, without and with the
proposed shade detection: much of the outliers seen clearly in (d) are
removed significantly in (e).

FIGURE 23. 3D point clouds of a scene with colored toys and texture-less
objects, captured by different decoding schemes, are shown by their front
and side views. Notice the superior performance of the proposed
decoding with shade detection for outlier removal.

projector shade but also the camera shade into the decod-
ing of the projector-camera pixel correspondence. As stated,
a camera shade causes a jump in the stripe addresses in the
camera image. Correct identification of the location and range
of the address jump is essential for avoiding decoding errors
in order to reduce the number of outliers in 3D point cloud
reconstruction. The proposed camera shade detection method
ensures accurate identification of an address jump in terms of
its location and range. This is done by checking the presence
of an address jump in individual layers from the first to the
last layer in such a way as to correctly gauge the range of
the jump. Note that the discontinuity in the sequence of clear
boundaries in the fourth layer alone cannot determine the
range of the address jump, as the same P1-P2-P3-P4 sequence
is repeated periodically in space.

To illustrate the significance of incorporating the cam-
era shade into the decoding process to reduce the number
of outliers in the point cloud reconstruction, we compare
the performance of the proposed coding-decoding(codec),
which incorporates the detection of camera shades, with that
of conventional codecs in terms of the number of outliers
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FIGURE 24. 3D point clouds of a scene with industrial parts and
un-textured objects, captured by the proposed decoding with shade
detection, are shown by their front and side views for quantitative
evaluation.

generated. The conventional codecs included here are Binary
Code Inverse (BCI), Gray Code Inverse (GCI), Gray Code
Inverse with Line and phase shift (GCI + LS/PS) and Gray
Code with Line and Phase shift (GC +L S/PS) [34], [35],
[36], [37]. To enable a fair comparison, the 3D point cloud of a
scene is obtained by projecting the patterns and decoding the
projector-camera pixel correspondence based on individual
codecs while maintaining the values of the other parameters,
including illumination, camera shutter time and distance from

FIGURE 25. Projector shade maps of various objects generated for the
comparative performance analysis among different methods of shade
detection.

the scene to the camera. Fig. 23 shows the result, which indi-
cates a dramatic reduction in the number of outliers with use
of the proposed codec incorporating camera shade detection.

For the quantitative comparison, we compute the percent-
age of outliers among different codecs for the industrial
objects shown in Fig. 24. The percentage is computed as the
ratio between the number of outliers and the total number
of 3D points obtained.

To this end, the outliers in the resulting 3D point clouds are
carefully identified and counted one by one. The results are
shown in Table 1, where the proposed codec incorporating
the detection of camera shades outperforms the conventional
codecs in terms of the percentage of outliers.

E. PERFORMANCE ANALYSIS ON SHADE DETECTION
Here, in order to more precisely assess the performance of the
proposed projector shade detection method, we investigate
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TABLE 1. The performance of the proposed decoding with shade
detection in terms of outlier removal in comparison with conventional
decoding approaches (The number inside represents the percentage of
outliers).

TABLE 2. True positive (TP): In-Shade rate of shade pixels.

the effect of the camera exposure time and the reflection
coefficient of the object surface on projector shade detection.
To this end, we experiment with the camera exposure time
of 8, 11, 14 and 20msec. under the same object as well as with
10 industrial objects with different reflectance coefficients
under the same camera exposure time. Then, we compare
the proposed projector shade detection method with several
state-of-the-art approaches [14], [17], [8] for the various cases
of camera exposure time and surface reflectance.

The result is illustrated in Fig. 25. Qualitatively, we can
see that the proposed projector shade detection method pro-
vides high detection accuracy by precisely discriminating the
surface with low reflectance from the projector shade, while
the others [8], [17] show poor performance. Note that the
proposed projector shade detection method performs better
even when no object surface with low reflectance is present.
Furthermore, the proposed detection method is able to detect
a smaller shade which others fail to detect and performs well
independently of the camera exposure time.

To back up the above qualitative analysis, we carry out a
quantitative performance assessment based on the following,
statistically well-founded, performance metrics: precision,
accuracy, sensitivity(recall), specificity and F-measure, as:

Precision =
TP

TP+ FP
(12)

TABLE 3. True negative (TN): Not-In-Shade rate of signal pixels.

TABLE 4. Performance comparison in various Statistical metrics.

TABLE 5. Total number of 3D points generated by state-of-the-art
decoding approaches with shade detection.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(13)

Sensitivity =
TP

TP+ FN
(14)

Specificity =
TN

TN + FP
(15)

F−Measure =
2 ∗ TP

2 ∗ TP+ FP+ FN
(16)

where TP and FN represent, respectively, the true positive
and the true negative pixels associated with shade detection.
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FIGURE 26. Illustration of 3D point clouds generated by state-of-the-art
decoding approaches with shade detection for performance comparison.
The proposed shade detection outperforms in terms not only of the
smallest number of outliers but also of the largest total 3D points
captured as shown in Table 5.

To this end, we count on the depth map, the total number
of 3D points and carefully compute the percentage of pixels in
the shade that are correctly detected as in-shade Pixels (TP)
as well as the percentage of pixels not in the shade that are
correctly detected as not-in-shade-pixels (TN). Tables II and
III show, respectively, the true positive and the true negative
detection rates for the experiment illustrated in Fig. 25. Based
on Tables II and III, we obtain the values of the performance
metrics defined by Eqs. (12) – (16), as shown in Table 4.

Table 4 quantitatively verifies that the proposed shade detec-
tion method is superior to state-of-the art approaches as it
shows improvements in precision, accuracy and F-measure
by, at least, 10.34, 7.92 and 5.58%, respectively.

Fig. 26 shows the 3D point clouds obtained by the decoding
process based on the proposed and state-of-the-art shade
detection approaches. It turns out that the decoding process
based on the proposed shade detection method generates 7%
more total 3D points than the state-of-the-art approaches,
as shown in Table 5.

V. CONCLUSION
This paper demonstrates that the quality of 3D point cloud
reconstruction based on structured light depth imaging can
significantly be enhanced by incorporating projector and
camera shade detection into the decoding of projector-camera
pixel correspondence. The key to success in shade detection
lies in correctly distinguishing the pixels in the shade from
those in a surface with low reflectance. The proposed shade
detection method exploits the legitimacy of stripe boundaries
in terms of the correct stripe sequence as well as the associa-
tion of the pixel and address jumps existing in neighboring
boundary pairs with the projector and camera shades even
under the presence of address juxtaposition. This allows the
proposed shade detection method to outperform conventional
methods in distinguishing the shade from the surface with
low reflectance. We qualitatively and quantitatively illustrate,
in extensive experiments using industrial objects, that the
proposed shade detection method is shown to significantly
decrease the number of outliers while increasing the number
of inliers, independently of the camera and projector expo-
sure time. All in all, the decoding process that incorporates
the proposed shade detection method improves the quality
of 3D point cloud reconstruction beyond that offered by
many conventional approaches to accurate shade detection,
removal of outliers and correct identification of inliers on the
surface with low reflectance. Note that the shade detection
approach presented here can be applicable to other forms of
binary patterns, such as GCI and BCI. In the future, we plan
to apply the proposed approach to other types of pattern
encodings while assessing its impact on modeling 3D objects
and environments based on extensive experiments.
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