
Received March 15, 2021, accepted March 29, 2021, date of publication April 1, 2021, date of current version June 30, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3070391

MCMC Guided CNN Training and Segmentation
for Pancreas Extraction
MU TIAN 1, JINCHAN HE1, XIAXIA YU1, CHUDONG CAI4, AND YI GAO 1,2,3
1School of Biomedical Engineering, Health Science Center, Shenzhen University, Shenzhen 518060, China
2Pengcheng Laboratory, Shenzhen 518060, China
3Marshall Laboratory of Biomedical Engineering, Shenzhen 518060, China
4Department of General Surgery, Shantou Central Hospital, The Affiliated Shantou Hospital of Sun Yat-sen University, Shantou 515031, China

Corresponding author: Yi Gao (gaoyi@szu.edu.cn)

This work was supported in part by the Department of Education of Guangdong Province Funding under Grant 2017KZDXM072, in part
by the National Natural Science Foundation of China under Grant 61601302, in part by the Shenzhen Peacock Plan under Grant
KQTD2016053112051497, and in part by the Faculty Development Grant of Shenzhen University under Grant 2018009.

ABSTRACT Efficient organ segmentation is the precondition of various quantitative analysis. Segmenting
the pancreas from abdominal CT images is a challenging task because of its high anatomical variability
in shape, size and location. What’s more, the pancreas only occupies a small portion in abdomen, and the
organ border is very fuzzy. All these factors make the segmentation methods of other organs less suitable
for pancreas. In this work, we propose a Markov Chain Monte Carlo (MCMC) guided convolutional neural
network (CNN) approach, in order to handle such difficulties in morphological and photometric variabilities.
Specifically, the proposed method mainly consists of three steps: First, registration is carried out to mitigate
the body weight and location variability. Then, anMCMC scheme is designed to guide the adaptive selection
of 3D patches, which are fed to the CNN for training. At the same time, the pancreas distribution is also
learned for subsequent segmentation. Eventually, the same MCMC process guides the segmentation process
with patch-wise predictions fused using a Bayesian voting scheme. This method is evaluated on the NIH
pancreatic dataset including 82 abdominal contrast-enhanced CT volumes. We have achieved a competitive
result of 78.13% Dice Similarity Coefficient value and 82.65% Recall value in testing data.

INDEX TERMS Pancreas segmentation, image registration, MCMC, 3D convolutional neural network.

I. INTRODUCTION
For many applications of computer aided analysis, obtaining
accurate segmentation for organs is a critical prerequisite
step. In recent years, with the rapid development of deep
neural networks, automatic segmentation of many organs
and tissues have achieved good results, such as for cortical
and sub-cortical structures, lung, liver, heart, etc.. [1]–[6].
However, segmenting the pancreas accurately from CT
images remains a challenging task. Though there were many
advances since the pre-deep learning era, the accuracy of
pancreas segmentation is still relatively low comparing to
other organs [7]–[12]. Comparing to other organs, the shape,
size and position of the pancreas vary greatly in abdomen
among different patients. In CT images, the contrast between
the pancreas and its surrounding tissues is weaker. Also,
the pancreas is relatively soft and easy to be pushed by
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surrounding organs, leading to larger shape deformation. Last
but not least, the pancreas occupies only a small portion of
the entire CT image. Figure 1 shows the CT images with
the pancreas annotated from 4 sampled patients in the NIH
dataset. We can see that the pancreas has large variations
in size, shape and location among different patients; also it
occupies only a small part of the whole volume.

Formally, segmentation is a learning task where we need to
derive a mapping from an image to a binarymask. Comparing
to conventional machine learning approaches heavily relying
on the design of hand crafted features, deep neural networks
substantially improved the model capacity and generaliza-
tion ability with automatic learning of feature representa-
tions optimized for particular tasks. In the field of semantic
segmentation, deep learning plays the fundamental part for
almost all state-of-the-art advances [13]–[16]. However, com-
paring to natural images, there are fundamental challenges
in medical imaging field, especially for segmenting small
organs such as the pancreas. First, obtaining high quality
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FIGURE 1. An illustration of the challenges for pancreas segmentation from 4 selected patients from the NIH pancreatic dataset. Columns (a)
- (d) gives the axial (top row), coronal (middle row) and sagittal (bottom row) views of the 3D CT image, with the annotated pancreas
highlighted with green mask. Note that we select the 2D slices at consistent relative positions in the CT volume of each patient so they are
visually comparable. We can see that the pancreas has large variations in size, shape and location among these patients; also it occupies only
a small part of the whole volume.

annotated data is generally more time consuming, leading to
insufficient data for training deep networks. Second, the pan-
creas occupies only a small portion in the entire image, which
inherently causes a class imbalance problem and makes effi-
cient training more difficult. In addition, due to large shape
deformation and variations in size and location, it could be
tricky to learn robust feature representationswhich could gen-
eralize well to unseen cases. Moreover, due to GPU memory
limits, it is generally not realistic to directly use the whole
3D CT image as the network input. So it takes more efforts
to design the model that properly captures contextual features
of the target and background.

There are recent work trying to solve the above challenges
from different ways. The first type of efforts improved robust-
ness in feature learning though elegantly designed network
architectures, and thus helped to deal with shape deformation
and appearance variations. For example, U-Net [17], [18]
and its extensions [19]–[22] proved to be very successful in
simultaneously learning and fusing low and high level visual
representations. Multi-scale convolution [13], [23], [24] is
also a common technique in modeling both local details and
global context.

We also found several common techniques that could deal
with the data scarcity problem. For 3D image segmentation,
one popular approach was to slice the 3D image into 2D

slices, train the model and generate predicted masks in 2D,
and finally aggregate them back to 3D [10]–[12], [25]–[27].
In the case of learning on 2D slices, we don’t need to worry
about memory overheads, also the model is easier to train
with equivalently more training data. Yet it is not straight-
forward how to incorporate 3D information among slices.

Localization of the pancreas is another fundamental chal-
lenge due to size and position variations. When learning on
2D slices, multi-stage coarse-to-fine based approaches [9],
[26] perform localization on the coarse stage, and the fine
stage concentrates on the segmentation task. In contrast,
a single-stage approach could also be built with attention
modules [28] to automatically highlight the target region
during end-to-end training.

However, in 3D cases, both types of methods become
less flexible due to memory constraints. The work in [28]
directly perform 3D learning with spatial attention, but they
had to down-sample the input CT images first and use smaller
batches for training. It is also difficult to derive a consistent
bounding box based on prior knowledge due to large position
variations [29].

In 3D cases, we normally perform patch based training
and testing. Each patch is a 3D sub-volume with a proper
size that fits into GPU memory while covering sufficient
contextual information. A fundamental component here is
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how patches are generated. A simple approach is to sample
uniformly from the entire image domain. Obviously, this
could cause a severe class imbalance problem when seg-
menting small organs. In this case the background class will
dominate the training process which tends to generate a naive
model that maps everywhere to zero with misleadingly high
‘‘accuracy’’. Another way is to sample within a bounding
box from approximate localization. However, in addition to
the difficulty mentioned above [29], it is still unclear how
to guarantee the consistency of patch distributions between
training and testing stages.

In this work, we propose a unified Markov Chain Monte
Carlo (MCMC) guided CNN learning framework for efficient
and robust pancreas segmentation. The target localization is
estimated from a prior 3D spatial distribution and an MCMC
based scheme is employed to guide both training and test-
ing consistently. We use CNN based architectures here in
the segmentation module but any other types of network
could also be easily integrated. During testing, the identical
MCMC procedure is again used to guide the network to
generate patch-wise predictions, which will eventually be
fused to form the full segmentation mask. We will show that
in this framework the network could learn features of the
target and boarder regions sufficiently and won’t fall into
a trivial model space caused by highly imbalanced dataset.
Also, remote regions with similar appearances to the target
will not be falsely extracted during inference. We perform
extensive experiments on the NIH pancreatic dataset, as well
as theoretical discussions how MCMC guided learning helps
in variance reductions.

In summary, this work mainly have four-fold contributions
as follows:

1) We proposed a unified localization and segmentation
framework based on MCMC guided learning. Though
we used a 3D U-Net architecture as the segmentation
module, this framework can be generalized to using any
other networks.

2) We implemented a novel MCMC guided patch selec-
tion. It solved the common problem of memory limit,
class imbalance and data scarcity in 3D segmentation.
It also ensures the consistency of patch distributions
between training and testing stages.

3) The framework effectively learns contextual features
around the target while preventing false discovery on
irrelevant locations. It provided competitive accuracy,
efficiency and robustness in pancreas segmentation on
the NIH dataset.

4) In addition to extensive experiment, we also pro-
vided additional theoretical explanations about why the
framework can lead to effective variance reduction.

The remaining the manuscript is organized as follows.
Section II reviews related work, and section III describes our
proposed framework. We provide experiments with detailed
implementation and results in Section IV and finally discuss
conclusion and future directions in Section V.

II. RELATED WORKS
We already provided a description of overall context in
Section I; nowwe provide a more detailed review on pancreas
segmentation, along with two other related tasks sharing
similar challenges: small organ/target segmentation and brain
tumor segmentation. Note that our proposed MCMC guided
learning framework could be easily generalized to these two
tasks as well, regardless of specific network architectures,
as far as patch based training and testing is needed.

A. PANCREAS SEGMENTATION
In recent years, more attention has been paid to pancreas seg-
mentation andmany algorithms have been proposed. Amulti-
atlas frameworkwas proposed in [30]. In this work, the region
of the pancreas is firstly extracted by the relative position and
structure of the pancreas and liver. Then, using the vessel
structure around the pancreas, images from training dataset
are registered to the image to be segmented. Then the best
registration is chosen according to the vessel structure simi-
larity. This work reported a dice similarity coefficient (DSC)
of 78.5±14.0%.

To address the issue of low contrast, more advanced learn-
ing based approaches are used. Unlike the top-down approach
based on multi-atlas [30], researchers in [10], [27] proposed
a bottom-up strategy that decomposes all 2D slices of a
patient into boundary-preserving superpixels through over-
segmentation. Then, it extracts superpixel-level features and
built a cascaded random forest classifier to classify super-
pixels as pancreas and non-pancreas regions. Comparing
with [30], these methods have less data requirements, but the
results have a slightly lower DSC of 68.8±25.6% in [27] and
70.7±13.0% in [10].

Similar to [10], the methods proposed by [9], [11], [12]
combine random forest and deep CNN. In [9], authors pre-
sented a coarse-to-fine approach in which multi-level CNN
is employed on both image patches and regions. In this
approach, an initial set of superpixel regions are generated
from the input CT images by a coarse cascade process of
random forests based on [27]. Serving as regional candi-
dates, these superpixel regions possess high sensitivity but
low precision. Next, the trained CNN are used to classify
superpixel regions as pancreas and non-pancreas. 3D Gaus-
sian smoothing and 2D conditional random fields are used
for post-processing finally. Different from [9], researchers
in [11] proposed using random forest to classify superpixels
similar to [27] and [10]. But the superpixels and features are
generated via Holistically-Nested Networks, which extract
the pancreas’ interior and boundary mid-level cues. Before
this step, this model gets the region of interest (ROI) by
the method in [27]. Based on [11], authors in [12] made
further improvements where the ROI is estimated by a new
deep network. In [12], the algorithm learns mid-level cues
via Holistically-Nested Networks firstly. Then, it obtains the
ROI by a multi-view aggregated Holistically-Nested Net-
works and the largest connected component analysis. Finally,
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the random forest classification is used again to classify
superpixels.

There have also been some purely CNN based methods.
For example, a fixed-point model that shrinks the input
region by the predicted segmentation mask was proposed
in [7]. While the parameters of network remain unchanged,
the regions are optimized by an iterative process. In contrast
to [7], researchers in [8] took more efforts in architecture
optimization; it proposed an extension to the Richer Fea-
ture Convolutional Network which adopted multi-layer up-
sampling to capture multi-scale contextual information.

In contrast to building separate steps for localization, sev-
eral more recent deep learning based approaches tend to
integrate localization as a sub-module of unified optimiza-
tion frameworks. A lightweight DCNN based approach was
proposed in [31] for accurate segmentation with low com-
putational cost. Lightweight network blocks could greatly
reduce the number of parameters and mitigate over-fitting
problems. This approach integrated both localization and
segmentation sub-networks, where spatial priors and deep
feature maps were used together to guide segmentation pre-
dictions. Also, Attention U-Net was introduced in [28] where
the spatial attention module could automatically focus on
salient features related to target regions while suppressing
irrelevant locations. Recently, a deep reinforcement learning
based approach was also proposed [32] to drive dynamic pan-
creas localization with its contextual interaction mechanism.
It also effectively dealt with shape deformation by building a
deformable version of deep U-Net.

Comparing to the majority of existing work that built
their model either from 2D slices or on 3D volumes, a new
multi-stage coarse-to-fine framework proposed in [33] incor-
porated features learned by both 3D and 2D CNNs. This
method first generated a coarse segmentation through multi-
atlas, followed by a fusion of 3D and 2D CNNs to produce
a finer segmentation, and finally adopted 3D level set algo-
rithm for further refinement. This method combined location,
contextual, shape and edge features all together to achieve a
new state of the art result for pancreas segmentation.

Another type of recent efforts focused on solving data
scarcity and class imbalance issues through more generic
learning techniques such as weighted loss function and data
augmentation. For example, a weighted combination of DICE
and Binary Cross Entropy loss functions was explored in [29]
that improved overall learning capability and segmenta-
tion results. Multiple data augmentation strategies, including
mixup [34] and RICAP [35] were studied in [36], leading to
consistent improvement on pancreas segmentation for various
U-Net architectures.

B. SEGMENTING SMALL/Texture-LESS TARGETS
Since the small size and shape variations are major causes
for difficulties in pancreas segmentation, we also review
some important work for detecting and segmenting small and
texture-less targets in general.

First, the most relevant line of research is small organ seg-
mentation. A two-stage scheme for small organ segmentation
in whole-body MRI was proposed in [37]. Originated from
coarse-to-fine frameworks, this approach adopted weighting
and auto-context with spatial priors to solve class imbalance
problems for small organ localization. Similarly, recurrent
saliency transformation network [26] was also built upon
conventional coarse-to-fine frameworks. But it enabled joint
optimization and feature fusion over both coarse and fine
stages through its saliency transformation module and iter-
ative learning of spatial information. This approach showed
improvements for general small organ segmentation includ-
ing the pancreas. More recently, researchers in [38] proposed
FocusNetV2 that could simultaneously segment large and
small organs in head and neck CT images. This is also
a multi-stage framework including separate steps for seg-
menting large and small organs and a localization step for
small organs. Adversarial autoencoder is also firstly used
in this work as shape constraints to improve localization
and segmentation. Another framework, CentroidNetV2 [39]
offered an elegant solution for small object segmentation
and counting. Though the paper [39] did not study organ
segmentation tasks, it could potentially be helpful when
we need to extract multiple small organs from the same
image.

Second, there are also recent advances in small target
and texture-less segmentation in infrared and natural images.
Researchers in [40] proposed a novel optimization method
that formulates the infrared small target detection prob-
lem into sparse matrix reconstruction. They adopted over-
lapping edge information to enhance detection accuracy,
and used self-regularization to mine background infor-
mation. To address the issue of low contrast, small
size and texture-less nature, the authors in [41] pro-
posed a new deep neural network based approach, with
the novel asymmetric contextual modulation mechanism
that could effectively exchange high-level semantic and
low-level fine details for small and texture-less target
detection.

Though sharing common challenges, the context for our
work has important distinctions to small/texture-less target
segmentation. First, unlike infrared small target, the pan-
creas in CT images still carries important texture and shape
information, and thus conventional CNN encoding layers
are still important for feature extraction. Second, a popu-
lar assumption for the case of infrared small target [40],
[42], [43] is that the background is low rank in nature
which contains a large number of repeated elements, but
this is not true for CT images. For pancreas segmenta-
tion, anywhere located outside of the pancreatic region is
treated as ‘‘background’’, which could contain rich con-
textual information and large variations. Therefore, care-
fully designed training scheme is needed to make sure the
model learns sufficiently about the texture and shape infor-
mation of the target while not being overwhelmed by the
background.
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FIGURE 2. The MCMC guided learning framework. We first obtain a spatial prior through multi-atlas based registration step, then an MCMC
process is constructed to guide the patch based CNN training to adaptively focus more on the target regions. During testing, the same MCMC
scheme is used to guide segmentation with trained CNN, to generate patch-wise predictions which are then fused to provide the whole
image mask.

C. BRAIN TUMOR SEGMENTATION
Similar to the pancreas, brain tumors could also be located
anywhere in the brain with highly variable shape, size and
contrast [24]. But different from our work for CT images,
effective multi-modal learning is a core consideration due to
the nature of MRI data. Researches in [24] proposed a deep
neural network based framework, with comprehensive study
on optimized network architecture. They exploited both local
and global features simultaneously thorough a two-pathway
architecture and adopted a two-phase training scheme to deal
with class imbalance effectively. Another recent work [44]
instead focused on the optimizing cross-modality knowledge
transfer and feature fusion and reached a new state-of-the-art
for brain tumor segmentation in MRI images.

III. METHODOLOGY
In this section, we describe the proposedMCMCguidedCNN
learning framework for pancreas segmentation in greater
detail. We provide the overall context in Section III-A and
then discuss how our MCMC scheme guides both training
(Section III-B) and inference and explain theoretically why
this framework works in Section III-C

Figure 2 gives an overview of our entire framework.
We first obtain a prior spatial distribution that serves as
a reasonable initial estimation of the target location, then
an MCMC process could be constructed to guide the CNN
training to focus more on the key regions, as well as the

border area around the target. The same process again works
together with the trained CNN to segment new images
through patch-wise fusing. This iterative learning process
adaptively concentrates on regions with higher likelihood of
finding the target while effectively avoiding sampling from
irrelevant regions, which eventually leads to an accurate and
stable segmentation.

A. JOINT LEARNING OF APPEARANCE AND LOCATION
Denote the gray-scale 3D image to be segmented as
I : � → R where � ⊂ R3 is the domain where the
image is defined. The segmentation of I is seeking for an
indicator function J : � → {0, 1} whose 0 valued pixels
indicate the background and the 1s indicate the pancreas.
Such a characteristic function J can be viewed (up to a
constant multiple) as a special case of a probability density
function (pdf) p : � → [0, 1] where the value p(x) is a
likelihood that the pixel x being inside the target.

Specifically, we are given a set of training images
Ii : �→ R, i = 1, . . . ,M with their pancreas segmentation
masks as Ji : � → {0, 1}, i = 1, . . . ,M . Our task is to
learn a mapping F such that it gives an estimate of the mask
J given any image I : F(I ) = P̂[J |I ] = P̂[J (y) = 1|I ]|y∈� ≈
P[J |I ] = J . The training set provides us the spatial and
contextual information of the pancreas. As explained in Sec-
tions I and II, a joint learning of location and appearance
features is fundamental for segmentation and we use patch
based learning in this work.
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Formally, for an image I : �→ R to be segmented, for any
x ∈ �, we define its local neighborhood of radius h centered
around x as N (x) := {y ∈ � : ‖x − y‖∞ ≤ h}; we also
restrict I (·) on N (x) to define the ‘‘patch’’ centered at x as
Lx(·) : N (x) → R with Lx(y) := I (y)|N (x). To make the
following discussions more straightforward, we also define
a ‘‘conjugate neighborhood’’ for any y ∈ �: N̄ (y) :=
{x|y ∈ N (x)}, which is simply a set of all centers whose
neighborhood covers y.
Then, the joint distribution of (Lx, x) ultimately provides

the information to infer the segmentation map for I , as in
equation 1 below:

P[J (y)=1|I ]=
∫

x∈N̄ (y)

P[J (y)=1|y∈N (x)]P[y∈N (x)]dx

(1)

In the right hand side equation 1 and throughout all following
discussions, we omit the conditional termP[·|I ] in probability
notations for simplicity. The first term inside the integral part
of equation 1 depicts the segmentation map on the selected
patch on N (x) which could be estimated by a deep network
applied on Lx, as in equation 2 below:

P[J (y) = 1|y ∈ N (x)] ≈ P̂[J (y) = 1|Lx] (2)

The second term P[y ∈ N (x)] indicates the likelihood
of ‘‘selecting the neighborhood’’ N (x) covering y. If we
have some global spatial distribution p̃(x) determining the
likelihood of selecting neighborhood centering around x, then
simply

P[y ∈ N (x)] = p̃(x)|N̄ (y) :=
p̃(x)∫

N̄ (y) p̃(x)dx
(3)

Thus we now have an estimate for the segmentation mask
J based on equations 1, 2 and 3 expressed eventually as a
conditional expectation in equation 4:

P̂[J (y) = 1] =
∫
x∈N̄ (y)

P̂[J [y] = 1|Lx]p̃(x)|N̄ (y)dx

= EX∼p̃(x)|N̄ (y)
[P̂[J [y] = 1|LX ]] (4)

In equation 4, the conditional probability part P̂[J [y] = 1|LX ]
can be learned through our MCMC guided CNN framework
detailed in III-B and III-C. In addition, a prior estimated of
the distribution p̃, denoted as p0, can be derived from the
registration process as we will describe below.

It is realized that the training set has a large variance
on the shape and size of the pancreas. Though ideally all
such variations could be automatically captured through deep
neural networks, normalization registration still proved to be
helpful in reducing the variance and thus leaves less burden
on the training steps.

Indeed, before the emerging of the convolutional neural
networks, multi-atlas is a robust algorithm that addresses
the problem of medical image segmentation by (multiple)
registrations. It achieved very high segmentation accuracy,

especially for the brain structures [45]–[50]. Unfortunately,
comparing to brain segmentation, the performance on other
sites is much worse.

Such discrepancy is understandable since the shape, size,
and appearance in abdominal images carry much more vari-
ations than those in the brain image. Also, as a result,
non-linear registration performs worse on abdominal images.

Based on this rationale, in this study we only use affine reg-
istration among the images to mitigate the training variance,
leaving the rest to the machine learning framework.

We first randomly pick one training image Ii : i =
1, . . . ,M as the ‘‘anchor’’ image Ĩ , with its mask J̃ for
registration. Then for each i ∈ {1, . . . ,M}, we have the
registration computed in equation 5 below:

T ∗i = argminT :�→�D(Ĩ , Ii ◦ T ) (5)

where T : � → � is a family of affine transformations:
T (x) = Ax + b with A ∈ R3×3, b ∈ R3. D(Ii, Ij) denotes
a suitable dis-similarity functional between the two images
Ii and Ij. The optimal registration transformations T ∗i can be
computed through regular gradient or Newton based proce-
dures. As a result, Ĩ ≈ Ii ◦T ∗i =: Ĩi and J̃ ≈ Ji ◦T ∗i =: J̃i, ∀i.
Once registered to a common space, the collection of

J̃i represent the spatial distribution of the pancreas in
the training data and therefore we can compute the prior
p0 : �→ [0, 1] as:

p0(y) =
M∑
i=1

J̃i(y)

/∫
x

M∑
i=1

J̃i(x)dx (6)

In the following, we will describe in detail theMCMC guided
training and testing framework.

B. MCMC GUIDED TRAINING WITH 3D CNN
As explained in Section I, one important challenge for patch
based learning is how patches are selected from the entire
image domain. If taken uniformly, then a large portion of
the patches are likely to be just ‘‘background’’, with their
labels as all-zero masks. In practice, learning from such
empty masks does more harms than wasting time. Indeed,
it encourages the model to learn towards a trivial global
optimal solution that maps every input to zero, especially
when the area of the object takes a small portion of the entire
image domain. Many researchers introduced extra mecha-
nisms, such as using a bounding box to limit the volume
from where patches could be generated. However, how to
determine such a bounding box during testing again poses
new problems.

Therefore, on one hand, we want the training patches to
contain a certain amount of background patches to learn
negative appearances. On the other hand, we don’t want too
many of them to steer the learning towards the trivial global
optimal.

To address this challenge, we could use the prior distribu-
tion p0(x) defined in Eq 6 to guide patch generation during
training. Since the higher values in p0(x) indicate being more
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FIGURE 3. The architecture of 3D U-Net used in our work based on [17].

likely to be inside the pancreas, the image appearances in
those regions are generally more typical for pancreas. There-
fore, during training, more emphasis should be put on those
regions. Once we can draw a set of sample points S = {si ∈
�|si ∼ p0(x)} according to p0, then we can feed generated
patches {Lsi} CNN training.

The arbitrariness of p0 poses a new challenge since reg-
ular sampling schemes (such as for a Gaussian distribution)
could not be applied. Therefore, in this work we integrate the
Markov chain Monte Carlo (MCMC) algorithm with CNN
training.

MCMC is an class of algorithms that can iteratively gener-
ate samples to approximate some (usuallymulti-dimensional)
theoretical distribution [51]. First, we construct a markov
chain based on the theoretical distribution treated as the
stationary probability distribution; then we iteratively draw
samples from this markov chain and eventually we can get the
target samples when the markov chain approaches its station-
ary distribution. Specifically, the Metropolis-Hastings (MH)
algorithm [52] is used in this work to obtain random samples
from p0 which is hard to sample directly. The main steps
of MH guided patch generation are detailed in Algorithm 1.
Accordingly, given arbitrary image I and spatial distribu-
tion p, we set a candidate kernel q for the markov chain
along with n1 > 0 and n2 > 0 as the state transition
steps and sampling steps respectively in MCMC. Then we
initialize empty queues S and L to store generated seeds
and their corresponding patches from the algorithm. Then,
starting from an initial state x0, we proceed with the cus-
tomised MH iterations to sequentially enqueue the candidate
patches.

We apply Algorithm 1 consistently for each of the training
image Ij, j = 1, . . . ,M , and obtain set of patch seeds S j :=
{sji|i = 1, . . . , |S j|} along with the 3D patches around each of
the seeds sji as shown in equation 7 below:

L j
sji
:= Ij(x)|x∈N (sji)

, j ∈ {1, . . . ,M}, i ∈ {1, . . . , |S j|} (7)

These 3D patches are then set as the input for the 3D CNN to
learn.

Various convolutional neural network architectures have
been proposed in the recent years [17], [18], [53]–[56].
Among them, the U-Net is a CNN framework for segmenta-
tion [18] which have achieved substantial success particularly
for biomedical images. The success of U-Net is built upon
its encoder-decoder structure that captures both low-level and
high-level information in an efficient way.

In our work, we build our learning framework based on 3D
U-Net in [17], which demonstrated its advantage comparing
to 2D version, in capturing joint information from adjacent
slices and generating more coherent segmentation predic-
tions. The detailed architecture of our 3D U-Net is shown
in Figure 3
Moreover, it is worthmentioning that since the focus of this

work is to demonstrate the benefit of MCMC guided learning
framework, though several other variants were proposed in
recent years, our network architecture is based on the vanilla
U-Net design. As mentioned in Section I, it is certainly pos-
sible to synergize our framework with extended versions of
U-Net or other popular architectures for segmentation.
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Algorithm 1Metropolis-Hastings Guided Patch Generation
1: Input: I , p, q, n1, n2
2: Initialize: S = {},L = {}, initial state x0 ∈ �
3: for t = 0, 1, 2, . . . , n1 + n2 − 1 do
4: Generate a proposal state x∗ from q(x|xt )
5: Draw a random number u ∼ Uniform(0, 1)
6: Calculate the acceptance probability

α(xt , x∗)← min{
p(x∗)q(x∗|xt )
p(xt )q(xt |x∗)

, 1}

7: if u < α(xt , x∗) then
8: Set xt+1← x∗

9: if t > n1 − 1 then
10: S ← S ∪ {xt+1}
11: L← L ∪ {Lxt+1}
12: else
13: Continue
14: end if
15: else
16: xt+1 = xt
17: end if
18: end for
19: return S, L

Once we have a trained network, we will use the same
MCMC process to guide segmentation during inference,
as described in the next subsection.

C. MCMC GUIDED SEGMENTATION
Given a new image It to be segmented, it is first registered to
the same common space defined during training. In particular,
we retrieve Ĩ used in equation 5 from training stage and solve

T ∗t = argminT :�→�D(Ĩ , It ◦ T ) (8)

Likewise, in equation 8, T : � → � is a family of affine
transformations and T ∗t is the optimal transformation for It .
Then we have the registered image Ĩt := It ◦ T ∗t . Also, let
J̃t represent the transformed ‘‘ground-truth mask’’ Jt for It
which is unknown at the moment.: J̃t := Jt ◦ T ∗t .

Next, we apply the same MCMC scheme from algorithm 1
on the registered image Ĩt and then obtain a set of generated
patches St := {Lsti |i = 1, . . . , |S t |}. It is obvious that the
same spatial distribution p0 from III-B is again used here.
Therefore, according to equation 4, The estimation for the
global mask J̃t is then obtained as in equation 9 below:

P̂[J̃t (y) = 1] = EX∼p0(x)|N̄ (y)
[P̂[J̃t [y] = 1|LX ]] (9)

Now let NET denote the trained network fromSection III-B,
then we can have the ‘‘predicted mask’’ on an arbitrary patch
LX , expressed as the estimated conditional probability as:
P̂[J̃t (y) = 1|LX ] = NET(LX ). Therefore, we have equa-
tion 10 below which serves as the principle for patch-wise
prediction fusion, that aggregates model predictions on each

patch into the predicted mask on whole image.

P̂[J̃t (y) = 1] = EX∼p0(x)|N̄ (y)
[NET(LX )] (10)

It is obvious that due toMCMC the points in St are sampled
from p0, therefore inside any local domain N̄ (y), the samples
St (y) := {s ∈ St |s ∈ N̄ (y)} will follow the local distribution
p0(x)|N̄ (y). Now we have an estimate for the expectation term
in equation 10:

P̂[J̃t (y) = 1] ≈
1
|St (y)|

∑
s∈St (y)

P̂[J̃t (y) = 1|Ls]

=
1
|St (y)|

∑
s∈St (y)

NET(Ls) (11)

Note that equation 11 is generally true not just for the par-
ticular case in equation 10, but for any arbitrary distributions
for s.
We can therefore summarize the steps of MCMC guided

segmentation in algorithm 2 below. Accordingly, given It ,
a new image to be segmented, we retrieve the ‘‘anchor’’ image
Ĩ from training stage and search and perform transformation
from equation 8. After that, we apply algorithm 1 to generate
seeds St and patches Lt , and then apply the trained network
NET on each of the patches followed by aggregation accord-
ing to equation 11. Eventually, we obtain the whole image
prediction by inverting the registration transform.

Algorithm 2MCMC Guided Segmentation

1: Input: It , Ĩ , NET
2: Solve: T ∗t ← argminT :�→�D(Ĩ , It ◦ T )
3: Set: Ĩt ← It ◦ T ∗t
4: Execute: Algorithm 1 on Ĩt and obtain (St ,Lt )
5: Initialize: W (x) = 0 and K (x) = 0 ∀x ∈ �
6: for s in St do
7: for x in N (s) do
8: Set W (x)← W (x)+ NET(Lx)
9: Set K (x)← K (x)+ 1

10: end for
11: end for
12: Set W (x)← W (x)/K (x), ∀x ∈

⋃
s∈St

N (s)

13: return W ◦ [T ∗t ]
−1

We now provide further explanations about the rationale
behind MCMC guided learning and segmentation. First,
as mentioned before, higher values in the spatial prior roughly
correspond to locations near or inside target region. Since the
pancreas, in particular, has higher variations in appearance,
size and location comparing to other organs located in the
background region. We can naturally assume that the pixel
values inside or around the target region have larger variance.
Second, the learned model itself would be more sensitive
near the target region; extracting the interior and boundary
of the target is a much more difficult than predicting the
background.
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Let y ∈ � be an arbitrary point in the image domain and
X ∈ � be a random variable uniformly distributed inside the
local conjugate neighborhood of y ∈ �: X ∼ U(N̄ (y)), then
the above argument can be expressed as equation 12 below.

VARX∼U|N̄ (y)
[P̂[J̃t (y) = 1|LX ]] ∝ f (p(y)) (12)

where f : [0, 1]→ R+ is just some existing non-decreasing
functional to preserve ‘‘positive correlation’’ for simplicity;
and p is a spatial prior representing the likelihood to be inside
the target region.

In fact, since our patch size, and thus N̄ (y) is small com-
paring to the entire image domain, we can assume locally i.i.d
sampling and use uniform distribution U |N̄ (y) to approximate
p|N̄ (y), so the estimator in equation 11 has the variance:

VAR[P̂[J̃t (y) = 1]] ≈
VARX∼U|N̄ (y)

[P̂[J̃t (y) = 1|LX ]]

|S(y)|

∝
f (p(y))
|S(y)|

(13)

It is obvious from equation 13 that if p(y) is large, i.e. y is
located near the target region, then we need more sample
points around this point to generate an accurate and robust
prediction. On the other hand, in background regions where
p(y) is small, we don’t need that many samples and uni-
form sampling would cause a waste of resources. Therefore,
MCMC guided learning and segmentation provides effective
variance reduction while saving computational resources and
inference time.

IV. IMPLEMENTATION, EXPERIMENTS AND RESULTS
In this section, we provide detailed algorithm implementa-
tion, experiment settings and results.

A. IMPLEMENTATION
In this work, we use the DeedsBCV library [57] to perform
image registration. As discussed in III-A, we apply the affine
registration that takes about one minutes for one task. The
registered training mask images thus forms the spatial prior
p0 according to Eq 6.

The shape of pancreas varies greatly among different peo-
ple. So that the segmentation might not be sufficiently accu-
rate by using single moving image to register. In order to
improve the accuracy, we try to use multiple moving images
to register to the fixed image from the multi-atlas idea. The
obtained prior image p0 can then be threshold-ed to form a
binary image, as a rough segmentation of pancreas, with a
threshold d :

R(x) =

{
0, p0(x) < d/100
1, p0(x) ≥ d/100

(14)

The positive and negative regions should be identified by
the 3D U-Net. But pancreas is surrounded by many other
organs so that the peripancreatic morphology might be vari-
able, making the classification task more difficult. What’s
more, pancreas is small in abdomen, so true negatives are far

FIGURE 4. 3D patches drawn from the image.

more than the others, and the most of these true negatives
carry no information about the features of pancreas and its
border, so the input of networkmight not adequately represent
the morphological features of the pancreas. The proposed
MCMC guided learning (algorithm 1) directly addresses this
issue by focusing on the target region according to p0.

In the experiment, we found out that one additional
pre-processing step could further increase the algorithm effi-
ciency while covering the entire pancreatic region. Once d is
determined, we expand the pancreatic region in the image R
by k pixels to form a new image:

E = {x ∈ �|‖x− y‖∞ <= k,∀y s.t. R(y) = 1} (15)

The MCMC scheme is then applied on E ⊂ � which in
practice led to faster convergence and more effective learning
on the morphological and edge features of the pancreas. We
use the 3D U-Net architecture given in Figure 3 based on the
original design in [17]. The 3D patches extracted from the
image have a size of 16× 16× 16, depicted in Figure 4.
In the experiments, we evaluate the results by Precision,

Recall, dice similarity coefficient (DSC), and Jaccard simi-
larity coefficient. Let tp, fn, fp, and tn represent the number
of true positives, false negatives, false positives, and true neg-
atives, respectively. Some commonly used values are listed
below:

Precision is the proportion of positives correctly predicted
among all positives predicted in prediction image.

Precision =
tp

tp+ fp
(16)

Recall is the proportion of positives correctly predicted
among all positives in ground truth.

Recall =
tp

tp+ fn
(17)

Dice similarity coefficient(DSC) is a statistic used to measure
the similarity of prediction image and ground truth.

DSC =
2× tp

(tp+ fp)+ (tp+ fn)
(18)
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FIGURE 5. the average DSC changes with different values of d .

FIGURE 6. The average DSC changes with different values of f .

Jaccard similarity coefficient is a statistic used to measure the
similarity and diversity of prediction image and ground truth.

Jaccard =
tp

(tp+ fp)+ (tp+ fn)− tp
(19)

B. EXPERIMENTS CONFIGURATION
1) DATASET
To facilitate the comparison of results across different publi-
cations, we use the dataset provided by NIH [9], [58], [59].
The dataset contains 82 abdominal contrast enhanced 3D CT
images and has been manually labeled the segmentations of
pancreas as ground-truth slice-by-slice. Among them, 72 are
picked for training and the remaining 10 are used testing.

2) PARAMETER OPTIMIZATION
After registration, we get the prior distribution p0. In order to
get the binary image R, we set a threshold d to classify pixel
value as 0 and 1. To determine the value of d , an image is
randomly selected and its pixels are classified into 0 and 1 by
d ∈ [0, 72]. We set d’s value in {1, . . . , 50}, then compute
the average DSC of different values of d . The result is shown
in Figure 5. It is found that when the value of d is 24, the DSC
between R and ground truth is maximum, so we set threshold
d as 24.

FIGURE 7. ROC curves with varying values of d and f . Red curve is from
the prediction of multi-atlas step, blue curve is from the prediction of our
(MCMC-)U-Net method.).

FIGURE 8. ROC curves with semilog false positive rate with varying values
of d and f . Red curve is from the prediction of multi-atlas step, blue curve
is from the prediction of our (MCMC-)U-Net method.).

In the next step, we expand the pancreatic region in the
image R by k pixels. It is found that when k = 5, the can-
didate region contains most of the pancreatic region and the
non-pancreatic region is also in a suitable range. So we set
k = 5.
As for training the 3D U-Net, we set the patch size as

16 × 16 × 16, and set batch size as 100. In our experiment,
we use the binary cross entropy as loss function. During
segmentation, we search the threshold f in {1, . . . , 20} for the
best average DSC. The result is shown in Figure 6. As can be
seen, the average DSC of training data is the highest when
f = 10.

C. EXPERIMENTAL RESULTS
1) PANCREAS SEGMENTATION
In this work, we proposed a pancreas segmentation method
based on MCMC guided deep learning. This framework
effectively reduces the burden of network training, as well
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FIGURE 9. Displays predictions and their performances on three examples from test dataset. Ground truths are labeled as green curve.
Predictions (red curve) are generated from 1) the multi-atlas step, 2) the selected candidate region and 3) our learning framework. From top
to bottom, the first row displays the case where our framework gives the best performances; the second row shows the case with average
performance while the third row shows worst performances. From left to right, column 1 shows one slice of original CT image of each case,
column 2 shows the predictions from multi-atlas, column 3 shows the predictions from candidate region, and column 4 shows the
predictions from our learning framework.

TABLE 1. Performance of the multi-atlas step in testing images.

TABLE 2. Our model’s performance in training images.

as allows the network to locate the target more robustly. Ben-
efited from this setting, our model finally get a competitive
result with an average recall of 82.65% recall and an average
DSC of 78.13%. The training of the 3D-UNet takes 8 hours
for 50000 epochs on a GPU (Nvidia GTX Titan X).

Table 1 shows the performance after the multi-atlas step.
The mean recall is 74.48% that indicates the position of
pancreas is roughly located in abdomen.

Besides, in the extracted candidate regions, there are 90%
of cases being above 88.94% recall with the mean recall
reaching 93.04%. Therefore it can be seen that most of the
pancreas region is covered in these candidate regions.

Table 2 and 3 provide the our model’s performance in train-
ing and testing images respectively. Only one outlier case has
a recall below 70%. In addition, 80% of cases have precisions
above 71.56%. The high recall values could indicate that

TABLE 3. Our model’s performance in testing images.

the pancreas area can be effectively preserved during model
prediction.

The average, maximum and minimumHausdorff distances
of our predicted cases and ground truths are 11.90mm,
23.88mm and 4.49mm respectively.

Figure 7 shows the ROC curves from multi-atlas vs. from
MCMCU-Net. But the left side of this picture is too crowded
to see clearly, so we make false positive rate to be semilog.
In Figure 8,we find that when 0 < f < 19, the ROC curve
of U-Net is above the ROC curve of multi-atlas distinctly.
This reveals that when we extract the candidate regions by
f = 10, our model successfully reject substantial amount of
false-positive regions.

In Figure 9, we shows three examples from testing dataset
with their predicted segmentation and ground truth. For each
example, we show predictions generated from the multi-atlas
step, the selected candidate region, and from our learning
framework, respectively. The first row displays the case with
best performances: 87.49%DSC, 92.68% Recall and 82.85%
Precision. The second row shows the casewhose performance
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FIGURE 10. Displays three examples’ results in 3D rendering, this three examples have been shown in Figure 9, the ground truth is marked as
green volume, and the predictions from our framework is marked as red volume.

FIGURE 11. KL Divergence between MCMC samples and spatial prior
distribution. We collect valid sample points accepted in Algorithm 1 with
n1 = 0, 400, . . . 9600 and n2 = 400. The horizontal axis represent n1 + n2,
total number of MCMC iterations. The vertical axis represent the KL
divergence between the estimated kernel density from the accepted
samples and the theoretical distribution p. We apply 4 different candidate
kernels and initial proposal point in four settings.

is close to average with 76.72% DSC, 76.26% Recall and
77.19% Precision. The third row is the image with worst
performance of 66.50% DSC, 81.54% Recall and 56.15%
Precision.

In Figure 10, we also show the 3d rendering of these
three examples. We can approximately locate the pancreas’
region in its vicinity with multi-atlas, but there are some
regions missed. With the process of extracting candidate
regions, more pancreas regions is covered correctly. In addi-
tion, the boarder area of the pancreas is included so that we
could get the marginal information of pancreas.

In the third example (third row of Figure 9), despite
high recall, our framework gives much lower precision, with
observed false positives near the pancreatic region. Though
our work already provided competitive results for the worst
evaluation case (see Table 4) comparing to other popular
methods, we will discuss the limitations revealed from this
observation and possible improvements in Section V.

In addition, we have compared the accuracy, robustness
and efficiency of our proposed framework with recent state-
of-the-arts methods for pancreas segmentation. In Table 4,
we listed precision, recall, the mean, minimum andmaximum

FIGURE 12. Rejection rate in Algorithm 1. We collect valid sample points
accepted in Algorithm 1 with n1 = 0, 400, . . . 9600 and n2 = 400. The
horizontal axis represent n1 + n2, total number of MCMC iterations. The
vertical axis represent the rejection rate measured by the ratio of rejected
samples to total number of generated points. We apply 4 different
candidate kernels and initial proposal point in four settings.

value of DSC on evaluation, as well as the time used to
generate predictions on test images. We should note that the
work we are comparing with might not have the full set of
evaluation metrics available.

First, our average DSC on evaluation is higher than the
work in [9]–[11], and also comparable to [30], but lower
than the results in [7], [31], [33]. However, different from
our work, in methods in [7], [31], [33], modeling on 2D
slices of the 3D CT volume serves as an important part in
the learning pipeline. The work in [7], [31] built localization
and segmentation modules purely on 2D slices and then
aggregate the results back into 3D, while [33] combines a
3D patch-based CNN and a 2.5D slice-based CNN for fine
segmentation. Another difference is that all of them [7],
[31], [33] essentially are hybrid systems combining localiza-
tion (coarse) and segmentation (fine) steps. Researchers in
[33] also included an extra fine-tuning step for segmentation
refinement. In contrast, our framework is purely built on 3D
patch-based modeling, and is single-stage without extra steps
for localization. We also did not took extensive efforts in cal-
ibrating CNN architectures, feature fusion and fine-tuning as
in [7], [31], [33] since the focus of this work is to demonstrate
MCMC guided segmentation.
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TABLE 4. Some recent state-of-the-art methods on pancreas segmentation are compared.

FIGURE 13. Visualizing generated patches from global uniform sampling and different iterations of MCMC Algorithm 1. The heatmap
represent a selected slice of the 3D prior spatial probability density p. The red boxes represent those generated 3D patches intersecting with
this slice. For figures from left to right, the patches are generated through 1) global uniform sampling of 400 patches 2) last 400 samples
from MCMC iteration 400 3) last 400 samples from MCMC iteration 800 4) last 400 samples from MCMC iteration 1200.

Second, we realized that our lowest DSC is substantially
higher than other methods [7], [9]–[11], [30], [31], except
[33]. Also, our lowest recall and precision are also signifi-
cantly higher than other available results [10]. This obser-
vation demonstrated that, benefited from MCMC guided
learning, our framework is robust to variations and could still
perform well when dealing with hard cases in the dataset.

In addition, our framework is also efficient in that it takes
less time during inference. The MCMC scheme provided us
efficient generation of patch-wise predictions during infer-
ence, as explained in III-C.

2) MCMC GUIDED LEARNING
To illustrate why MCMC is important in guiding training and
segmentation, we have also trained the identical 3D-UNet in
an conventional way. We sample patches of the same size
uniformly inside the whole image domain. We also use the
same batch size of 100 during training. We found out that it
takes much more epochs for the network to converge, since
in each batch most patches are simply selected from back-
ground area remote from the target region. We stopped the
training at 50000 epochs, the same as in theMCMC case. The
metrics on evaluation set is much worse than our proposed
approach. The 3D-UNet training with uniform patch gener-
ation gives an average DSC of 68.25%, precision 66.98%
and recall 68.76%. Moreover, the average testing time is
7.5 minutes as it takes approximately 10 times more samples
to generate reasonable segmentation masks, comparing to the
MCMC version.

We will also show that the MCMC scheme we constructed
converges pretty fast, and brings almost no computational

overheads. To evaluate how well MCMC generated samples
could approximate the spatial distribution p, we compute the
KL divergence as a measure of dissimilarity between two
distributions. In particular, let S = {si, i = 1, . . . , |S|} be
the sample generated from certain MCMC steps according
to p, then we obtain a kernel density estimation from S as
f̂h(x), x ∈ �. The KL divergence of f̂h and p, DKL(f̂h‖p) is
expected to be small if S could approximate p well.

Figure 11 shows the changes of KL divergence with
MCMC iterations in Algorithm 1. We set n2 = 400 and
change the value of n1 within {0, 400, . . . , 9600}; equiva-
lently, we perform 25 MCMC experiments with different
number of iterations. We also tested different settings of
candidate kernels q. To test the robustness of the algorithm,
we also test four settings including different candidate ker-
nels q and initial proposals x∗. We use multi-variate Gaus-
sian density to construct q, whose covariance matrix has
the form 6 = [var, 0, 0‖0, var, 0‖0, 0, var], where var =
{100, 100, 100, 200} from settings 1 to 4, respectively. Also,
the initial proposal points we used in four settings are x∗1 =
[100, 100, 64], x∗2 = [412, 412, 64], x∗3 = [256, 256, 64],
and x∗4 = [256, 256, 64]. It is shown in Figure 11 that regard-
less of different initial conditions and candidate kernels,
the algorithm converges pretty fast. Under all settings, the KL
divergence stabilizes at a small value after the 800th iteration.
Figure 12 gives the rejection rate at different iterations under
the same experimental settings as in Figure 11. We can see
that the rejection rate approaches to zero as we have more
iterations, and it dropped under 10% across all settings after
the 1200th iteration. It takes approximately 0.08 seconds for
800 iterations of the algorithm, and due to fast convergence,
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800 iterations is already sufficient for driving the training
and segmentation process. Moreover, Figure 13 gives a more
straightforward visualization on patch generation.We can see
that at 1200th iteration, the MCMC generated patches totally
follows the spatial prior distribution p, and even at the 400th
iteration, the patches could cover the high-value region pretty
well already, with a few exceptions caused by initialization.

V. DISCUSSION, CONCLUSION AND FUTURE WORK
In this work, we proposed a general purpose segmen-
tation framework that uses the Monte Carlo Markov
Chain (MCMC) to guide segmentation of the 3D images.
Specifically, the prior spatial distribution is learned and an
MCMC scheme is utilized to generate 3D patches from the
prior, serving as input to the convolutional neural network.
During segmentation, the MCMC is employed again to guide
patch selection from the high probability regions in the target
image. The selected regions are fed to the trained CNN,
from which the final segmentation are constructed through
patch-wise fusion.

The proposed framework is applied to the abdominal CT
images to extract the pancreas and have achieved competitive
results and demonstrated robustness and efficiency. More-
over, the framework is highly flexible such that it can inte-
grate any other variations of the segmentation network.

The current version of our framework has room for
further improvements. Though it provided a more bal-
anced dataset and effective variance reduction, as shown in
Sections III-C and IV, there’s still uncertainties in practice,
for example, due to the choices of candidate kernel and
initial proposal for MCMC. As a part of future directions,
we could introduce additional mechanisms in Algorithm 1 to
sample meaningful negative patches adaptively, which would
mitigate the low precision issue as shown in the third row of
Figure 9. Additionally, the current patch generation procedure
could work with spatial attention to iteratively produce more
optimized localization, without extra memory overheads,
within the end-to-end learning framework. We could also
explore relations among generated patches to capture more
global representations.

Other future directions include investigating the vari-
ances induced by the imaging parameters, such as the
field of view, with/without contrast agent, slice/slab thick-
ness, etc. Moreover, the proposed method will also be used
in conjunction with the recognition of various pancreatic
diseases.
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