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ABSTRACT Service function chaining, which provides a sequential set of multiple services in an end-
to-end communication path, is a key technology for providing better service quality to users and efficient
management of the network. Recently, as the services traditionally deployed in the data center have become
more proximate to the user using a distributed cloud environment, the management of the service chain
has become more complex for connecting services between clouds at a distance. In particular, when a
user moves and resumes end-to-end communication at a new location, these complexities may lead to an
increase in service downtime, which results in network performance degradation. In this paper, we propose
an integrated control system to quickly recover the path to the service chain alongwithmobilitymanagement.
The proposed system is based on the locator/identifier separation protocol to provide cost-effective mobility
management by integrating the location information of users and services into the service chain mapping
system. Based on the analysis of the operating cost and handover delay, it was determined that the proposed
system can quickly restore a service chain path between distributed clouds with less signaling exchange and
minimum delay when compared to previous approaches.

INDEX TERMS Service function chaining (SFC), locator/identifier separation protocol (LISP), segment
routing IPv6 (SRv6), mobility management, control plane.

I. INTRODUCTION
Network service functions are deployed on the network for
a variety of purposes, such as security, multimedia optimiza-
tion, and computing assistance. These functions typically run
in the middle of the end-to-end traffic path, and network
operators can use them to provide a better quality of service
and manage their networks more efficiently. With the recent
advancements in cloud and edge computing technology, inter-
est in Service Function Chaining (SFC), an ordered set of
service functions that are applied to end-to-end traffic, is also
increasing [1], [2]. Mobile network operators or Internet
service providers generally deploy SFCs in a geographically
centralized manner, such as a data center where service func-
tion chains can be easily managed and configured [3], [4].
However, the configuration and management of the service

The associate editor coordinating the review of this manuscript and

approving it for publication was Christian Esposito .

function chain path in a distributed cloud environment con-
sisting of edge or fog computing are complex, because careful
orchestration strategies are required to discover proper ser-
vices and connect them across multiple clouds operated with
different resource management and network policies [5].

In a distributed cloud environment, there are two ways to
set up an end-to-end service function chain. The first is a
decentralized method that independently configures a part
of the end-to-end chain for local service functions that is
separate for each cloud [6]-[9]. This approach can provide
flexibility in setting up a chain of services because service
management tasks that are performed independently in each
cloud do not affect the other clouds. However, in this method,
packet classification and internal service function path set-
ting are performed independently for each cloud, and this
operation is repeated for each cloud; consequently, the delay
time for the initial path setting may increase, and overall
coordination and consistent performance of the SFC cannot
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be guaranteed. Conversely, a centralized way of providing a
chain by setting and interconnecting the service functions of
each cloud in an orchestration center can quickly configure a
chain and make it efficient, taking into account all the states
of the entire cloud [10]-[13]. However, even in a centralized
model, the service chain path is constructed based on the
network state at the initial requested point; therefore, when
the user moves, the service chain path must be reconfigured
based on the changed network state for user traffic at the new
location of the user.

To achieve mobility management of users while main-
taining continuity of the SFC, it is necessary to interoper-
ate the mobility management system with the SFC orches-
tration system. Mobility management approaches based on
Software-Defined Networking (SDN) [14], [15] can provide
route optimization combined with chain reconfiguration by
implementing the service chain management function as an
application of a centralized SDN controller. However, this
method requires the SDN controller to update the routing
information of all switches every time the user moves; conse-
quently, the complexity increases as the frequency of move-
ment of the user increases.

Even if the mobility of the user increases, mobility man-
agement can be performed more effectively by separat-
ing the context of the IP address into an identifier and a
locator without directly updating the routing table of all
switches. Moreover, in our previous work, which was based
on the Location/Identifier Separation Protocol (LISP) [16], a
method was proposed that provides seamless and optimized
service function relocation for end-to-end traffic even when
the user moves [17]. However, the aforementioned study only
considered a single service function of edge computing for
end-to-end traffic. In the case of chained multiple service
functions, an efficient and coordinated forwarding path setup
between service functions is required. This process is com-
posed of two steps. The first step determines the sequential
location of each service function, and the second step sets up
the forwarding paths between service functions.

In this paper, by extending the previous work, we pro-
pose an integrated control system framework that can con-
figure mappings of sequential location information for the
service chain path in the LISP control system and provide
routing paths of the changed chain with minimal effort. In the
proposed system, we define a service chain mapping system
consisting of a sequential list of Service IDs (SIDs) and
Service Chain IDs (SC-IDs) that are defined by the network
policy; further, we implemented a process to determine the
actual service chain path by interworking the service chain
mapping table with a service mapping system. The actual
service chain path that is finally configured by the process
between mapping systems is recorded in the mapping system
that manages the location mapping of the user, allowing the
corresponding chain path to be determined while updating the
new location information when the user changes the location.
Becausewe focus on the rapid resumption of end-to-end com-
municationwhen the user moves, the previous path is restored

first and optimization is permitted later by the additional
process of the control system if optimization of the service
chain path is required. For path forwarding that is compatible
with the legacy routing system and for providing scalabil-
ity, we applied Segment Routing IPv6 (SRv6) [18] as the
routing protocol. Using the SRv6-based routing, the packet
can be delivered through the legacy routing system without
additional procedures by inserting the entire path information
at the packet ingress node; consequently, it is significantly
cost-effective for delivering a service chain that has multiple
nodes in the middle of the end-to-end path. The performance
analysis of this integrated approach has shown a reduction
in both the operation cost and latency for the service chain
path recovery, thereby allowing the service chain to quickly
resume after the user moves.

The remainder of this paper is organized as follows.
In Chapter II, we describe the backgrounds of SFC and
LISP technologies. Chapter III describes the design and
operations of the proposed control plane framework with an
extended LISP mapping system. In Chapter IV, we present
an evaluation of the performance of the proposed method
through numerical analysis. Finally, we conclude the paper in
Chapter V.

II. BACKGROUNDS
A. SERVICE FUNCTION CHAINING
The SFC architecture is separated into the control and data
planes [1]. The control plane defines a service chain policy
to classify the traffic of a user and create a service path,
while the data plane delivers classified packets to service
functions within the path. When a packet arrives at the net-
work, the ingress classifier matches it to the proper service
chain policy, selects the service path, and encapsulates the
service path information into the outer header. The encapsu-
lated packet is forwarded to the Service Function Forwarder
(SFF), which is connected to service functions, and the SFF
delivers the packet according to the service path information
in the encapsulation header. For encapsulation of service
paths, the Internet Engineering Task Force(IETF) defines the
Network Service Header (NSH) [19] that includes service
chain information, which is represented by the Service Path
Identifier (SPI) and Service Index (SI) values. Because the
NSH indicates the next-hop service with a combination of
SPI and SI values rather than directly pointing to a specific
service function, the SFF should resolve the next-hop service
function using a preconfigured service path information or
request to the control plane. However, the SFF must maintain
service path state information mapped to SPI and SI values
in the NSH; therefore, the performance of the SFF may
become limited as the number of service paths and traffic
increases. In addition, in a distributed cloud environment
where the number of SFFs increases, the performance degra-
dation of each SFF affects the scalability of the entire service
chain.

To effectively manage the service chain path information
to the data plane, a Segment Routing (SR)-based service
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path forwarding approach was proposed [13], [20]. SR is
a routing mechanism based on the concept of source rout-
ing, which provides packet forwarding and traffic steering
along a specified network path and includes an ordered list
of commands in the packet header [21]. In the SR-based
network, traffic forwarding paths are configured as a list of
sequential segments, and the list is inserted into the packet
header at the ingress node. Because it is not required to
maintain the forwarding state in other forwarding nodes in the
path, the SR-based service chain configuration can increase
scalability by reducing processing loads on the service path
at the forwarding node of each cloud [22]. The SR data
plane that carries the segment list in the protocol header was
defined as two protocols: Multi-Protocol Label Switching
(MPLS) [23] and IPv6 [18]. While comparing both protocols,
SRv6, which uses an IPv6 extension header to insert a seg-
ment list, can simplify the network architecture by avoiding
the use of heterogeneous protocols between the local overlay
network inside the cloud server and the external IP underlay
network. In addition, SRv6 can be extended to support a
network programming model to implement complex service
function chains with high efficiency, making it more suit-
able for service path management and configuration than
SR-MPLS.

B. LOCATION/ID SEPARATION PROTOCOL (LISP)
When the mobile user moves to a new location and attaches
to the network from a different location, there are two issues
to solve. The first one is that the session information of the
end-to-end flow (i.e., IP addresses of TCP/IP socket peer) is
changed so that the session is broken and should be restarted
with a changed IP address. Second, if the ingress point of
the packet is changed according to the new location of the
mobile user, the service chain path information for the traf-
fic of the user does not exist in the newly attached node;
consequently, the packet classification must be restarted. Ini-
tialization of both the end-to-end session and the service
chain path leads to an interruption time during the user han-
dover, which can be a major factor in deteriorating the end-
to-end communication. LISP is a protocol that separates the
dual IP context of ID and location, which can support end-
to-end session continuity regardless of the location through a
fixed ID used to establish a transparent session to a network
location [16]. In the LISP architecture, users establish end-
to-end communication using an Endpoint ID (EID) that is
globally assigned as a unique ID, and packets between EIDs
over the network are delivered by encapsulating the address
of the LISP routers, which is called Routing Locator (RLOC).
The RLOC mapping information for the EID is managed by
the LISP mapping system; moreover, a LISP router called
ingress/egress tunneling router (xTR) updates the mapping
information for the EID or resolves the RLOC for a spe-
cific EID by exchanging the signaling message with the
LISP mapping system. In [24], the authors proposed mobility
management to minimize packet loss, in which the LISP
mapping system informs mapping changes to the previous

FIGURE 1. Existing locator/identifier separation protocol
(LISP)-integrated service function chaining approaches.

xTR when the mapping is updated, and the previous xTR
temporarily transfers the packet to the new xTR. However,
this approach only considers a solution for packet loss in the
backward path, and even in this case, a re-request process for
mapping information in the new xTR is required for packets
transmitted from the user to the correspondent node. If a
service chain is included in the end-to-end path, it is required
to request not only the RLOC of the correspondent node
but also the service chain path, which may increase service
downtime.

In previous studies, scenarios of interworking with the
LISP control plane for managing and forwarding the ser-
vice chain were proposed, as shown in Fig. 1. The first
approach [25] is the integration of the LISP control plane
with the SFC control plane for the NSH-based SFC configu-
ration, as shown in Fig. 1(a). In this architecture, the LISP
mapping system manages the mapping information of the
next-hop identifier of the chain path, which combines the
SPI and SI values, and its locator, which is represented as
the location of the SFF. This approach is effective in resource
management of the SFF by providing path state information
that was originally distributed independently to each SFF
node through a centralized mapping system. However, as sig-
naling between each SFF and the LISP mapping system is
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required when the service path is initialized owing to user
mobility, a delay may occur until the end-to-end packet path
configuration is completed. In addition, this approach does
not consider mobility management, such as avoiding packet
loss that occurs while delivering to a previous node during
mobility. In [26], as shown in Fig. 1(b), the authors proposed
an integration architecture for SRv6-based path configuration
with the LISP mapping system. In this approach, the LISP
mapping system is responsible for managing the ID/RLOC
mapping of the endpoint user. After resolving the location
of the endpoint, the Path Computation Element (PCE) of the
SRv6 control plane configures the segment list for the service
path between the two endpoints. Using this approach, even
if each forwarding node in the service chain path does not
have information about the chain, they can resolve next-hop
information for the SFC path by extracting a fully configured
segment list from the header. This ensures that the perfor-
mance degradation of the forwarding nodes in the chain path
is avoided and the service chain path at the new ingress
node is easily reconfigured after the movement of the user.
However, as the LISP mapping system only manages the user
EID/RLOC mapping, additional procedures to determine the
location of the service and service chain policy are required,
which is not clearly defined in the previous study. For mobil-
ity management, packet loss was minimized by using the
LISP mobility approach [24]; however, this approach still
does not support the maintenance of the previous chain state;
therefore, the service chain path must be reclassified and
recalculated at the new receiving node. Thus, if the previous
states for the service chain cannot be quickly applied to
the new ingress node, a delay in establishing an end-to-end
communication path is inevitable in the mobility scenario.

In a previous work [17], we proposed an enhanced LISP
mapping system that allows new ingress nodes to quickly
reconfigure the routing state of amoving user, including inter-
mediate services, by extending the User ID (UID) mapping
table to include services bound to traffic paths. In consider-
ation of service equivalency, we assigned a globally unique
ID to each service and defined a SID mapping system that
manages the location information of the service instances
of the same SID that are deployed over distributed clouds.
Using them, mobility management and path reconfiguration
operations could be performed with optimization of service
instance locations by exchanging the LISP protocol only
once, which can minimize the operation costs for mobility
and handover delay. However, the previous work only con-
sidered a scenario in which a single service on the end-to-
end communication path is considered. To expand to multiple
services defined as a service chain, an enhancement of the
previous design is required to maintain the chain states that
were previously used by a user before moving and adjust it to
the new ingress node with minimal effort.

III. PROPOSED SCHEME
The integrated control plane architecture for LISP-based SFC
andmobilitymanagement is defined as shown in Fig. 2. In our

proposed framework, three different control planes are inte-
grated. First, the service manager is a control plane function
used to create a service chain and define classification rules
for allocating service chain policy. In the Network Function
Virtualization (NFV)-based distributed edge cloud environ-
ment, the NFV management and orchestration is defined,
which includes the service lifecycle manager that manages
the lifecycle of service instances and the VNF Forwarding
Graph (VNFFG) management function [11]. The LISP con-
trol plane, which is the primary contribution of this paper,
includes amapping system formobile users, services, and ser-
vice chains. Each mapping system is running independently;
the entries of each mapping system are looked up to obtain
necessary information, such as the services in the required
chain, location of each service, and endpoint location. The
remaining functions are related to the SRv6 control plane,
which is defined as the PCE function and topology man-
agement function with network topology information. The
PCE function calculates the paths of segments including the
service function and forwarding node in the entire end-to-end
path, creates it as a segment list, and returns the list to the
network ingress node, which inserts the segment list to the
IPv6 extension header. The segments in the SRv6 path can
be defined as not only service instances and edge gateway
routers in the network but also intermediate routers between
distributed clouds; therefore, the overall topology informa-
tion of segments is managed by the topology management
function.

Fig. 2 also shows the management flow for discovering
mobile users, services, and service chains using three types of
mapping systems within the LISP control plane. The service
instance, which is created by the service manager based
on the network policy or dynamic resource management,
updates the location information of the created instance to the
corresponding SID mapping system. When a service chain
is created, which is represented in the service manager as
a sequential list of SIDs, a specific chain ID is assigned a
unique ID and updated to the service chain mapping system
in the LISP control plane. Thus, the service chain mapping
system is defined as the mapping of the sequential SID list
for a specific SC-ID. To configure the actual forwarding path
for a specific SC-ID, the service chain mapping system looks
up the location information for each SID mapped to the chain
ID in the SIDmapping system. This system can allow various
placement and path computation algorithms for optimizing
service paths, which is not covered in this paper. The SRv6
control plane uses all information including SIDs, service
locators, UIDs, and locators from the LISP control plane to
create a segment list for the traffic destined for a specific
user.

The data plane functions used for requesting the service
path and forwarding to the network can be classified as the
ingress classifier, service function, and forwarding node. The
ingress classifier assigns a specific chain ID to the incoming
packet based on the service chain policy and requests for the
forwarding path of the classified packet to the control plane.
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FIGURE 2. LISP-based integrated control plane framework for managing end-to-end service chain path.

From the LISP perspective, all forwarding nodes including
the ingress classifiers are performing as the LISP xTR to
exchange the LISP protocol with the LISP control plane
for updating the user location and requesting the locator
of the destination UID of the packet. From the SRv6 per-
spective, the ingress classifier and forwarding nodes require
the capability to read and write SRv6 header information,
and the service function considers both the SR-aware and
SR-unaware functions.

A. ID, LOCATOR, AND SEGMENTS
Within the proposed framework, three types of IDs are
defined for the end-to-end path configuration. The first is
the UID, which is globally and uniquely assigned to the
mobile user in the form of an IPv6 address. Because the
UID is used to identify and establish TCP/IP sessions of end-
to-end communication, session continuity is guaranteed as
long as the UID is maintained. The Service ID (SID) is an
ID uniquely assigned to the service that processes a specific
function in the network and it provides service equivalence to
multiple service instances operating in multiple locations for
the same operation [23]. Thus, service instances instantiated
in multiple locations simultaneously are considered with the
same SID. Through this SID concept, it is easy to discover
services in a network and provide a service connection to
an optimized location. In the real environment, the SID can
be defined in the form of an IPv6 address or a name in the
domain name system. Finally, the SC-ID, which is newly
defined in this paper, is a value assigned to a sequential list of
SIDs. Even with the same SC-ID, the actual chain path may
have a different path, because the SID defined in the SC-ID
is independent of location. The SC-ID is defined when the
service manager creates a service chain, and it is identified as
the chain policy used for traffic classification at the ingress
classifier in the data plane.

The locator in the proposed architecture is generally
defined as the IP address of the LISP xTR, which is the

gateway of the site where the mobile user or service instance
is currently connected.While locating at the mobile user side,
a LISP sitemay include several wireless access points, and the
coverage of a single LISP site may differ according to actual
implementation. Within a single LISP site, the packet should
be delivered internally from the LISP router to the UID,
and communication between the LISP router and external
network should be possible through general IPv6 routing with
the locator assigned to the LISP xTR. The locator address for
the SIDmay be the IP address of the LISP xTR function that is
implemented in the gateway of the edge cloud server. Similar
to the UID case, the LISP xTR provides local routing for the
SID internally.

In terms of SRv6, a segment ID is classified into two
types. The first type of segment ID is a locator, which is
the IP address of an SR-aware router or LISP router. In the
SRv6 environment, the segment ID is defined as a routable
IPv6 address in IPv6 infrastructure. When the SRv6 packet
is received, the SR-aware and LISP routers read the extended
SRv6 header, set the next-hop segment ID as the destination
of the IPv6 packet, and forward the packet to the network.
In addition, in this paper, we also define the SID as a segment
ID. Even though the SID is not a globally routable address,
it can be used for local routing within each edge cloud.
The segment list configured with SIDs can provide an easy
understanding of the service chain in an abstract manner, so it
can be easily managed for chain optimization and reconfigu-
ration. Even in the case of an SR-unaware service, the SID is
included in the segment list. In this case, the LISP xTR of the
edge cloud where the SID is located should operate as an SR
proxy. Detailed operations for this will be described later.

B. LISP-BASED SERVICE PATH RESOLUTION
Fig. 3 shows the operation between the ingress classifier and
the control plane when a user (UID1) delivers a packet to
the network for communication with another user (UID2).
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FIGURE 3. Service chain path resolution with sequential look-up process of the proposed LISP control plane.

When the user starts end-to-end communication by sending
a packet destined to a UID of the corresponding node, this
packet should be classified first at the LISP xTR of the
sender, which is the packet ingress node in the network.
If the service chain is not required, only the RLOC for the
destination UID must be determined; however, when the
service chain is required, the ingress node should classify
packets based on not only the destination UID but also more
detailed information (e.g., 5-tuples of the packet header).
For packet classification, when the service chain manager
creates the service chain and assigns an SC-ID to the chain,
the classification rule along with the SC-ID for this chain
is delivered to the ingress classifier. After determining the
SC-ID for the packet sent by the user, the ingress classifier
sends the Map-Request message to resolve the RLOC of
the destined UID of a packet to the control plane, which
includes the determined SC-ID. When a Map-Request mes-
sage is received, the LISP control-plane starts to resolve the
RLOC of the requested UID in the user ID mapping system.
At the same time, the service chain of the received SC-ID is
resolved. Using the received SC-ID, the corresponding SID
list can be obtained in the service chain mapping system.
This SID list represents only logical service connectivity;
moreover, to configure it as a set of service instances with
real geographic locations, the SID mapping system looks
up RLOCs of each SID. At this time, if there are multiple
locators in each SID, an additional process of determining
an optimal service locator for a service chain is required.
Determining the optimal location of services is required
not only for the end-to-end communication distance, but
also for factors such as the resource state of each service
instance, and this decision algorithm is not covered in this
paper.

If the list of service RLOCs in a chain is determined, this
can be configured as an essential path of the segment list
for end-to-end communication. Thus, with this information,
the LISP control-plane requests a full segment list of the
service chain to the PCE of the SRv6 control plane. Fig. 4
shows an example of an actual forwarding path with the

FIGURE 4. Segment routing IPv6-based path configuration and
forwarding example.

SRv6 header configuration. If SIDs in the service chain and
the RLOC of the corresponding SIDs are defined in the form
of a segment list, the entire path of end-to-end communication
calculated at the PCE is returned to the segment list with
additional values for the SRv6 header information. That is,
the segment list and additional values configured through
PCE are used to encapsulate the SRv6 header directly at
the ingress classifier so that the service chain path for the
corresponding traffic is delivered using this. In Fig. 4, for
the service chain between C1 and C2 going through S1, S3,
and S4, in addition to N3 and N5, which are RLOCs where
each service is located, N2 and N4 are additionally selected
by path calculation in the PCE. While using this SRv6-based
service chain path forwarding, because SID is defined as
the segment ID, it supports compatibility between internal
routing and external routing at the edge cloud. In the xTR
function of each edge cloud server, if the next segment in the
segment list is the SID value, the xTR forwards the packet
to the corresponding service instance through local routing
using SID. Conversely, if the next segment is RLOC, the
corresponding IP address can be inserted as the destination
and delivered through normal IPv6 routing. Finally, the entire
chain path can be forwarded with only the IPv6 extension
header without translation between heterogeneous transport
protocols.
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FIGURE 5. Message procedures for updating location of moving user ID and recovering service chain path.

C. MOBILITY MANAGEMENT WITH SERVICE CHAIN
RECOVERY
When the user moves from the existing location and con-
nects to the new LISP xTR, the UID-RLOC mapping should
be updated to the LISP control plane by the new xTR
node, and the end-to-end communication path of UID should
be changed accordingly. The mobility management pro-
cess should be supported for each communication direction.
In particular, as a unidirectional chain can be configured,
a path recovery method should consider both backward and
forward paths. The existing mobility management scheme
defined in [22] is intended to minimize the loss of backward
packets to the mobile user. In this approach, when the new
xTR updates the mapping of the UID to the LISP mapping
system, the mapping system sends the Map-Notify message
to the previous xTR for temporary rerouting of packets to
the new xTR. At the same time, the previous xTR sends the
Solicit Map-Request (SMR) message to the corresponding
xTR when it receives packets destined for the moved UID,
which notifies the corresponding xTR to request changed
mapping for the destination UID. This method can minimize
the packet loss; however, if the distance on the end-to-end
communication path increases, the transmission delay of the
SMR messages between xTRs increases; therefore, a longer
time is required to request new mapping information of the
UID. In the meantime, packets destined for the UID must
be forwarded continuously to the previous xTR and rerouted
to the current location, resulting in an inefficient packet
path. While considering the packets sent by the moving user,
the new xTR can request mapping information for the packet
to the LISP mapping system only when the data packet is
received in the new xTR, and the previous flow states are
not maintained. In the previous study [17], this state informa-
tion was extended to the UID mapping system by providing
the binding information for a single service by extending a

field called ‘‘Mapped SID’’ so that the session state can be
maintained when the user location is updated. In this paper,
we define a ‘‘Mapped SR-list’’ field instead of the ‘‘Mapped
SID’’ field in the UID mapping system. This field stores the
segment list of the service chain path that is calculated by
the PCE function of the SRv6 control plane. When the LISP
control-plane receives theMap-Register for updating the UID
from the new xTR, it returns the previous segment list of
the service chain path together with a response pertaining to
the mapping update so that it can quickly restore the states
of the service chain path for the current flow. The entire
chain path can be delivered to the ingress node through LISP
messages with an extension of the LISP Canonical Address
Format (LCAF) for segment routing, which is defined
in [26].

Fig. 5 shows the user mobility procedure by extending the
‘‘Mapped SR-list’’ field. When theMap-Register requires the
mapping update of UID1-RLOC5, the UID mapping system
looks up the table entry of UID1 and extracts the SR-list if
this field is not empty. By applying this segment list to the
new xTR through the Map-Response message, this segment
list is inserted into the corresponding packet and forwarded
to the service chain path, which is configured at the previous
xTR. Additionally, because the existing segment list may
not be the optimized path based on the new location of the
user, our proposal restores the previous path first, and the
new SRv6 header information can be generated if necessary,
through an optimization process. If the new segment list is
configured, it records in the ‘‘Mapped SR-list’’ field of the
user mapping entry, and it is delivered to the new xTR of
the user for changing SRv6 header information. With the
advantage of SRv6-based path configuration, service chain
paths for the flow are fully configured only at the ingress
node without other forwarding nodes; therefore, it is possible
to change the path quickly and there is no impact on the
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performance of end-to-end communication. Without SRv6
integration, as proposed in [25], as the number of services in
the chain path increases, a large amount of time is required to
reconfigure the entire path. Even when using SRv6 integrated
with LISP, as proposed in [26], this scheme does not maintain
previous service chain states; therefore, packet classification
should restart at the new xTR whenever the user moves.
Our proposed mobility management scheme that is integrated
with SRv6 and with an extension in the field in the user
mapping system can solve the limitations of both previous
approaches. In addition, by separating the optimization pro-
cess of the chain path from restoring the previous service
chain path, this method can reduce the performance impact
caused by the computation of the optimized chain path of end-
to-end traffic, which becomes more complex as the number
of services in the chain increases.

D. ADDITIONAL SUPPORTS
The proposed scheme basically considers service func-
tions that are SR-aware. Thus, it is possible to handle the
SRv6 header information in a function that is additionally
implemented in the service instance, to set the next-hop
segment ID as the destination of the IPv6 header in the
segment list in the header, and to send the packet. In this
case, even SID values that are being used simultaneously
in several clouds are extracted as a next-hop segment from
the xTR of each cloud and transmitted through local routing.
Moreover, the packet from the service function, which can
change the destination field of the SRv6 header as the next
segment in the list, can be delivered whether its destination
segment ID is SID or RLOC. However, among the third-party
services, there may be services driven by SR-unaware ser-
vices. In this case, the LISP control plane can allocate SIDs
to manage the location of each service instance; however,
these service instances can handle SRv6 headers. For an
SR-unaware service, it is possible to implement the SR proxy
function [28] in addition to the xTR function in each edge
cloud server. The SR proxy function extracts the SID, which
is the next-hop segment in the SRv6 header, and after remov-
ing the SR extension header, it delivers the original packet
to the SR-unaware service instance. After receiving a packet
from the SR-unaware service, the SR proxy encapsulates
the SRv6 header for the packet by changing its destination
to the next segment in the list. If the SR proxy function
is implemented on the xTR in the edge cloud, the service
chain path including the SR-unaware service can be sup-
ported without any additional modification or extension of
the proposed architecture. An SR-unaware service can be
displayed and specified using the option field of the mapping
table.

An additional consideration in service chain management
is the flow affinity, which requires the maintenance of the
same service chain path whether the user moves or not. In this
case, the flow affinity should be explicitly indicated in the
process of initially creating the segment list for the service
chain, so that even when the user moves, it allows us to

FIGURE 6. Reference architecture for performance analysis.

check the flow affinity of the previous service chain path.
Fortunately, as our proposed method restores the previous
service chain path first and then determines chain optimiza-
tion, the flow affinity can be easily provided by marking
in the option field of the user mapping system. This option
field allows the scheme to avoid determining whether to
additionally reconfigure the corresponding service chain that
is written in the ‘‘Mapped SR-list’’ field. This is one of the
advantages that can be obtained using the proposed scheme,
which separates the optimization process from the process of
restoring the service chain path.

IV. PERFORMANCE ANALYSIS
To analyze the performance of mobility management in the
proposed scheme, we defined a LISP-based architecture ref-
erence model, as shown in Fig. 6. In the figure, the Mobile
Nodes (MNs) at each endpoint of the end-to-end commu-
nication are connected to the LISP xTR of each network;
moreover, the service functions are distributed in multiple
xTRs between two MNs. As a centralized control plane
function, it is assumed that the distance to access the LISP
control plane from all xTRs in the network is the same. The
number of hops for each route is listed in Table 1. Based
on the reference architecture, we compared the operating
cost and handover delay of our proposed scheme with the
LISP-SFC [25], LISP-SRv6 [26], and MIPv6-based SFC
(SFC-IPMM) schemes. In the SFC-IPMM-based environ-
ment, the LISP xTR accessed by the user is replaced by the
mobile anchor point of each network, and the xTR in the
chain path is composed of the SFF defined in the SFC. For
mobility management, the SFC-IPMM scheme exchanges
Binding Update/Ack messages between the previous anchor
and the user, and the SFC reconfiguration is based on the
SDN-based approach by exchanging the OpenFlowmessages
between the cloud gateway and centralized controller. The
protocol messages and sizes of LISP, IP mobility, and Open-
Flow used in this analysis are listed in Table 2. The mathe-
matical model and all values for calculating the operational
cost were referenced from [29] and for calculating handover
delay were referenced from [30]. However, as the references
did not consider the SFC environment, this study additionally
assumed that a service chain including the NSF , i.e., number
of services, in the Nchain−xTRs, i.e., number of xTRs in the
end-to-end path, was configured. The operation cost and
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TABLE 1. Notations for path hop count.

TABLE 2. Notation for packet size of protocols.

handover delay are calculated based on an increase in these
values.

A. OPERATION COST ANALYSIS
In [29], the total operating cost CTotal

LISP for the mobile terminal
in the LISP-based environment is defined as the sum of the
location update cost CL

LISP, map discovery cost CC
LISP, and

packet delivery cost CD
LISP. However, in this analysis, it is

difficult to accurately compare other costs because the packet
delivery cost may be significantly larger than other costs with
the increase in the service chain path. Therefore, we define
the operation cost as the sum of the location update cost and
the mapping search cost without the packet delivery cost.

CTotal
LISP = CL

LISP + C
C
LISP (1)

For the mobility pattern of an MN, it is assumed that
the direction of the MN in a single LISP site is uniformly
distributed in [0, 2π ], based on the fluid flow model. The
border crossing rate, ωc, for the MN from one LISP site to
another LISP site is defined as follows:

ωc =
2V
πRc

, (2)

where V denotes the average velocity of the MN and πRc
denotes the radius of the circular area of the LISP site.
Accordingly, the average number of handovers crossing the

TABLE 3. Notations for simulation parameters.

LISP site Eωc is defined as follows:

Eωc =
ωc

λα
, (3)

where λα denotes the session arrival rate based on a Poisson
distribution. As a result, each cost can be calculated by mul-
tiplying the number of handovers, size of packets for each
operation, and hop counts between entities. All notations for
the parameters used in the simulation are listed in Table 3.

In LISP-SFC, the location update cost includes the
exchange of Map-Register/Reply messages with the LISP
control plane at the new xTR of the user. Subsequently,
to discover the RLOC of the endpoint for the traffic and
service chain path information, the LISP-SFC configures the
NSH-based chain path in the ingress classifier and queries
the LISP control plane for all SFFs where the services are
located. The mapping request process for the next-hop xTR
is repeatedly performed at all xTRs in the service chain path.
The location update cost andmap discovery cost of LISP-SFC
are calculated as follows:

CL
LISP−SFC

= Eωc
(
PMap−Reg + PMap−Rep

)
αhxTR−CP, (4)

CC
LISP−SFC

= Eωc {(2PFlowMod ) (αhxTR−CP)+ (NChain−xTR + 1)

×
(
PMap−Req + PMap−Rep

)
(αhxTR−CP)

}
. (5)

In the SFC-IPMMscheme, the location update cost accord-
ing to the MN mobility is defined as the signaling cost
of exchanging Binding Update/Ack messages between the
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moved user equipment and the previous anchor. Packets
coming to the MN arrive at the existing anchor and require
rerouting to the location of the current MN; however, packets
transmitted from theMN can be forwarded directly to the net-
work from the new access node. The discovery of each SFC
component within the chain is handled by the SDN controller,
and the cost includes the exchange of the OpenFlow message
(i.e., Packet-In and Flow-mod messages) for delivering the
processing rules of the NSH packet header to the classifier,
SFF, and SF in the chain path. The location update cost and
map discovery cost of SFC-IPMM are calculated as follows:

CL
SFC−IPMM = Eωc (PBU + PBA) (αhxTRs + βhMN−xTR)

(6)

CC
SFC−IPMM = Eωc

(
NChain−xTRsN SF + 1

)
× (2PFlowmod )αhxTR−CP (7)

In the LISP-SRv6 scheme, the location of the MN is
updated according to the mobility procedure defined in [27].
In this procedure, in addition to the new mapping update
process of the MN, the LISP control plane additionally sends
the Map-Notify message to the previous xTR of the MN,
thereby providing rerouting for the traffic destined to theMN.
In the SRv6-based environment, as the ingress node inserts
the entire service chain path, map discovery is performedwith
only one LISP message exchange; therefore, additional costs
for the service chain path configuration are not required at the
other xTRs. The location update cost and map discovery cost
of the LISP-SRv6 are calculated as follows:

CL
LISP−SRv6 = Eωc

(
PMap−Reg + PMap−Rep + PMap−Noti

)
×αhxTR−CP, (8)

CC
LISP−SRv6 = Eωc

(
PMap−Req + PMap−Rep

)
αhxTR−CP. (9)

In the proposed idea, the mobility scheme defined in [27] is
also applied for packets destined for the moved MN, similar
to the LISP-SRv6 approach. However, the difference is that
an additional map discovery process is not required, as the
previously used chain information in the ‘‘Mapped SR-list’’
field of the user mapping system is extracted and delivered
with the Map-Reply message, which is the response of the
location update. In addition, owing to the SRv6-based path
configuration, additional chain reconfiguration costs are not
required in all xTRs within the path other than the ingress
node. The integrated location update and map discovery costs
of the proposed idea are calculated as follows:

CL+C
Proposal = Eωc

(
PMap−Reg + PMap−Rep + PMap−Noti

)
×αhxTR−CP. (10)

B. HANDOVER DELAY ANALYSIS
The handover delay is defined as the sum of the transmission
delay of signalingmessages fromwhen a new xTR detects the
attachment of the user to the time when the end-to-end path is
completely configured, which includes the service chain path.
In a real environment, when performing the reconfiguration

of the service chain path, a processing cost for processing
optimization algorithms and generating service chain encap-
sulation is additionally considered. However, this study does
not consider the processing cost because the calculation of
the processing cost is a significantly complex problem. Most
of the related papers that solved these problems depended
on a different algorithm or real implementations, which are
not covered in this paper. The propagation delay tX ,Y (s)
of a packet size s between nodes X and Y are defined as
follows [30]:

tX ,Y (s)=
1− q
1+ q

(
s
Bwl
+ Lwl

)
+

(
dX ,Y − 1

) (
s
Bw
+Lw

)
,

(11)

where q denotes the probability of a wireless failure; Bwl and
Bw are the wireless and wired link bandwidths, respectively;
Lwl and Lw are the delay times of the wireless and wired links,
respectively; and dX ,Y indicates the number of hops between
nodes X and Y .

For the analysis of the network transmission delay D,
the handover delay of MN in each mobility method was
calculated, based on procedures of the location update,
and map discovery process for each scenario. Based on
equations (4)-(10), the handover delay of each approach is
formulated as follows:

DLISP−SFC
= tMN ,xTR(PRA + PRS )+ txTR,CP (2PFlowmod )

+ (Nchain−xTR + 1) {txTR,CP(PMap−Req + PMap−Res)},

(12)

DSFC−IPMM
= tMN ,xTR (PRA + PRS)+ (txTR,xTR + txTR,MN ) (PBU+PBA)

+(Nchain−xTR + 1)
(
2txTR,CPPflowmod

)
, (13)

DLISP−SRv6
= tMN ,xTR (PRA + PRS)+ txTR,CP

(
PMap−Reg + PMap−Res

+ PMap−Noti
)
+ txTR,CP

(
PMap−Reg + PMap−Res

)
, (14)

Dproposal
= tMN ,xTR (PRA + PRs)+ txTR,CP

(
PMap−Reg

+ PMap−Res + PMap−Noti
)
. (15)

C. ANALYSIS RESULTS
Fig. 7 shows the results of the operating costs derived through
the mathematical analysis model that is described above.
Fig. 7(a) is a graph showing the operating costs while increas-
ing the number of xTRs in the service chain path from 1 to 10.
This implies that the number of service functions that belong
to the service chain will also increase accordingly. When
compared to the LISP-SFC and SFC-IPMM schemes, which
require reconfiguration of the service chain path by exchang-
ing messages with the control plane at all xTRs in the path,
it was observed that the SRv6-based approaches have lower
operating costs. In particular, in the case of SFC-IPMM,
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FIGURE 7. Operation costs corresponding to (a) number of ingress/egress
tunneling routers (xTRs) in the service chain path and (b) different
velocities of the mobile node.

the result shows that the operation cost increases exponen-
tially corresponding to the number of xTRs because it uses an
OpenFlow message that has a larger packet size. In both the
SRv6-based approaches, the length of the chain and the num-
ber of xTRs do not affect the operation cost, as the other nodes
do not require any additional signaling besides inserting the
segment list at the ingress node. Among the two approaches,
the proposed scheme achieves a lower operating cost when
compared to the LISP-SRv6, which proves that integrat-
ing the location update and map discovery processes can
efficiently perform network management. Fig. 7(b) shows
the results of operating costs when the velocity of the MN
increases from 0 to 100 m/s. When the velocity of the MN
increases, handovers occur frequently, thereby increasing the
cost for mobility management operations in the network and
affecting the overall network performance. According to the
results, the SRv6-based proposals showed relatively lower
operating costs when compared to the other two proposals,
and the proposed scheme has the lowest operating cost. Even
at a higher MN speed, the increase in cost is less than that in
other proposals; therefore, this shows that the scalability for
service chain management can be ensured by efficient chain
recovery and reconfiguration even with frequent handovers.

FIGURE 8. Handover delay corresponding to (a) number of xTRs in the
service chain path and (b) different wired link bandwidth.

Fig. 8 shows the results of the handover delay analysis.
In both results, the delay in the SFC-IPMM scheme is shown
to be significantly higher than in the other schemes; therefore,
its results are not completely shown in the graph. Fig. 8(a)
shows the handover delay as the number of xTRs in the ser-
vice chain path increases, and the SRv6 based proposals show
a constant value regardless of the increase in chain length,
similar to the previous results pertaining to the operation
cost. The proposed scheme shows the lowest delay when
compared to the other approaches, and this is because the
previous service chain path states are maintained in the LISP
mapping system and are recovered during the location update
process, thereby omitting the additional procedures required
to request for the service chain. Although not considered in
this analysis, the handover delay in the LISP-SRv6 scheme is
expected to increase further if the processing delay is caused
by reconfiguring the initialized chain states after movement
rather than a constant value depending on the length and
complexity of the chain. Conversely, the proposed scheme
maintains the state of the service path that was created at
the previous ingress node, and then independently performs
the processing for optimization and reconfiguration. There-
fore, this scheme will have a constant delay value even
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when considering processing cost. Fig. 8(b) shows the han-
dover delay corresponding to an increase in the bandwidth
of the wired link. It can be observed that the handover
delays of all approaches decrease in all proposals according
to the wired link performance. Moreover, according to the
results, the proposed idea shows a delay time of less than
50 ms in a bandwidth of up to 300 Mbps. It is shown that
a low handover delay enables fast recovery of end-to-end
communication for the mobile user, enabling a better user
experience in end-to-end communication using the proposed
scheme.

V. CONCLUSION
In this paper, we proposed a LISP-based integrated control
plane framework that closely cooperates with SFC man-
agement and mobility management in a distributed cloud
environment. From the previous works that defined addi-
tional LISP mapping systems for services running across
multiple clouds, we defined another mapping system for the
service chain that is updated by the service manager, which is
responsible for creating the service chain. With the sequential
look-up process of mapping systems, the abstracted service
chain defined only the set of SIDs that can be translated
to the physical chain path. The service chain policy in the
control plane for SFC creation and management is updated to
the LISP control plane by additionally defining the mapping
table for the service chain alongwith the ID/locationmapping
system for the distributed service proposed in the previous
study. By doing so, the complexity of the path configuration
through the physical location of the logical chain path is
reduced. In addition, by defining an additional field in the
user mapping system to bind the corresponding chain path
for the traffic of the current user, the new ingress node can
recover the existing chain state information quickly without
requesting the service chain path again. According to the
performance analysis, it was shown that integration with the
SRv6-based path configuration and forwarding can reduce
operation costs and handover delay efficiently by configuring
the entire chain path at the new ingress node of the user traffic.
In particular, based on the results of operational costs with
increasing velocity of theMN, the effect of reducing the delay
time during a handover according to the minimized service
search process is expected to contribute to applications such
as vehicular networks, where MNs move fast between edges,
by providing fast reconnection of end-to-end communication
with the service chain. The separation of the service chain
path optimization process from the recovery of the existing
path is expected to minimize the impact on the optimization
process, which contributes to performance guarantee when
the architecture becomes complex with the increase in the
size of the chain and the number of services and distributed
clouds. When services are distributed in multiple clouds and
there are multiple locators for the same SID, the number of
paths according to the combination of service location consti-
tuting the service chain is expected to increase significantly.
Determining an appropriate service chain path within a

massive number of candidates requires a comprehensive con-
sideration of various conditions such as resource conditions
and network traffic load of each distributed service, rather
than a single condition such as the minimum path. Therefore,
it is necessary to formulate the calculation of processing costs
in the control plane to calculate the complexity for future
work.
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