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ABSTRACT Technology forecasting not only helps business managers to make the right decisions but also
helps researchers to grasp the direction of technology development. Technology forecasting, which facilitates
the identification of the development technologies with high potential, can be an effective tool to support
the management and plan for the future research activities. For this purpose, this paper firstly constructs
Multi-modal input based on deep learning (MIDL) text classification model to extract relevant SCI papers
from Web of Science database from 1996 to 2019 for topic classification, and then apply the Ensemble
Empirical Mode Decomposition (EEMD) and Long Short-Term Memory (LSTM) neural networks to build
an EEMD-LSTM technology forecasting model to predict the future development of each research field.
Besides, we verify the validity of the method by taking robotics as an example in this paper. The results show
that the accuracy, recall and F1 of MIDL text classification model are 0.826, 0.822 and 0.824 respectively.
As compared with the optimal results of other classification models, the accuracy, recall and F1 are improved
by 4.1%, 3.5%, and 3.8% respectively. The mean MAPE of the EEMD-LSTM model is 7%, which is 11%
lower than ARIMA, 8% lower than LSTM, and 10% lower than 2-layer-LSTM.

INDEX TERMS Technology forecasting, deep learning, artificial intelligence technology, EEMD, robotics.

I. INTRODUCTION
Nowadays, the development of a country is more and more
dependent on technological innovation, and it has become
a core concern for governments and enterprises to analyze
and predict the development trajectory of technology and find
themost promising technology areas [1]. Scientific predictive
analysis of technologies can effectively address this issue.
Technology forecasting is becoming an important driver of
the direction of industry and technology development [2].
With the accelerated development of globalization, as the
industrial paradigm undergoes significant changes and high
technologies emerge, technology forecasting has received
more attention from governments and business communities
[3], [4]. Technology forecasting refers to the analysis of the
conditions and potential of technological development within
a specific framework, a continuous observational study of the
current status and development of technologies, which leads
to a preliminary determination of their future fields of appli-
cation and prospects and an assessment of their potential.
Technology forecasting not only assists science and technol-
ogy strategy makers in making scientific decisions, but also
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helps researchers to grasp the direction of technology devel-
opment and is an effective tool to support the management
and planning of future research activities.

In the early stage of the study, scholars often used the
method of expert opinion for technical forecasting [5],
[6]. The method is based on expert experience. Its pro-
cess relies mainly on expert experience and domain knowl-
edge for technology identification and forecasting [7], [8].
There is methodological technocratic dependence [9], and its
objectivity, consistency, validity, and comprehensiveness are
increasingly challenged [10]–[12]. Since quantitative analy-
sis methods are continuously applied to technology forecast-
ing [13], [14], existing studies have attempted to improve
the reliability and validity of technology forecasting using
paper and patent data [15]. These methods can help to some
extent to solve the problem of subjective bias of experts [16],
[17]. Latent Dirichlet Allocation (LDA) and Subject-Action-
Object (SAO) methods are used to mine papers and patent
topics. Technology evolution paths are identified thereby
enabling technology forecasting [18]. However, SAO is more
of a solution for key information extraction, and it is diffi-
cult to carry out deep content mining and scale processing
of massive data at this stage. The topic model of LDA is
able to identify hidden topics from massive text information
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in a targeted manner by quantifying massive text through
probabilistic models [19], and predict technical topic trends
through its probability distribution [20].

Patents and papers are the carriers of technical information.
In recent years, scholars have started to make technology
forecasts in terms of the number of publications of papers
and patents [21]. Technology forecasting through analysis
of the number of papers and patents is a time series fore-
casting (TSF) problem. At present, the common methods for
TSF are regressions, machine learning and deep learning [22].
Regressions commonly use the methods including multiple
linear regression, autoregressive moving average(ARMA)
[23], and autoregressive integrated moving average(ARIMA)
[24]. Machine learning such as Support Vector Machine
(SVM) [25], [26], Decision Tree(DT) [27], Random Forest
(RF) [28] and artificial neural networks (ANNs) have been
applied to TSF. In recent years the use of deep learning
methods to construct TSF models is a relatively popular
research topic. Deep learning has a deeper and broader net-
work structure thanmachine learning, which can significantly
improve prediction accuracy [29]. Mudassir, et al. [30] used
Long-Short Term Memory (LSTM) network for forecasting
bitcoin price fluctuations. Cai, et al. [31] used generalized
regression neural network (GRNN) for wind power predic-
tion, and the results showed that the deep learning approach
has higher forecasting accuracy.

In order to further improve the prediction accuracy, some
scholars have used decompose time series [32] and matrix
profile [33] to process the time series data. The processed data
are constructed into TSF models and then predicted to obtain
more accurate prediction results. Empirical Mode Decompo-
sition (EMD) and Ensemble Empirical Mode Decomposition
(EEMD)are effective tools to decompose time series and they
have been applied in previous researches. The EMD method
is an adaptive time-decomposition time series method, which
does not require a predetermined number of decomposition
layers and basis functions, but rather decomposes the data
according to its own complex fluctuation characteristics.
Kong, et al. [32] constructed an EMD-CNN-LSTM predic-
tion model to achieve short-term load forecasting for elec-
tricity, and the results showed that the model has a higher
prediction accuracy. In EMD decomposition, when there are
outliers in the signal, it will affect the selection of the extreme
points, thus making the distribution of the extreme points
uneven and generating the phenomenon of modemixing [34].
To deal with this situation Wu and Huang [35] proposed the
EEMD method to compensate for the shortcomings of the
EMD method. Jiang, et al. [36] combined EEMD and online
least square support vector machine (OLSSVM) to achieve
electricity demand forecasting with much higher prediction
accuracy than traditional machine learning algorithms.

As mentioned above, current scholars have conducted
in-depth research on technology forecasting, while for tech-
nology forecasting methods are slightly inadequate. Many
scholars still use the method of expert opinion for tech-
nical forecasting, and the method sometimes suffers from

objectivity challenges in forecasting results due to the
over-reliance on the subjective judgment of experts. Deep
learning has been widely used in various prediction fields
because of its advantages, such as high prediction accuracy
and applicability, but few scholars have applied deep learning
to technology forecasting. In addition, the different types
of literature characterize the different stages of technologi-
cal development. SCI papers can reflect the basic stage of
technological research, and patent data characterize the stage
of technological research experimental development [37].
Suitable data should be selected for analysis in the research
process according to the actual research purpose. Therefore,
this paper proposes a technology prediction method that
incorporates deep learning and signal decomposition. Using
robotics as a research example, we select data from SCI
papers to predict the development of basic research stages of
robotics and then verify the validity of the model. The main
contributions of this paper are summarized as follows:
• Multi-modal input based on deep learning (MIDL)
text classification model is proposed, which reduces
the training parameters and time by using pre-training
method. LDA topic extraction feature words and paper
titles are used as input data for text classification to
further improve the accuracy of prediction results.

• A technical forecasting method containing a time series
data decomposition layer and a forecasting layer is
proposed. In the data decomposition layer, the EEMD
method is first used to decompose the time series data
published in the paper, and the decomposed results are
separately predicted by LSTM, and finally the predic-
tion results are combined to obtain the final prediction
results.

• In this paper, we use robotics as a research example
and select SCI papers to forecast the development of
basic research stages in robotics. The text classification
aspect is compared with DT, SVM, Native Bayes(BN),
Bagging and Xgboost algorithms. The results show
that the prediction accuracy, recall and F1 value of
the MIDL text classification model are optimal. The
technical forecasting aspects are compared with LSTM,
ARIMA, and 2-Layer LSTM models. The results show
that the EEMD-LSTM proposed in this paper has better
performance in each metrics.

The remainder of this paper is organized as follows, and the
next section describes the research methodology of this paper
in detail. The third section shows the experimental procedure
and analyzes the results. Finally, a discussion is presented and
conclusions are given.

II. METHODOLOGY
The technology forecasting model constructed in this
paper consists of the following three main parts. Firstly,
data collection and pre-processing. Secondly, construct-
ing the MIDL paper classification model to identify the
research topics of each paper. Thirdly, constructing the
EEMD-LSTM technology forecasting model to predict the
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FIGURE 1. Research framework.

future development of each research area. The specific steps
are shown in Figure 1.

A. CONSTRUCTION OF TRAINING AND TEST SETS
The data of all papers on robotics is retrieved from the Web
of Science database. Subsequently, all information fields of
all retrieved papers are downloaded in bulk from the Web of
Science database. The textual data is pre-processed in Python
to exclude data from papers that lacks keywords and abstracts.
It is difficult and time-consuming to screen the raw data by
manual screening because of the large raw data. Therefore,
in this paper, we combine the initial screening of feature
words with manual labeling to screen the training samples,
as shown in Figure 2. Firstly, we identify the main research
areas of robotics based on the Clarivate Analytics study [38].
The 2-3 feature words in each area of research were identified
by consulting experts After that, python is used to match the
abstract text data with feature words, and the data that do not
contain feature words in the abstract is excluded to obtain
the initial data set. Then two independent back-to-back data
tagging method is used to label the category of the paper by
reading the summary and title of the primary data sample, and
the noise samples which are not related to the category are
eliminated. Data samples from each study area are eventually
obtained, and according to the ratio of 8:2, randomly selected
literature as training data and test data.

Text data is an unstructured data. In order to make the
machine understand and process textual information, it is nec-
essary to transform text into a structured data which is easy to
understand and process by computer. The LDA topic model
is widely used in text clustering, topic mining, and similarity
computation, and has the advantage of strong generalization
ability and poor over fitting compared to other topic analy-
sis models [39]. It uses an unsupervised machine learning
model, and the analysis can be automatically trained and
obtained for topic and feature word probabilities using only
training data input, without the need for manual data labeling.

FIGURE 2. Flowchart of training set and test set selection.

Previous scholars have often analyzed article abstracts
through word frequency statistics, an approach that often fails
to yield more accurate results [40]. In this paper, the LDA
topic model is used to extract the themes of the abstracts,
which can be used to uncover potential themes and relevant
feature words in the dataset.

B. MIDL TEXT CLASSIFICATION MODEL
In this paper, the MIDL paper classification model is con-
structed to classify the literature research topics, and the
model framework is shown in Figure 3.
In order to apply machine learning to textual data, it is

necessary to convert the textual data into a digital feature
vector. In natural language processing field, word embedding
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FIGURE 3. MIDL paper classification model framework.

is normally used to transform text data into digital feature
vectors. The commonly use word embedding algorithms are
word2vec, GloVe and FastText. FastText is a text classifi-
cation tool proposed by Facebook in 2016 as an efficient
shallow network. FastText model architecture and Word2Vec
in the CBOW model is very similar, the difference is that the
CBOW input is the target word context. FastText input is a
number of words and their N-gram features, these features are
used to represent a single document. Studies have shown that
FastText performs better than word2vec [41]. Therefore, this
paper builds MIDL text classification model using FastText
word embedding algorithm for text data. The detailed process
is as follows:

1) DATA PRE-PROCESSING
The paper title and the LDA-extracted paper abstract feature
words are processed byword separation. To ensure the unifor-
mity of the model input data, the ‘‘pad_sequences’’ function
in the Keras library is used to preprocess the word separation
results of the paper title and feature words, respectively.

2) PREPARING THE WORD EMBEDDING MATRIX
Download FastText word embedding data, this paper uses
the crawl-300d-2M file for word embedding training, the file
contains 300-dimensional embedding vectors of two million
words. Then write a program in Python to parse the FastText
file and construct the word embedding matrix (embedding
matrix).

3) DEFINING THE MODEL
The parameter settings for each layer of the MIDL text
classification model constructed in this paper are shown in
appendix A.

4) FastText EMBEDDING
Load the FastText word embedding matrix into the embed-
ding layer of the MIDL text classification model and freeze
the embedding layer training.

5) SETTING PARAMETERS
Setting training set and test set for training. Select
‘‘RMSProp’’ for the model optimizer, set ‘‘batch size’’ to
64 and ‘‘categorical crossentropy’’ for the loss function.

C. EEMD
Empirical Mode Decomposition (EMD) performs layer-by-
layer decomposition based on different time scales in the
signal [34]. It can be decomposed into a set of independent
Intrinsic Mode Functions (IMFs) with steady-state features
from the original time series based on the local feature
scale of the data itself. The analysis of the IMFs allows the
extraction of the characteristic information contained in the
raw data. Each IMFs must meet two conditions: on the one
hand, the number of extremes and cross-zero points in the
entire data series is equal or differs by a maximum of 1.
On the other hand, at any moment, the mean of the upper
envelope consisting of local maxima and the lower enve-
lope consisting of local minima is zero, that is, the upper
and lower envelopes are locally symmetric with respect to
the time axis. The decomposition result is shown in (1).
Set the original signal as x(t) and obtain a series of IMFs
through EMD.

x(t) =
n∑
i=1

imfi(t)+ r(t) (1)

where imfi(t) denotes the i-th IMF and r(t) is the decompo-
sition residual term. IMFs obtained are listed in descending
order of frequency [42].

In EMD decomposition, when there are outliers in the
signal, it will affect the selection of the extreme points, which
will be unevenly distributed. The case where the obtained
envelope line is a combination of the local envelope and
the real signal envelope with anomalous values will result in
pattern overlap [34]. To compensate for the shortcomings of
the EMD method, Wu and Huang [35] proposed an EEMD
decomposition method using white noise as an adjunct. The
EEMD decomposition adds white noise to the signal to be
decomposed to smooth out anomalous events, and makes use
of the uniform distribution of white noise spectrum to auto-
matically distribute signals of different scales to a suitable
reference scale. Using the zero-mean characteristic of white
noise, the noise is averaged many times so that it cancels each
other out, thus suppressing the effects of noise. The EEMD
process is as follows:

A white Gaussian noise with M times mean 0 and con-
stant amplitude standard deviation is added to the original
signal x(t).

xi(t) = x(t)+ ni(t) (2)

where ni(t) is white Gaussian noise,M>1, i= 1∼M. Perform
EMD decomposition on xi(t) separately. The K IMFs are
obtained as cij(t)(j = 1 ∼ K ) and the remainder as ri(t).
The obtained IMFs are averaged to eliminate the effect of
adding white noise multiple times on the true IMFs, which
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FIGURE 4. STM.

are obtained by EEMD decomposition as follows:

cj(t) =
1
M

M∑
i=1

cij(t) (3)

where cj(t) denotes the j-th IMFs obtained after EEMD
decomposition of the original signal.

D. LSTM
LSTM is essentially a deformation of Recurrent Neural Net-
work (RNN). The model resembles a standard recurrent
neural network with hidden layers, but with nodes in each
common layer replaced by storage units. The LSTM model
adds input gates, output gates, and forgot gates to the neuronal
portion of the RNN. This design structure is an effective solu-
tion to the problem of disappearing gradients, making LSTM
well suited to deal with long-term dependency problems. The
detailed schematic diagram of the structural unit of the LSTM
neural network is shown in Figure 4.

At moment t, the inputs of LSTM neural network are x<t>,
c<t−1>, and a<t−1>, and the outputs are c<t> and a<t>,
where x<t> is the t moment sequence input value, c<t−1> is
the LSTM neural network t-1 moment gate control unit state,
and a<t−1> is the LSTM neural network t-1 moment output
value. a<t> and c<t> are the values of the LSTM neural
network at time t and the state of the gate control unit at time
t. In the LSTM neural network, the input gate controls the
degree of influence of x<t> on c<t>, the forgot gate controls
the degree of influence of c<t−1> on c<t>, and the output gate
controls the degree of influence of c<t> on a<t>.

0f = σ
(
Wf

[
a<t−1>, x t

]
+ bf

)
(4)

0i = σ
(
Wi

[
a<t−1>, x t

]
+ bi

)
(5)

0o = σ
(
Wo

[
a<t−1>, x t

]
+ bo

)
(6)

where0f ,0i, and0o are the state of the forget gate, input gate,
and output gate. Wf , Wi, and Wo denote the weight matrix
of forgot gates, input gates, and output gates. bf , bi, and bo
are the forgot gate, input gate, and output gate biases. The
final result of the LSTM neural network is determined by the

FIGURE 5. EEMD-LSTM.

output gates and unit states in the network.

c̃(t) = tan
(
Wc

[
a<t−1>, x t

]
+ bc

)
(7)

c〈t〉 = 0i ∗ c̃(t) + 0f ∗ c<t−1> (8)

a(t) = 0o ∗ tanh
(
c〈t〉
)

(9)

where c(t) is the input unit state of the LSTM neural network
at time t, Wc is the input unit state weight matrix, bc is the
input unit state bias term, and finally the output of the LSTM
neural network at time t is obtained as a(t) and c(t).

E. EEMD-LSTM
The time series data fluctuations by EEMD decomposition
are relatively simple, creating favorable conditions for further
construction of high-precision prediction models. Therefore,
this paper combines both EEMD and LSTM methods to con-
struct a new technology forecasting method. Figure 5 shows
the flow of EEMD-LSTM. Firstly, the EEMD decomposi-
tion is used to obtain the high-frequency and low-frequency
components and trend items for each research area by taking
the year-by-year time series data of the number of papers in
each research area as input data. Secondly, establishing cor-
responding LSTM forecasting models for the high-frequency
and low-frequency components. Finally, the prediction values
for each sequence are obtained from the LSTM prediction
model for each component, and the final prediction results
are obtained by summing.

In this paper, Python is used to write the EEMD-LSTM
model. Keras is used to build the model, and the background
is ‘‘Tensorflow’’. The parameters are shown in Table 1.

III. ANALYSIS RESULTS
A. DATA COLLECTION AND PRE-PROCESSING
1) DATA COLLECTION
This paper collects SCI paper data from the Web of Science
database. The search is conducted on the subject with robot as
the keyword and the search date is October 21, 2020. The time
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TABLE 1. Model parameter.

period is chosen from 1996 to 2019, and the document type is
‘‘Article’’. A total of 28,831 papers are obtained, eliminating
the literature withmissing abstracts and keywords, and finally
28,632 papers are obtained as the primary data for this study.

2) PRE-PROCESSING
Data pre-processing is a fundamental part of text mining
and topic recognition. The pre-processing of abstract data is
used to standardize and structure the abstract data so that
it can be used as input data for natural language process-
ing. The quality of the data pre-processing directly affects
the quality of thematic analysis and text classification. This
is why abstract data pre-processing is very important. In
this paper, we use Python language to divide the abstracts
of papers, remove stop words and extract stemming text
pre-processing, and then ensure the quality of model results.

B. CONSTRUCTION OF TRAINING SET AND TEST SET
The data from the paper on robotics is selected for this exper-
iment to verify the method validity. According to a report
on robotics published by Clarivate Analytics in 2018 [38],
the current phase of robotics research is focused on Machine
Learning, Machine Control, Man-Machine Interface, Med-
ical Application, and Control Algorithm. Therefore, this
paper selects eight key research areas of robotics based on
this research report and expert opinion: Intelligent Robot(IR),
Parallel Robots(PR), Humanoid Robot Human-Computer
Interaction(HR), Social Robots(SR), Robot Adaptive Con-
trol System(RACS), Mobile Robot Path Planning(MRPP),
Medical Surgical Robot(MSR) and Medical Rehabilitation
Robot(MRR) to conduct experiments on the MIDL text clas-
sification model. In order to accurately screen the experimen-
tal training set and the test set, the feature words for each
research area are selected based on the area of expertise of
each robotics technology. The feature terms for each research
area are shown in Table 2.

In this paper, a 2-person independent back-to-back data
labeling method is used to classify the primary data into
categories, in order to ensure the accuracy of the identifica-
tion results. The excluded irrelevant noise files are added to
other research areas for training. Details of the data samples,
training and test sets for each research area are shown in the
Table 3.

This paper uses the LDA topicmodel for topic extraction of
abstracts. The core of the model is the estimation of the
parameters θ and φ, the approximate estimation of
which is usually done using a special case of Gibbs
sampling in the Markov chain Monte Carlo algorithm.

TABLE 2. Characteristics of key research areas.

TABLE 3. Sample data, training data, test data.

Approximate estimation of the parameters of the LDA
thematic model using Gibbs sampling method requires deter-
mining the best values for three variables in the model: the
prior parameters α, β and the number of themes K.
In order to determine the number of topics K for the

LDA topic model, this paper first calculates the degree of
perplexity for different numbers of topics, and the detailed
results are shown in Figure 6. Figure 6 shows that as the
number of topics increases, the model perplexity gradually
decreases, but there is no ‘‘breaking point’’ where the exact
number of topics can be obtained. Then, we calculate and plot
the relationship between the number of topics and the model
consistency score as shown in Figure 6,which shows that the
model has the highest score when the number of topics is 2,
indicating that the model works optimally when the number
of topics is 2 [43]. The final number of themes K = 2 of
the LDA theme model is determined, and the two themes
and 20 feature words under the corresponding themes of each
literature abstract are extracted to form the feature words of
each literature. In addition, the priori parameters are set to
empirical values α = 50/K and β = 0.1 [44].

C. COMPARATIVE ANALYSIS OF CLASSIFICATION RESULTS
The common models for text classification are DT, SVM,
NB, Bagging and Xgboost algorithm. To compare and ana-
lyze the effectiveness of the MIDL classification, the natural
language processing TF-IDF algorithm is used to quantify
the word vectors of abstracts and LDA topic model-based
abstract feature words, which constitute the feature vec-
tors of each classification model. Decision Trees, Support
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FIGURE 6. Graph of topic perplexity and consistency scores.

TABLE 4. Average accuracy, average recall, and average F1 values for text
classification models.

TABLE 5. Number of papers and ARIMA optimal parameters by research
area.

VectorMachines, Bayesian, Bagging andXgboost algorithms
are selected to construct text classification models. Then,
the classification results of each text classification model
are evaluated. This paper compares the classification results
of each model using accuracy, recall and F1 values. The
accuracy, recall, and F1 values for each model are shown
in Table 4.

According to Table 4, the proposed MIDL text classifica-
tion model is better than other text classification models in
terms of accuracy, recall rate and F1 value. The results show
that the MIDL text classification model can significantly
improve the classification accuracy and can be applied to
the literature classification field in the future. Subsequently,
the MIDL text classification model is applied to identify the
topics of all the SCI literature on robotics, and then we obtain
the distribution of articles in the eight main research fields of
robotics, and the statistical results are shown in Table 5.

FIGURE 7. Time series of number of papers by research area.

D. ANALYSIS OF FORECAST RESULTS BASED ON
EEMD-LSTM
Based on the number of papers published in each research
field from 1996 to 2019, a time series plotting the number of
papers published year by year in each research field is shown
in Figure 7. As can be seen in the figure, the number of articles
issued in all research areas shows an upward trend from
1996 to 2019, but the growth rate of time series data varies
by research area, and some research areas show a decline in
some years.

1) ANALYSIS OF EEMD RESULTS
In order to better present the EEMD decomposition results,
this paper performs EEMD decomposition on the time series
data of Robot Adaptive Control System, and the results
are shown in Figure 8. Three IMFs are obtained in total.
Figure 8 shows that the high-frequency component of the
year-by-year number of papers published is separated from
the low-frequency component by EEMD. The components
IMF1, IMF2, and IMF3 represent the high-frequency to
low-frequency components of the Robot Adaptive Control
System, with IMF1 being the most high-frequency compo-
nent. IMF3 represents the general trend of change in the num-
ber of papers published year by year for the Robot Adaptive
Control System, which shows an upward trend.

2) COMPARATIVE ANALYSIS
Since the Web of Science database of robotics-related litera-
ture dates back to 1996, this paper selects the 1996 2016 paper
publication data as the training set, and the number of pub-
lications from 2017 to 2019 as the test set for the con-
struction of an EEMD-LSTM-based time series forecasting
model. In order to compare and analyze the predictions of
the EEMD-LSTM model, this paper uses the LSTM neural
network, optimal ARIMA and 2-layer LSTM neural net-
work models to construct a time series prediction model
for the experimental data. Predictions are measured using
root mean square error (RMSE) and mean absolute percent
error (MAPE). ARIMA is a classical method of time series
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FIGURE 8. Robot Adaptive Control System time series EEMD diagram.

FIGURE 9. Predictive model RMSE comparison chart.

analysis, which can be expressed as ARIMA (p, d, q). In
this paper, BIC values are used to determine the optimal
parameters of autoregressive coefficient (p), the number of
differences (d) and the moving average term (q). The detailed
results are shown in Table 5. The year-by-year published
data in each research area passed the smoothness test (ADP)
and the residual white noise test, and the optimal ARIMA
model all passed the residual test. The various parameters
of the LSTM neural network prediction model are identical
to EEMD-LSTM, and the parameter settings are detailed
in Table 1.

Figure 9 shows the RMSE values predicted by the four
prediction models for the test data. It can be seen that the
prediction results of the EEMD-LSTM model are basically
better than other prediction models, especially when predict-
ing areas with large data fluctuations, the prediction accuracy
is greatly improved.

FIGURE 10. Predictive model MAPE comparison chart.

Figure 10 shows the MAPE values for the four prediction
model experiments, with predictions similar to RMSE. The
EEMD-LSTM time series predictionmodel outperformed the
remaining three models in many areas, and the prediction
errors in many study areas were substantially smaller than
the three prediction models in the control experiment. The
MAPE of the EEMD-LSTM prediction model is essentially
less than 10%, which indicates that the model predictions are
closer to reality.

Table 6 shows the variance and mean of the prediction
errors of the four prediction models. It reflects that the mean
and variance of RMSE and MAPE for the EEMD-LSTM
predictions are much lower than for the control prediction
model. The results show that the EEMD-LSTM model can
not only improve the prediction accuracy, but also has higher
stability.
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TABLE 6. Variance and mean of the four prediction models RMSE and
MAPE.

TABLE 7. Trend in the number of papers by field of study.

E. FORECAST RESULTS
The EEMD-LSTM model is used to predict the number of
papers in each research area of robotics from 2020 to 2023,
and the predictions are shown in Table 7.

Table 7 shows that the state of development of the robotics
research field can be divided into four categories based on the
number of papers and future trends.

The first category, this field is characterized by a large and
growing number of annual publications. These research areas
are at the core of robotics research and will attract a large
number of scholars for continued exploration and research
in the future. Medical Surgical Robot, Social Robots and
Humanoid Robot Human-Computer Interaction are exactly
this type of technology, and these research areas will be
ongoing research interests in the future. For these research
areas, the government can increase investment in research and
development, and innovative research institutes and enter-
prises should be fostered to carry out technological research
and development. Efforts should be made to overcome key
core technologies and promote the deep integration of indus-
try, universities and research, so as to occupy the techno-
logical high point and form an asymmetrical advantage in
technological innovation.

The second category, the field shows a large number of
future publications but stagnant growth. These research areas
are still the hotspots of today’s academic research, but future
development may enter a ‘‘bottleneck’’ period. The core
technologies in these areas require systemic breakthroughs
that will lead to continued development of research areas.
Robot Adaptive Control System,Mobile Robot Path Planning
falls into this category. For these research areas, the country
should combine core technologies and research foundations
and concentrate resources to build a number of key national
science and technology research teams, deploying a num-
ber of targeted research projects on core technologies and
conducting scientific research, accelerate the development

of core technologies, and enhance independent innovation
capacity and competitiveness in scientific and technological
innovation.

The third category, which has a relatively small amount
of relevant research literature, but has significantly increased
its impact in recent years. It is a frontier area of robotics
with rapid future growth. These research areas have already
attracted a large number of researchers worldwide in a short
period of time, such as Intelligent Robot. For this type of
research, the government should encourage enterprises and
research institutes to work closely together, actively par-
ticipate, collaborate and innovate to promote the all-round
development of frontier technologies, thus moving towards
more advanced research fields.

The fourth category, these areas are characterized by a
small number of future publications and slow growth. These
research areas are emerging areas of robotics with high
potential for future development, such as Medical Rehabil-
itation Robot and Parallel Robots. Government can consider
giving priority support to science, technology and innova-
tion funding for these research areas, encourage and support
young innovators to explore and innovate in the new fields,
wide interdisciplinary research and multidisciplinary con-
vergence, and then promote innovation and development in
these fields.

IV. CONCLUSION
In this paper, we construct a MIDL text classification model,
and the input data use the abstract subject terms and paper
titles to improve the classification accuracy. A new time series
forecasting model is proposed. The time series data are sep-
arated from high frequency to low frequency by EEMD, and
the decomposition results are put into the LSTM model for
training, and the prediction results of each series are summed
to obtain the final prediction results. This paper verifies the
effectiveness of the method by using robotics as an example.
The conclusions are summarized as follows:

The prediction accuracy of the MIDL text classification
model proposed in this paper is 0.826, the recall is 0.822, and
the F1 value is 0.824. The analysis is found by comparing
with DT, NB, SVM, Bagging and Xgboost algorithms. The
F1 value of the MIDL model is significantly improved by
15.41% for DT, 23.53% for NB, 13.34% for SVM, 29.15%
for Bagging, and 4.83% for Xgboost.

In terms of time series prediction. The use of deep learn-
ing methods can significantly improve the prediction perfor-
mance, which indicates that deep learning models can better
achieve technical forecasting. The time series model com-
bining EEMD and LSTM proposed in this paper has better
performance. Themean RMSE of the EEMD-LSTMmodel is
24.35, which is much lower than that of ARIMA, LSTM and
2-layer-LSTM. The mean MAPE of EEMD-LSTM is 7%,
and this result is improved by 11% compared to ARIMA,
10% for 2-layer-LSTM, and 8% for LSTM. In addition,
the RMSE and MAPE variance of the EEMD-LSTM pre-
diction model are much lower than those of the LSTM,
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ARIMA and 2-layer LSTM, which indicates that the
EEMD-LSTM model has high stability while ensuring
prediction accuracy.

The technical prediction method proposed in this paper
is applied to predict future SCI publications in robotics,
and thus to understand the future trends of robotics. Med-
ical Surgical Robot, Social Robots and Humanoid Robot
Human-Computer Interaction are the core areas of robotics
research at this stage. For these research areas, the country
can increase its R&D investment and focus on conquering
key core technologies to seize the technological high ground
to form asymmetric advantages in science and technology
innovation.

Rapid identification of technology trends for technology
researchers is the main purpose of this paper. The identi-
fication of research topics in SCI papers enables a quicker
understanding of the current state of technology development.
In addition, deep learning applied to technology prediction
can more accurately predict the future development trend of
technology. It provides effective data support for enterprise
technology layout. It also provides new solution ideas and
methods for technology prediction.

In addition, there are some limitations in this study that
will be the focus of subsequent research. For instance, this
paper only uses a single dimension of information for tech-
nology prediction, so the research results can only reflect the
actual situation of the basic research stage represented by SCI
papers. Therefore, future research studies will consider com-
bining patents and other relevant data to achieve technology
prediction, and further improve the accuracy of prediction
results.

APPENDIX I. MIDL TEXT CLASSIFICATION MODEL
PARAMETER SETTINGS FOR EACH LAYER
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