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ABSTRACT Underwater 3D laser scanners are an essential type of sensor used by unmanned underwater
vehicles (UUVs) for operations such as navigation, inspection and object recognition and manipulation.
These sensors need to be able to provide highly accurate 3D data at fast refresh rates in order to accomplish
these tasks. Usually, these scanners rely on a rotating mirror actuated by a galvanometer. However, the light
planes steered by this type of mirrors are typically deformed into cones due to refraction. In order to produce
accurate results, this distortion needs to be taken into account, which increases the computational cost of the
3D reconstruction. A novel approach consisting in using a biaxial MEMS mirror is proposed in this paper.
The second rotational degree of freedom of the mirror can be used to project optimally curved light shapes,
so that the refraction process transforms them into planes. Being able to model the light surfaces as planes
rather than cones can significantly reduce the computation time of the 3D reconstruction. In order to do so,
an exhaustive model of the complete light trajectories is presented. To the best of the authors’ knowledge, this
paper constitutes the first attempt to model and counteract the distortion in the scanning pattern introduced
by a biaxial mirror and a double refraction process in the context of underwater robotics.

INDEX TERMS Mobile robotics, autonomous robots, underwater robotics, 3D laser scanner, 3D sensing.

I. INTRODUCTION
Unmanned underwater vehicles (UUVs) are being increas-
ingly used in industry out of safety and cost reasons.
Particularly, autonomous underwater vehicles (AUVs) are
already performing tasks such as object recognition [1],
inspection [2], manipulation [3] or navigation [4]. Sensing
their surroundings is essential for them to achieve their
tasks. Therefore, they are usually equipped with some type
of 3D sensor, which are mainly based either on acoustic
(SONAR) or light signals (LiDAR). The main advantage of
optical sensors is that they can provide a much higher lateral
resolution and refresh rate [5]. Their relatively short range is
usually enough for intervention tasks, since the robot needs
to get close to the target.

Underwater 3D sensing using optical sensors has two
main challenges: the fast attenuation rate of light in
water and the distortion introduced by refractive elements.
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Therefore, 3D sensing technology developed for in-air appli-
cations cannot be directly submerged and used for underwater
tasks. Some authors have tried to adapt commercial in-air
scanners to the underwater domain [6]–[8]. Even though their
low price could make them useful for certain applications,
their low range and accuracy would not suffice for real opera-
tions such as mapping or object manipulation. Consequently,
custom-made sensors need to be developed for underwa-
ter tasks. Moreover, they should achieve high performance
regarding two main aspects: high accuracy and fast refresh
rate.

Underwater 3D scanners designed for inspection and
manipulation typically use a rotating mirror actuated by a
galvanometer [9], [10]. However, the flat refractive surfaces
that seal the scanner deform the outcoming light planes into
cones [11]. Modelling these cones in order to produce accu-
rate results is possible but entails a higher computational cost.
This problem can be tackled by approaching the refraction
process the other way around: if the projected planes result
in cones when entering the water, is there any surface that
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gets transformed into a plane due to the refraction process?
In order to find those surfaces, a novel approach consisting
in using a biaxial microelectromechanical system (MEMS)
mirror is proposed in this paper. MEMS mirrors are small-
sized mirrors whose actuator transforms the applied voltage
into rotation angle. Due to their small inertia, they can rotate
faster than typical mirrors. They are further reviewed in
section II-B. The second rotational degree of freedom of the
mirror can be used to project optimally curved light shapes,
so that they are refracted into planes. In order to do so,
an exhaustive model of the complete light trajectories and
its results using synthetic data are presented in the following
sections.

Modelling the light surface as a plane rather than as an
elliptic cone constitutes an advantage from the point of view
of the computational cost. Triangulation-based 3D laser scan-
ners reconstruct the shape of the 3D target by triangulating
each illuminated pixel on the camera image with the corre-
sponding laser surface. This means that the position of each
3D point in the point cloud is computed by intersecting a line
and the modelled surface. Taking into account that a typical
value of point cloud density in this type of scanners is 500k
points per scan, reducing the computational complexity of
the reconstruction of each point is of great importance. When
using an elliptic cone, this triangulation consists in solving a
quadratic equation and choosing the appropriate value from
the two-valued solution [11]. On the other hand, triangulation
using a plane boils down to simply solving a linear equation.
This reduces the computational time of the 3D reconstruction
of every point by a factor of 8 in our current implementation.

Themain contribution of this paper is presenting amodel to
compensate for the distortion introduced by the flat refractive
surface, so that the light surface entering in the water can be
modelled as a plane rather than as an elliptic cone. This way,
the computational time used for the 3D reconstruction of the
scene can be significantly reduced without losing accuracy.
This claim is further developed by means of exhaustive simu-
lations, which also aim at modelling the non-ideal behaviour
of the scanner. To the best of the authors’ knowledge, this
paper constitutes the first attempt to model and counteract
the distortion in the scanning pattern introduced by a biaxial
mirror and a double refraction process in the context of
underwater robotics.

The paper is structured as follows. First, a literature review
on different topics related to this research is summarized in
section II. Then, the proposed model is presented in section
III. The non-ideal behaviour of the mirror is simulated in
section IV in order to quantify the magnitude of the errors
related to it. Finally, the conclusions drawn are listed in
section V. As support notes, basic geometrical concepts are
refreshed in appendix A.

II. RELATED WORK
This section studies the state of the art regarding 3D laser
scanners. First, literature regarding underwater scanners is
summarized in section II-A, including descriptions and

examples of different types of sensors. Then, in-air solu-
tions that may be proved useful if adapted to the underwater
domain are studied in section II-B.

A. UNDERWATER 3D LASER SCANNERS
Optical 3D sensors are usually divided into active and passive.
An underwater sensor is active if it projects light patterns
onto the scene in a controlled way [12]. These patterns can
be spatial (a point, a line or more complex shapes) and/or
temporal. In active techniques, the information given by the
structure of the pattern is key to reconstruct the scene in 3D.
Laser scanners, which is the topic of this section, are there-
fore active sensors. A complete survey on underwater active
optical sensors can be found in a previous work [13]. On the
other hand, a passive sensor reconstructs its surrounding
scene in 3D using information other than the structure of
the light. This information comes from different simultane-
ous viewpoints or from the movement between consecutive
image frames. Well-known passive techniques in underwater
environments are stereo vision [12], [14] and structure from
motion (SfM) [15], [16].

Active optical 3D sensors can be further classified depend-
ing on how they project light onto the scene. One of the
main approaches can be categorized under the ‘‘one-shot’’
label [17]–[20]. These sensors illuminate the whole scene at
once with a certain pattern. The acquisition time for the whole
scene is therefore extremely short. For this reason, they are
suitable to scan scenes in which high dynamics are present.
However, they can only provide limited lateral resolution
(perpendicularly to the depth direction).

Another popular type of sensors are laser line scanners
(LLSs). These scanners generally use laser line modules,
which project a light plane onto the target. One of their
main advantages when compared to one-shot scanners is their
high point cloud density. However, since they need a certain
amount of time to sweep the laser along the scene of interest,
their 3D reconstructions may be distorted when high dynam-
ics are present. For this reason, fast scanning frequencies are
usually preferred.

Some LLSs [21]–[24] do not steer the laser plane, so that
its relative pose with respect to the camera is constant. This
way, they achieve a robust performance, since the number
of parameters to be calibrated is relatively low. Moreover,
by making the laser plane enter the viewport perpendic-
ularly, the effects of the double refraction are minimized.
However, the speed at which they can scan a certain area is
totally dependent on the speed of the platform used to steer
the scanner. They are typically mounted on static rotational
heads [25] or attached to the bottom of a vessel or an UUV
facing downwards, projecting the laser plane in the direction
perpendicular to the movement of the platform.

In order to increase the size of the area that can be scanned
per second, some authors include some kind of laser steer-
ing mechanism in their LLSs. One of the most well-known
approaches is reflecting the laser plane on a rotating mirror
actuated by a galvanometer [9], [10]. The mirror is normally
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placed inside the sealed case, so the friction caused by the
surrounding air is negligible compared to water. This small
friction along with the small inertia of the mirror allows it
to achieve relatively high rotation speeds, which increases
notably the area that can be scanned per second.

However, this approach presents some issues. First,
deflecting the laser ray direction makes it enter the viewport
at a non-perpendicular angle (assuming a flat viewport is
used). Therefore, the double refraction process causes the
laser ray travelling in water to have another different direc-
tion. Moreover, the refractive viewport deforms the original
laser plane into a cone, as described in [11]. These two non-
ideal behaviours need to be taken into account in order to
produce accurate 3D reconstructions. Doing so, nonetheless,
is computationally expensive. Using a dome viewport can
in principle be a solution to these problems, since the laser
ray would theoretically always intersect the viewport plane
perpendicularly. In reality, however, aligning the center of
curvature of the viewport with the center of rotation of the
mirror is not straightforward, so distortionsmay not disappear
completely. Second, introducing a new element makes the
sensor model grow with more parameters, so its calibration
becomes more difficult.

Another approach to designing an underwater scanner dif-
ferent from a LLS was followed in [26]. Instead of using
a laser line module with a 1-DoF mirror, they used a laser
pointer reflected on a 2-DoF polygon mirror.

B. BIAXIAL-MIRROR SCANNERS FOR
IN-AIR APPLICATIONS
One of the main drives for the research of 3D scanners
outside water is the automotive industry. The development
of sensors aimed at improving autonomous capabilities of
cars is a rapidly growing field. More particularly, LiDAR-
based navigation is one of the current main applications of
these sensors [27]–[32]. Most of the commercial LiDARs
use some kind of rotating mirror. Currently, an increasingly
popular element to produce a small-sized LiDAR are MEMS
mirrors [33].

MEMS mirrors are small-sized mirrors whose actuator
transforms the applied voltage into rotation angle. Due to
their small inertia, they can rotate faster than typical mirrors.
Moreover, they are usually biaxial: they can rotate around two
perpendicular axes. They can work in two different regimes:
linear and resonant. The resonant regime occurs around the
first resonance frequency of one of the axes of the mirror
(typically a few kHz) [34], [35]. In this operation mode, one
of the axes vibrates fast at its resonance frequency sweeping
the target while the other axis controls the inclination of the
projected line. This mode is known as raster scanning, which
means that the scene is scanned from beginning to end. On the
other hand, linear operation on both axes can only provide
a slower scanning speed. However, it has the advantage of
being able to continuously project the laser ray at arbitrary
directions. Consequently, this regime can project arbitrary
patterns at different resolutions. MEMS mirrors have been

recently studied in [36]–[38]. It is very relevant to know that
the rotations of biaxial mirrors introduce distortions in the
light patterns, as studied in [39].

Recently, there have also been advances on so-called solid-
state LiDARs, which deflect the laser ray without using
any moving part. They typically use electro-optic deflec-
tors (EODs) or acousto-optic deflectors (AODs), which can
accurately deflect the ray at very high speeds. Despite their
potential advantages, EODs and AODs currently present very
strong limitations, such as extremely narrow field of view
(FoV) and limited wavelengths [40], [41].

III. MODEL
This section develops the proposed geometrical model of the
underwater laser scanner. It is structured as follows. First,
the description of the model elements and parameters is done
in section III-A. Then, the implementation of the model is
described in detail in section III-B. Finally, the inverse use of
the model to compute the required pairs of mirror angles is
explained in section III-C.

FIGURE 1. Underwater laser scanner model. It is drawn in 2D only for the
sake of simplicity. In reality, the y directions of the different coordinate
frames need not be parallel.

A. MODEL PARAMETERS
Figure 1 shows the model of the underwater laser scanner,
which is composed of 4 elements: a laser point source,
a biaxial mirror, a flat viewport used as transparent window
separating two different media, and a target to be scanned.
The following assumptions have been made when building
the model:

1) LASER
The laser is considered a point light source. Its outcoming
ray is modelled as a line, which represents the longitudinal
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middle axis of the real ray. It is aligned with the x axis of its
local reference frame {L}.

2) MEMS
TheMEMSmirror is modelled as a rectangular prism that can
be rotated around two of its local axes (x and y) by the angles
αx and αy, respectively. The origin of its local reference frame
{M} is placed at the center of rotation. The reflective surface
of the mirror is then represented by the plane πM , which is at
a distance tM of the center of rotation, and whose normal is
aligned with the local direction z′.

3) VIEWPORT
The flat viewport is also modelled as a rectangular prism.
The middle XY plane πV is the symmetry plane that goes
through the origin of its local reference frame {V }. Parallel
to it are the inner and the outer refraction planes (π0

V and π1
V ,

respectively) at a distance tV /2 from it. Both of them deflect
the light ray according to the refraction indices η0, ηV and η1.
The normal vectors of the 3 planes are parallel to the local z
direction.

4) TARGET
The target object to be scanned is represented by a plane, πT .
It goes through the origin of its local reference frame {T } and
its normal is aligned with the local z direction.

TABLE 1. Model parameters.

The different elements of the model are parameterized
according to table 1. Once the model has been built, the only
parameters that can be actuated in order to perform the scan
of a target are

[
αx αy

]
. Therefore, all the rest are assumed

constant and defined as0 =
[
ξL ξM tM ξV tV η0 ηV η1 ξT

]
.

As a side note, it should be highlighted that the presented
model for underwater scanning can be immediately applied
to in-air scanning without viewport by setting η0 = ηV = η1.

B. APPLYING THE MODEL
The first goal of the model is to express the position of the
scanned point S with respect to the world reference frame
as a function of all the model parameters. Formally, {W }S =
f
(
0,
[
αx αy

])
. Since all the parameters in 0 are assumed

constant, for a given configuration of the scanner the final
point only depends on the actuated angles of the mirror:

{W }S = f
(
αx , αy

)
(1)

Algorithm 1 Computing S in {W } as a Function of the Model
Parameters
1: procedure PROJECT(αx , αy)
2: O← [0 0 0]T

3: ex ← [1 0 0]T

4: ez← [0 0 1]T

5:

6: // Laser
7: {L}rL ← (O, ex)
8: rL ← ξL ⊕

{L}rL
9:

10: // Mirror
11: z′← R(αx , αy) z
12: {M}πM ←

(
z′, tM

)
13: πM ← ξM ⊕

{M}πM
14: nM ← NORMAL(πM )
15: P ← INTERSECT(rL , πM ) F eq. (20)
16: vM ← REFLECT(vL , nM ) F eq. (18)
17: rM ← (P, vM )
18:

19: // Viewport
20: {V }π0

V ← (z,−tV /2)
21: {V }π1

V ← (z, tV /2)
22: π0

V ← ξV ⊕
{V }π0

V
23: π1

V ← ξV ⊕
{V }π1

V
24: nV ← NORMAL(π0

V )
25: Q← INTERSECT(rM , π0

V ) F eq. (20)
26: v0V ← REFRACT(vM , nV , η0, ηV ) F eq. (19)
27: r0V ←

(
Q, v0V

)
28: R← INTERSECT(r0V , π

1
V ) F eq. (20)

29: v1V ← REFRACT(v0V , nV , ηV , η1) F eq. (19)
30: r1V ←

(
R, v1V

)
31:

32: // Target
33: {T }πT ← (O, ez)
34: πT ← ξT ⊕

{T }πT
35: S← INTERSECT(r1V , πT ) F eq. (20)
36: end procedure

The implementation of function f is conceptually shown in
algorithm 1. From now on, all the variables are assumed
to be referred to the world coordinate frame {W } unless
otherwise explicitly stated. Lines are defined by a point and
a vector and planes by a normal vector and the distance to
the reference frame (see section A-3). Please, bear in mind
that this implementation is conceptual. For instance, rL ←
ξL ⊕

{L}rL in line 8 is meant to signify that the laser ray rL
in the world coordinate frame is obtained from the laser pose
ξL and its equation relative to the local frame {L}rL . In reality,
this operation is implemented as explained in section A-4.

The rotation matrix R(αx , αy) in line 11 is built as a multi-
plication of two matrices: one expressing the rotation around
the y axis of the mirror and another around x. The mirror
is considered to first rotate around the y axis an angle αy.
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Then, it rotates around the unrotated x axis an angle αx .
Since both rotations occur around the original axes, the 3× 3
rotation matrix on the y axis Ry(αy) is premultiplied by the
3× 3 rotation matrix on the x axis Rx(αx):

R(αx , αy) = Rx(αx) Ry(αy) (2)

C. APPLYING THE REVERSE MODEL
The proposed model can also be used to solve the inverse
problem: given a point to be scanned S, which angles [αx αy]
should the mirror be rotated? This is a highly relevant prob-
lem because solving it allows to project the laser ray in any
arbitrary direction inside its FoV. This is directly applicable
to 3D scanning: when scanning a target, the laser ray must
be steered in order to project a given pattern onto the scene.
This pattern is a set of known setpoints that the laser needs
to illuminate in a particular order. By using a biaxial MEMS
mirror and solving the aforementioned inverse problem, any
arbitrary pattern can in principle be projected.

Solving the inverse problem means inverting the func-
tion f in equation (1). However, doing so analytically is a
very cumbersome task because the variables [αx αy] appear
multiple times with different exponents and inside different
trigonometric functions. Therefore, a numerical approach is
followed.

1) ONE SINGLE POINT
The pair of angles [α∗x α

∗
y ] that achieve the projection of S on

the target must comply with the equation

[α∗x α
∗
y ] = f −1(S). (3)

They can be found iteratively by using the non-linear least-
squares Ceres solver [42]. In order to do so, the residual error
to be minimized is

r = ||S− f (αx , αy)||2 (4)

Like in any iterative solver, an initial guess is required.
In this problem, starting with αx = αy = 0◦ is usually good
enough for the solver to converge to the solution.

2) APPROXIMATED FUNCTION
Real 3D scanning patterns can be made up of hun-
dreds or thousands of setpoints. A straightforward way to
compute the required angle pairs would be computing each
pair of angles corresponding to each setpoint, as seen before.
This approach, however, would not be efficient. Finding a
more efficient approach could in principle allow the pro-
jection pattern to be changed online. This could enable the
sensor to increase its resolution in interesting areas of the
FoV as it scans or to decrease it in order to speed up the 3D
reconstruction.

An arbitrary pattern � consisting of n points can be
expressed as:

� = f (α), (5)

where

� =


S1

S2
...

Sn

 and f (α) =


f (α1x , α

1
y )

f (α2x , α
2
y )

...

f (αnx , α
n
y )

 . (6)

Consequently, in order to project the pattern, the set of
needed angle pairs can be computed as

α = f−1(�). (7)

Like before, finding the analytical expression of the inverse
function f−1 is cumbersome. Instead, it would be highly ben-
eficial to find a simpler, approximated function g that yielded
approximated values for the angle pair [α̃x α̃y] corresponding
to an arbitrary projection point S:

[α̃x α̃y] = g(S) (8)

These values would be then used to project an approximated
setpoint S̃, which would be close enough to the original S:

S̃ = f (α̃x , α̃y) ≈ S (9)

This would be done for all the points in the pattern:

�̃ = f (g(�)) ≈ � (10)

More specifically, the function g is chosen to be a 5th

polynomial on Sx and Sy:

α̃x = g(Sx , Sy, σ x) (11)

α̃y = g(Sx , Sy, σ y) (12)

σ x and σ y are the coefficient vectors of the polynomial
that yield the corresponding approximated angles α̃x and α̃y,
respectively. The z component of S is not used because it is a
redundant parameter that is determined by the position of the
target plane πT .

The coefficient vectors σ x and σ y are found numerically
using Ceres [42]. First, an arbitrary pattern � containing n
setpoints is defined. Then, the residual passed to the solver is

r =
∑
0≤i≤n

||Si − f (α̃ix , α̃
i
y)||

2, (13)

where α̃ix and α̃
i
x are computed using equations (11) and (12).

The resulting joint formal expression for the optimized coef-
ficient vectors

[
σ ∗x σ

∗
y

]
is then:[

σ ∗x σ
∗
y

]
= argmin

σ x ,σ y∑
0≤i≤n

||Si−f
(
g
(
S ix , S

i
y, σ x

)
, g

(
S ix , S

i
y, σ y

))
||
2

(14)

In order to evaluate the performance of the proposed
approximated function, a pattern consisting in 50 × 50
equidistant setpoints spread over the whole FoV is used.
Please note that these are waypoints through which the scan-
ning pattern will pass. The values of all the different sensor
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parameters are gathered in table 2. Please note that the target
is at a distance of 1 m from the MEMS.

Computing each angle pair corresponding to each of the
setpoints takes around 7 s for such a pattern. If the pat-
tern were required to change, new angles would need to be
computed once again, unless some of the setpoints could
be reused or interpolated. Using the approximated approach,
the required time to compute all the angles is greatly
reduced to 7 ms for the same pattern. Regarding accuracy,
the maximum and average point-to-point distances between
the desired and the approximated patterns are 0.013 mm
and 0.002 mm, respectively. The resulting angles computed
using the approximated function are also very similar to the
ones obtained point by point: their maximum and average
differences are 0.12◦ and 0.07◦, respectively. These results
confirm that the 5th-order polynomial is a suitable approxi-
mation function for f −1, since it allows to reduce computation
time while keeping a very high accuracy. Computing the
coefficient vectors σ x and σ y takes around 1 minute, but it
only needs to be done once because they would only vary if
some of the sensor parameters changed.

The order of the polynomial g has been chosen to be
5 heuristically. Additional investigation of more potentially
appropriate functions could be carried out. However, given
that the evaluation times for different polynomial orders are
very similar, their use would probably not increase the sensor
performance noticeably.

TABLE 2. Nominal values for the model parameters. The units are
millimeters for lengths and degrees for angles.

IV. STUDY OF PARAMETER INFLUENCE
This section is devoted to examining the influence that each
one of the model parameters has on global performance. In
order to study the individual effect of each parameter, they
will be modified one at a time while keeping the rest constant.
Let us consider a synthetic model with the nominal values of
all the parameters defined in table 2. The poses ξ of all the
elements are referenced to the world coordinate frame {W }.
The rotation angles around the local y axes of the MEMS,
viewport and target are represented with θM , θV and θT ,
respectively. δ is the displacement of the mirror reference
frame {M} in world y and z directions. lV is the position of
the reference frame of the viewport in the world z direction.
A schematic top-down view of this configuration is shown

FIGURE 2. Influence of miscalibrating each parameter. Please note the
different error scales in the vertical axes.
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FIGURE 3. Viewport and target are kept perpendicular to the outcoming
light ray for αx = αy = 0◦ throughout the simulations. Therefore, the y
angles of the viewport and target depend directly on the y angle of the
MEMS. In this configuration, θV = θT = 90◦ + 2 θM . Please note that the
values of angles θM , θV and θT as drawn in the figure would have
negative sign.

in figure 3. Note that in this configuration:

β = 90◦ + θM , (15)

where β is the angle defined by the laser ray and the normal
of the mirror plane when αx = αy = 0 (see figure 1).
The different indices of refraction η are chosen from

air, plexiglass and water, respectively [43]. The maximum
mechanical angle for both axes of the MEMS is 5◦, which
makes both the horizontal and vertical mechanical FoVs
equal to 10◦. This is a typical value for MEMS mirrors [34].
The section is structured as follows: first, the magnitude

of the error that results from miscalibrating each parameter
individually is reported in section IV-A. Then, other sources
of error in the final projection are described in section IV-B.
Finally, the effect of the parameters in the FoV of the scanner
is studied in section IV-C.

A. EFFECT OF INDIVIDUAL PARAMETER MISCALIBRATION
The model presented in this paper is aimed at evaluating
and reducing the projection errors of the scanner. One of the
main sources of projection errors is parameter miscalibration.
A parameter is miscalibrated when its actual value differs
from its nominal one. The projection error introduced by this
miscalibration is defined as the distance between the nominal
(expected) position of a point S and its deviated (actual)
position Sm.

The projection errors due to miscalibrated parameters are
shown in figure 2. The metric used in all their vertical axes is
the average distance between the nominal projection and the
miscalibrated one for each projected point (for n waypoints
in total, with n = 100):

avg error =
1
n

∑
0≤i<n

‖Si − Sim‖ (16)

There is a number of conclusions that can be drawn from
these figures. First, it can be seen that θM (directly related
to β, see equation (15)) is a very critical parameter: a slight

FIGURE 4. Distorted patterns for different values of β at 1 m distance.
The color bar measures the distance of each point to the average
x-coordinate of its corresponding vertical line.

deviation from its nominal value of only 0.2◦ makes the error
increase rapidly (see figure 2a). Similarly, a deviation in the
value of θV of only half a degree causes an average error well
over 1 mm (see figure 2d). Regarding the index of refraction
of water, it should be noted that it generally depends on
different factors, such as light wavelength, salinity and tem-
perature. For a green laser source of wavelength λ = 532 nm,
the index of refraction of sea water η1 is between 1.330 and
1.345 for a wide range of salinity values [44]. A discrepancy
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FIGURE 5. Maximum deviation 1 from the desired pattern of straight
lines for an increasing number of waypoints. The curved lines show the
actual light trajectories between waypoints.

of this order would entail an average error of around 1 mm
(see figure 2g).

Moreover, the possible variations of δ and tM considered
are up to 1.5 mm, since that is in the order of a typical
MEMS mirror diameter [34]. These values are enough to
cause noticeable deviations, especially if the required preci-
sion is submillimetric (see figure 2b and 2c).

On the other hand, the influence of a slightly miscalibrated
viewport thickness is not too high (1 cm of deviation entails
an average error of around 0.3 mm, see figure 2f). Similarly,
an error in the viewport distance of up to 1 cm would not
make the average error increase further than 0.4 mm (see
figure 2e). In these last two cases, standardmeasurement tools
exist that can easily provide lengths measurements with a
greater accuracy than 1 cm.

B. OTHER SOURCES OF ERROR
The presented model allows the investigation of differ-
ent sources of errors other than parameter miscalibration.
This section studies the magnitude of projection errors
with perfectly calibrated parameters. The sources of error
considered depend on the number of waypoints used per
line (section IV-B1) and on the real distance to the target
(section IV-B2). The aim of this section is helping to have
a deeper insight on which nominal parameter values are
optimal.

In the following results, both viewport and target planes are
kept perpendicular to the outgoing reflected laser beam when
αx = αy = 0◦ (see figure 3). Therefore:

θV = θT = 90◦ + 2 θM (17)

1) NUMBER OF WAYPOINTS PER LINE
The model presented in this paper can be used to compensate
for the distortions introduced by the biaxial mirror and by

FIGURE 6. Influence of the number of waypoints per line in the maximum
deviation from the straight light between waypoints. Please note that the
vertical axes use a logarithmic scale.
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FIGURE 7. Scheme of the projection of straight lines on a target placed at
a nominal distance. In order to achieve this, the points at the outside
surface of the viewport do not lie exactly on top of each other. Therefore,
the laser surface is actually a cone with very slight curvatures. As a
consequence, when the target lies at a different distance, the waypoints
will not be exactly on top of each other. Please note that the curvature of
this surface is in reality much lower than drawn.

the double refraction, which mainly depend on β [39] (see
figure 4). This way, it can compute the required angles to
project a given number of waypoints at their desired positions.
Nonetheless, the movement of the mirror between waypoints
still follows the distorted trajectories shown in figure 4, intro-
ducing a distortion with respect to the corresponding straight
line.

The deviation1 of the actual light pattern from the desired
one largely depends on the number of waypoints used per
line, as shown in figure 5. Intuitively, the deviation 1 should
decrease when more waypoints per line are used: the smaller
the distance between two consecutive waypoints, also the
smaller the deviation 1. The actual evolution is depicted
in figure 6.

Some conclusions can be drawn from these plots. In gen-
eral, the higher the number of waypoints per line, the lower
the deviation. However, this introduces a trade-off, since
increasing the number of waypoints per line may in principle
mean higher memory requirements and scan time.

The deviation can also be minimized by reducing β (see
figure 6a). This is an expected result, since a smaller β
naturally introduces less deviation, as seen in figure 4.
However, this reduction is usually limited in practice by the
laser module (or an alternative mirror combination), which
would obstruct the reflected light for β → 0◦. Another reason
to keep β as small as possible is to increase the effective
reflective area of the mirror (in reality, a laser ray has a certain
beam diameter and is not a 1D line).

FIGURE 8. Maximum line fitting error when the actual scan plane does
not necessarily lie at the nominal distance of 1000 mm.

In a similar fashion, increasing θV in the negative direc-
tion has a positive influence in the pattern deviation (see
figure 6c). However, making θV 6= 0◦ has other implications
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(see section IV-B2). The rest of the parameters (δ, lV and tV )
have a much smaller influence (see figure 6b, 6d and 6e).

2) DIFFERENT TARGET DISTANCE
The set of angles required to project straight lines depends on
the distance to the target, so a certain value needs to be chosen
as nominal. However, during the actual scanning, the target
may lie at a different distance, which is not known a priori.
This fact results in the projection points corresponding to the
same line not lying exactly one on top of the other. The reason
for it is that the double refraction causes points Ri in figure 1
not to form a perfectly straight line. Therefore, the outgoing
light planes are in reality curved surfaces with very slight
curvatures (see figure 7).

In order to assess the actual magnitude of the error,
a straight line was fitted using least squares to each line of
waypoints Si. The metric used is the maximum distance from
the points in the pattern to their corresponding fitted line.
Results are shown in figure 8.

It can be seen that the most influential parameters are
viewport distance and orientation. With a wise choice of a
small viewport distance lV and with θV = 0◦, the maxi-
mum distance to the corresponding fitted line is well below
0.05 mm (see figures 8c and 8d), even if the scanned target
lies at a distance of 4 m (whereas the angles have been
calibrated for 1 m). The rest of the parameters (β, δ and tV )
have a much lower influence on the magnitude of this error
(see figures 8a, 8b and 8e).

FIGURE 9. FoV at a distance of 1 m.

C. FIELD OF VIEW
A relevant performance characteristic of a scanner is its FoV,
which should be as big as possible. In the presented model,
the area covered by the FoV is mainly dependent on β,
as plotted in figure 9. According to this graph, reducing β
also contributes to increasing the scanner’s FoV.

V. CONCLUSION AND FUTURE WORK
The model presented in this paper constitutes a tool to
prove that using a biaxial mirror as deflecting element in an

underwater 3D scanner can minimize the distortions intro-
duced by a flat refractive viewport. Moreover, the model
is also useful to study the theoretical performance of the
scanner for a set of variable parameters. One of the first
conclusions that can be drawn is that calibrating properly all
the parameters is essential for an accurate light projection,
as has been proved with synthetic data.

Furthermore, the model can be used to have a better under-
standing with respect to the optimal nominal values of the
different parameters. It has been proved that the angle β
should be kept small, so a reasonable value for the MEMS
orientation with respect to the laser could be θM ≈ −80◦.
The flat viewport should be placed close to the MEMS
(lV as small as possible) and perpendicular to the reflected
laser ray (θV ≈ 0◦). Viewport thickness does not influence
much, so in practice its value will mainly depend on mechan-
ical and production requirements. It is also important to keep
δ ≈ 0◦, so laser and MEMS should be as well aligned as
possible. With this configuration and using a high enough
number of waypoints, the errors from the studied sources
should not introduce noticeable deviations in the straightness
of the laser lines, even when scanning at different distances.

Coming back to the contributions of this work introduced
in section I, it has been proved that the presented approach
can in principle reduce significantly the 3D reconstruction
time while keeping a high accuracy. The authors in [11] claim
that using a 1-DoF mirror, the maximum fitting error at a
distance of 100 mm was 0.195 mm using elliptic cones and
4.05 mm using planes. In our approach with a 2-DoF mirror,
and using the discussed nominal values for each parameter,
the maximum fitting error using planes is less than 0.1 mm at
a 4 m distance.

Finally, changes of the index of refraction of the water
η1 should be taken into account. By following these rec-
ommendations, submillimetric accuracy in the projection of
straight lines could in principle be achieved for a wide range
of distances to the target.

The next step in this line of research should be building a
first prototype of the scanner using the knowledge presented
in this paper. Once it has been built, its implementation and
testing will likely yield hardware-related sources of error
which have not been considered yet. Examples of these types
of sources are limitations in the MEMS dynamic control and
in the accuracy of the calibration result.

APPENDIX A
GEOMETRICAL CONCEPTS
This appendix first gathers three well-known principles,
namely reflection, refraction and line-plane intersection,
uponwhich themathematical model is built. Then, coordinate
composition to transform points and vectors into different
reference frames are reviewed.

1) REFLECTION (figure 10a)
The direction vector of the light ray resulting from the reflec-
tion of a ray with vector vin at a surface with normal n
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FIGURE 10. The direction of a light ray impacting on a surface changes
due to either reflection or refraction, mainly depending on the properties
of the surface material.

(given that vin and n are unit vectors) is computed as:

vout = vin − 2 (vin · n) n (18)

2) REFRACTION (figure 10b)
In case a light ray with vector vin encounters a refractive
surface with normal n that separates two media with different
refraction coefficients (ηin and ηout , respectively), and assum-
ing that vin and n are unit vectors, the direction vector of the
resulting refracted ray can be expressed as:

vout =
ηin

ηout
(n× (−n× vin))

−n

√
1−

(
ηin

ηout

)2

(n× vin) · (n× vin) (19)

3) LINE-PLANE INTERSECTION
The intersection point P between a line l = l0 + λv and a
plane π ≡ n · x = d is computed as:

P = l ∩ π =
d − n · l0
n · v

v+ l0 (20)

As seen here, a line is defined by a point and a direction
vector l = (l0, v), whereas a plane is defined by its normal
vector and the distance to the reference frame π = (n, d).

4) 3D POSE COMPOSITION
The pose of a given coordinate frame A with respect to the
world coordinate frame W is given by {W }ξ {A} but, for the
sake of readability, from now on it will be named as ξA. In 3D
space, it is made up of 6 DoF:

ξA = [x y z φ θ ψ]T (21)

In order to change the reference frame in which the 3D
coordinates of a point are expressed, the following equation
is generally used:

{W }P ={W } t{A} +{W } R{A} {A}P, (22)

where {W }t{A} is the relative translation of {A} with respect to
{W } and {W }R{A} is the relative rotation of {A} with respect
to {W }. This operation is called composition and can be
expressed in a more compact form:

{W }P = ξA ⊕
{A}P (23)

A more detailed explanation of compound geometrical rela-
tionships in 3D can be found in the appendix A of [45]. The
coordinates of a vector can be expressed with respect to a
different coordinate frame by simply rotating it:

{W }v ={W } R{A} {A}v, (24)

Lines and planes can be characterized by using one point
and one vector. A line is defined by any arbitrary point on it
and its direction vector, whereas a plane is represented by any
arbitrary point on it and its normal vector. Therefore, express-
ing a line or a plane with respect to a different reference frame
boils down to applying the corresponding transformation to
its defining point and vector.

ABBREVIATIONS
AOD acousto-optic deflector
AUV autonomous underwater vehicle
DoF degree of freedom
EOD electro-optic deflector
FoV field of view
LiDAR light detection and ranging
LLS laser line scanner
MEMS microelectromechanical system
SfM structure from motion
SONAR sound navigation ranging
UUV unmanned underwater vehicle
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