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ABSTRACT In underwater wireless sensor networks (UWSNs), the sensor nodes are sparsely deployed
over a large sea area due to their high design cost and high manufacturing cost. Opportunistic routing
protocols are a promising forwarding technique for various UWSNs. However, many opportunistic routing
protocols suffer from the void problem in sparse underwater scenarios. Hop count-based opportunistic
routing protocols inherently alleviate this problem by periodically maintaining the topological information
of sensor node. Nevertheless, the robustness of these protocols degrades due to channel variation and node
movement in UWSNs. In this paper, we propose a coding-aware opportunistic routing method for sparse
UWSNs (CORS). In CORS, we use topological information to adaptively expand the candidate set. On this
basis, a forwarding with opportunistic coding strategy is developed to join interflow network coding and
opportunistic forwarding in CORS. In addition, we design a sliding window-based coding algorithm to
provide effective coding gains with low coding overhead. Then, a sliding window-based decoding algorithm
is designed to reduce decoding overhead. Simulation results show that CORS significantly improves upon
the network performances of existing protocols in various scenarios.

INDEX TERMS Underwater wireless sensor networks, opportunistic routing, hop count, network coding.

I. INTRODUCTION
Underwater wireless sensor networks (UWSNs) have
attracted much attention in scientific research and industrial
applications [1], [2]. UWSNs are composed of sensor nodes
deployed in regions of submarine environments to monitor
climates, trace pollution, assist navigation, prevent disasters,
etc. In many scenarios, aqueous systems are dynamic, and
events occur within the water mass since it advects and
disperses within special regions. A typical solution is to use
a swarm of mobile sensors to construct observation systems
[3]–[6]. Generally, mobile nodes are sparsely deployed over
a large area due to their high design cost and high manufac-
turing cost [7], [8]. The information of each sensor node is
transmitted to the sink node through multihop transmission
and then forwarded to the onshore center via RF transmission.

The function of the routing protocol in a UWSN is to
establish a forward path toward the sink node. Traditional
routing protocols are not efficient and not feasible in some
scenarios due to the complexity of the channel, high latency
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and variable topology in harsh underwater environments [2].
In contrast, opportunistic routing (OR) is an effective solution
for these problems, as it can establish a path to the sink by tak-
ing the broadcast nature of wireless media and opportunistic
forwarding into consideration [9], [10].

The void problem is the main factor that degrades the net-
work performance in a given sparse UWSN [11]. Among var-
ious OR protocols, hop count-based OR routing protocols can
effectively alleviate the void problem due to the application of
the topological information that is periodically established by
the sink [12], [13]. However, in sparse UWSNs, the candidate
set is usually small, and the void problem occurs heavily due
to node movement and channel variation. Node movement
can disable the link between a transmission pair. As shown
in Fig. 1, node D fails to forward packet d2 to node F because
link DF fails with the movement of node F. Since node D only
has one neighbor with a smaller hop count (HC) than that
of itself, packet d2 cannot reach sink1. Moreover, channel
variation influences the reliability of topology establishment
and maintenance. As shown in Fig. 1, the hop count of node
G is smaller than that of node E. The channel state of link EG
is best in the topology establishment stage. However, as the
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FIGURE 1. The void problem due to node movement and channel
variation in sparse UWSNs.

channel worsens, node G cannot properly receive packet
e3 from node E. Thus, packet e3 cannot reach Sink1 since
node E has only one neighborhood with a smaller hop count
than that of itself. These factors heavily influence network
performance in scenarios with few nodes in the candidate set.

Candidate set expansion is a effective method to improve
the delivery performance of a sparse UWSN. Unlike typical
hop count-based OR protocol, we incorporate the nodes with
equal or high hop counts in the candidate set. As shown
in Fig. 2, node C has the same hop count as node D. By using
the opportunistic forwarding algorithm, node C can forward
the packet overheard from node D. Then, packet d2 can reach
Sink1 across node G. However, the neighboring nodes with
equal or higher hop counts directly forward the packet, which
would introduce unnecessary transmissions. Thus, an oppor-
tunistic forwarding strategy is required to adaptive to dynamic
network topology.

Network coding is a natural method for forwarding one
packet integrated by many packets. [14]. By using network
coding, intermediate nodes can encode packets from different
traffic flows to reduce redundant transmission [14], [15].
In addition, network coding can improve transmission relia-
bility in networks with poor channel conditions by integrating
diverse packets from different nodes into the redundant trans-
mission rather than merely forwarding the duplicate packets
[16], [17]. To recover original packets, a node requires the
coded packets whose quantity is fewer than that of duplicate
forwarding. This is robust in the networks with dynamic net-
work topology. As shown in Fig. 2, node B encodes incoming
packet e3 with local packet b3 into coded packet b3 ⊕ e3.
Similarly, node Y generates packet x4⊕ y3⊕ e3 by encoding
packet e3 with local packet x4 ⊕ y3. Thus, packet e3 can be
decoded if the base station receives one of packets b3 and
x4⊕ y3. In contrast, the base station can successfully decode
packet b3 after decoding packet e3 since packet b3 fails to
reach it beforehand. However, if node B directly forwards
e3 without coding with packet b3, packet b3 still cannot be
collected by the base station. Thus, the delivery performance

FIGURE 2. Candidate set expansion and opportunistic coding strategy.

in a sparse UWSN can be improved by designing a reasonable
opportunistic coding mechanism based on interflow network
coding in the network layer.

Several protocols have been designed for multihop wire-
less mesh networks by integrating network coding with
opportunistic routing [17]–[20]. However, these protocols
aim at improving network performance for networks with
multiple cross-traffic flows or with multicast traffic, and
they cannot effectively optimize the routing problem in the
networks with unidirectional flows to the sink nodes. Thus,
we develop a Forwarding with Opportunistic Coding (FOC)
strategy based on hop count-based candidate set expansion
method and interflow network coding.

In FOC strategy, each intermediate node calculates the
probability of opportunistic codingwith the topological infor-
mation conveyed in the incoming packet. Each node encodes
multiple packets from different source nodes. In addition,
we use the source address and sequence identifier (SID) to
distinguish each encoding symbol since that multiple packets
generated from the same source node can reach the immedi-
ately adjacent node within a small time interval. However,
the number of encoding symbols becomes larger as each
source node continuously generates packets. The overgrowth
of encoding symbols not only increases coding overhead
but also introduces additional decoding delay. An method
to resolve this problem is only coding the packets from the
associated region since this can significantly limit the amount
of input symbols. However, it is not feasible to divide the
coding region by spatial location in mobile scenarios.

To provide effective coding gains with low coding over-
head and low decoding overhead, we develop a novel Slid-
ing Window-based Coding (SWC) algorithm. Unlike con-
ventional sliding window-based coding, SWC is a coding
algorithm designed for interflow network coding that is used
in the networks with unidirectional flows. In SWC algorithm,
a node dynamically adjusts its coding region according to
the SIDs of local buffered packets and the incoming packet.
Moreover, a maximum buffering time interval is used to
restrict the input packets. In addition, we use a maximum
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coding degree to control the sparsity of the coding vector.
We set a constant value of the coding vector size. Thus,
the decoding matrix is constant and cannot be affected by the
generation of new data packets in the sensor nodes. Further-
more, we design a Sliding Window-based Decoding (SWD)
algorithm to reduce the decoding overhead introduced by
conventional decoding process. At last, we integrate the SWC
algorithm into the FOC strategy. On this basis, we propose a
coding-aware opportunity routing method for sparse UWSNs
(CORS).

The rest of the paper is organized as follows. In Section 2,
the related work with respect to typical OR protocols in
UWSNs is summarized. Section 3 defines the network
architecture and channel model exploited in this paper.
In Section 4, we illustrate the key components of CORS,
namely, network initialization and maintenance, forwarding
with an opportunistic coding strategy, a slidingwindow-based
coding algorithm, a sliding window-based decoding algo-
rithm, and a backoff strategy. Then, we analyze the proposed
protocols in Section 5. In Section 6, we present a performance
evaluation and discussion. Finally, we conclude the paper in
the last section.

II. RELATED WORKS
In OR protocols, candidate selection is generally based
on geographic information or network topology [9]. Thus,
we categorize recent OR protocols into geographic-based,
pressure-based and hop count-based OR protocols.

A. GEOGRAPHIC-BASED ROUTING PROTOCOLS
Vector-based forwarding (VBF) was the first opportunistic
routing protocol developed for UWSNs based on coordinate
information [21]. In VBF, the candidate set is divided by a
pipeline from each sensor node to a sink node. Immediate
nodes receive a packet judging whether they cooperate with
forwarding this packet by using the coordinates of the source,
the sink and the current node. In VBF, only the node in the
pipeline can forward a packet. On the basis of VBF, hop-by-
hop vector-based forwarding (HH-VBF) optimizes the candi-
date set by adjusting the pipeline toward the sink node [22].
Adaptive hop-by-hop vector-based forwarding (AHH-VBF)
resolves the redundant transmission problem in an underwa-
ter sparse network by dynamically adjusting each forward
region [8]. Geographic and opportunistic routing with depth
adjustment-based topology control for communication recov-
ery over void regions (GEDAR) uses the 3D location of each
node for selecting a candidate set and for estimating link
reliability to select the optimal forwarder [10]. In addition,
GEDAR solves the void problem by adjusting the depth
positions of corresponding nodes. The game-theoretic routing
protocol optimizes the candidate set with location informa-
tion and designs a game-theory-based forwarding strategy
(GTRP) [23]. These protocols based on three-dimensional
(3D) locations can address the hidden terminal problem and
alleviate the void problem to some extent. However, the reli-
ability of the applied routing algorithm heavily depends on

the accuracy of acoustic positioning since the 3D location of
each node is obtained through acoustic positioning. More-
over, the use of acoustic positioning adds additional energy
overhead and introduces additional interference. Therefore,
these protocols are only suitable for network scenarios with
slight link variations and regional node movements.

B. PRESSURE-BASED ROUTING PROTOCOLS
Since many underwater sensors are integrated with pressure
sensors, each node can obtain depth information without
introducing communication overhead due to expensive dis-
tributed localization. In view of this, a series of opportunistic
underwater routing protocols have been developed based on
depth information. Depth-based routing (DBR) is a typical
receiver-side-based opportunistic routing protocol that uses
depth information to select candidate sets [24]. A depth
threshold is used to select the candidate set. In DBR, the node
with the lowest depth has the highest priority to forward
packets. On the basis of DBR, the energy-efficient depth-
based routing (EEDBR) and weighting depth and forwarding
area division DBR (WDFAD-DBR) protocols were devel-
oped [25], [26]. EEDBR considers residual energy during the
process of candidate set selection, and this optimizes the net-
work lifetime while reducing the packet delivery ratio. How-
ever, DBR and EEDBR suffer from the void problem, as only
1-hop information is considered. WDFAD-DBR solves the
local optimization problem and the void problem via depth
weighting and forwarding region division. However, the algo-
rithm for forwarding region division relies on the accuracy of
acoustic positioning for each node. Moreover, as the network
size increases, a large number of control messages inter-
fere with information transmission. Thus, WDFAD-DBR is
more suitable for networks with lower traffic. Hydraulic
pressure-based anycast routing (Hydrocast) divides potential
forwarding nodes into multiple candidate sets [27]. In addi-
tion, the distance information is used to estimate the channel
between each pair of neighbors to calculate the normalized
advance (NADV) of each candidate set. However, the relia-
bility of the NADV relies on the measurement accuracy of
the relative position of each node. Moreover, the theoretical
model used to estimate the packet loss ratios of channels
cannot be used directly in actual underwater network scenar-
ios. The protocols in this category can effectively address the
routing problems in dense networks, since they use the depth
information together with other information of neighboring
nodes. However, they require more transmission redundancy
to address the void problem and to improve the delivery per-
formance in networks with time-varying channel condition.

C. HOP COUNT-BASED ROUTING PROTOCOLS
Hop count-based routing protocols for UWSNs are com-
monly based on the hop count information established
by broadcasts from sink nodes. The hop-by-hop dynamic
addressing-based (H2-DAB) protocol is an opportunistic
routing approach with a multiple-sink architecture [28]. Each
node records the distance gradients to two adjacent sink
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nodes during every updating interval. In H2-DAB, the neigh-
bor node with the smallest hop count is placed into the
candidate set. Each node selects the next-hop forwarder by
negotiating with the node in the corresponding candidate
set. However, H2-DAB fails to use the broadcast nature of
wireless media during forwarding. Moreover, the forward-
ing process is inefficient since H2-DAB exploits sender-side
coordination. Two-hop acknowledgment (2H-ACK) routing
introduces a two-hop feedback mechanism on the basis of
H2-DAB [29]. In 2H-ACK routing, each forwarder sends
feedback to inform the last forwarder node after receiving
the request reply from the node with the smallest hop count.
Although the transmission reliability is optimized, 2H-ACK
routing fails to use the broadcast nature of wireless media as
well. Moreover, the loss of feedback information increases
the amount of unnecessary redundant transmission in the
network. Void-aware pressure routing (VAPR) chooses the
next-hop forwarder by using hop count, depth and sequence
number information [30]. In VAPR, the division of multiple
candidate sets is accomplished by a clustering algorithm
based on node distances, which can effectively optimize
transmission in a dense network. However, the forwarding
algorithm relies on the accurate division of the coordinate set,
which relates to the locations of two-hop neighbor nodes and
the corresponding link information between each pair. The
network performance degrades heavily as nodes frequently
move or in sparse scenarios. In addition, topology control
may affect data transmission at high traffic rates. Inherently
void-avoidance routing (IVAR) uses depth information and
hop counts to calculate the candidate set to bypass void areas
[12]. In IVAR, the distance between each node is estimated
by the received signal strength, but this is ineffective due
to the complexity and variability of the underwater channel.
Distance vector-based opportunistic routing (DOVR) exploits
hop count information for establishing a distance vector to
improve the void problem and the detoured forwarding prob-
lem [13]. In DOVR, the broadcast nature of the wireless
medium is effectively exploited to accomplish opportunistic
forwarding since the adjacent nodes with the lowest hop
counts are all added to the candidate set. However, the can-
didate set may be invalid within the update interval due to
channel variation and node movement. Although this kind of
protocol can avoid the void problem to some extent, topology
maintenance may consume additional energy. In addition,
the network performances of these protocols may be sensitive
to dynamic changes in network topology.

III. SYSTEM MODEL
In this section, we first describe the architecture of the under-
water network considered in this paper. Then, we review
the underwater channel model and derive the signal-to-
interference plus noise ratio (SINR) used in the simulation.

A. NETWORK ARCHITECTURE
In this paper, we consider a 3D mobile underwater network
scenario, as shown in Fig. 1. The network consists of two

types of nodes: sensor nodes and sink nodes. The sensor
nodes are isomorphic nodes that have the ability to collect,
send, and forward information. Each sensor node deployed at
a different depth can move with the current to collect data in
sea areas [5]. The sink nodes, uniformly located on the surface
of the network, are integrated with an acoustic modem and a
wireless modem to communicate with a satellite. Each node
transmits information to the sink node directly or through
multihop transmission. Then, the information is forwarded to
a satellite and relayed to the base station via RF transmission.

B. CHANNEL MODEL
The attenuation of a signal contains three parts: large-scale
path gain, spreading loss, and absorption attenuation [31].
We calculate the total attenuation over a distance d for a signal
of frequency f as below.

A(f , d) = gpdkα(f )d (1)

where gp represents the large-scale gain with a log-normal
distribution 10lg(gp) ∼ N (0, σ 2). k is the spreading factor
that describes the extended geometric shape (k = 2 for
spherical spreading, k = 1 for cylindrical spreading). The
absorption coefficient α(f ) is expressed empirically using
Thorp’s formula in dB/km for the carrier frequency f in kHz
[32] as:

10logα(f ) = 0.11
f 2

1+ f 2
+ 44

f 2

4100+ f
+ 0.000275f 2

+ 0.003 (2)

We model the ambient noise in an underwater environment
by the following empirical formula:

N (f ) = Nt (f )+ Ns(f )+ Nw(f )+ Nth(f ) (3)

where Nt (f ), Ns(f ), Nw(f ), and Nth(f ) denote the power
spectral densities (p.s.ds) of turbulence, shipping, waves, and
thermal noise, respectively. The empirical formulas of the
four p.s.ds in dB re µPa per Hz as functions of frequency
in kHz are presented as follows:

10 lgNt (f ) = 17− 30 lg f

10 lgNs(f ) = 40+ 20(s− 0.5)+ 26 lg f − 60 lg(f + 0.03)

10 lgNw(f ) = 50+ 7.5w1/2
+ 20 lg f − 40 lg(f + 0.4)

10 lgNth(f ) = −15+ 20 lg f (4)

where s is the shipping activity factor ranging between 0 and
1, while w is the wind speed in m/s.
Due to the superposition of the interfering packets from

other nodes, we divide each packet into M segments [33].
Then, the SINR of each segment in terms of the carrier
frequency f can be calculated as below:

SINRm =
∫
B

ps(f )/A(f , d)
N (f )+ Im(f )

df (5)

where ps(f ) is the power density of the transmitter for carrier
frequency f . B is the bandwidth in Hz. Im(f ) denotes the
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superposition of the interference power density of the packets
in the mth segment, and this can be evaluated as

Im(f ) =
Nm∑
i=1

pi(f )
A(f , di)

(6)

where Nm is the number of interference nodes in the mth
segment. di is the distance between the ith interference node
and the current node. pi(f ) is the power density of the ith
interference in the mth segment for carrier frequency f . For
simplicity, we assume ps(f ) is a constant function and that
pi(f ) equals ps(f ).

Finally, we use the minimum value of the SINR among all
segments in the packet to represent the SINR of the packet
itself SINR = min(SINRm).

IV. CORS PROTOCOL
In the CORS protocol, the topological information of every
sensor node is established and updated through network
initialization and maintenance phases. Then, during the for-
warding phase, each node executes forwardingwith an oppor-
tunistic coding strategy to send its own packets or relay
incoming packets. In the coding process, a sliding cod-
ing algorithm is used to encode the incoming packet with
buffered packets. Whenever receiving a packet, the base sta-
tion tries to decode new information with the buffered packets
by using a sliding window-based decoding algorithm. More-
over, to alleviate the interference between the control packet
and information packet, CORS exploits a backoff strategy to
wait to forward outgoing packets.

We assume that the hop count of the current forward node i
is hci. This node occupies a candidate set Ci, which contains
all possible next-hop nodes. We divide all the nodes in the
candidate set Ci into three subsets based on their hop count
information: (1) Subset L, where the hop counts of the nodes
are smaller than hci; (2) Subset S, where the hop counts of the
nodes are the same as hci; and (3) Subset H, where the hop
counts of the nodes are higher than hci.

A. NETWORK INITIALIZATION AND MAINTENANCE
Each node initializes and updates its hop count information
as follows. After the network finishes deployment, every sink
node and sensor node initialize their hop count informations
to 0 and∞, respectively. Then, each sink periodically updates
the network topology by broadcasting a beacon packet, which
contains the hop count information of the sender and the
broadcast identification (BID) of this round. The intermediate
node that receives the beacon packet first updates its HC
and local BID under if the BID is higher than or equal to
the local BID. Then, the intermediate node rebroadcasts a
beacon packet that carries its HC and current BID. This
procedure continues until the node farthest away from the
sink nodes successfully updates its topological information.
To reduce the interference induced during topology establish-
ment, each node sets a random jitter for broadcasting a beacon
packet [10].

To periodically update the topological information for each
node, we introduce a beacon broadcast interval TB. After
broadcasting a beacon packet, the sink sets a waiting timer
with a time interval of TB before triggering the next bea-
con. The update interval should be small enough to ensure
effective connectivity despite nodemovements and link varia-
tions between each transmission pair. However, broadcasting
beacon packets frequently can increase the probability of
collision and introduce communication overhead. In addi-
tion, the broadcast mechanism cannot completely ensure the
reliability of the topology update process due to unreliable
links. Therefore, we introduce an implicit topology refresh
mechanism to maintain the topological information. In this
mechanism, each node refreshes its topological informa-
tion by using the data packet overheard from the nodes in
subset L.

CORS uses a valid period of the topological information
Tvalid to eliminate invalid topological information in a timely
manner. A node that fails to update its HC during Tvalid is
degraded to a void node with a hop count of∞. Meanwhile,
it empties its neighbor table. This mechanism prevents invalid
nodes from participating in forwarding. On this basis, CORS
introduces a timeout reconnection mechanism to connect to
the network in time. A void node that fails to update its
topological information during Tvalid broadcasts a connection
request (CR) packet, which includes the node address and
local BID. Then, the surrounding nodes with valid HCs that
receive this CR packet return a connection acknowledge-
ment (CA) packet to help the void node to reconnect to the
network.

B. FORWARDING WITH OPPORTUNISTIC CODING
In CORS, each node occupies two buffers: one is a sending
buffer Bs for buffering packets to be sent when the timer
expires; the other is a temporary buffer Bt for buffering the
packets received from the sparse region. Each buffer can be
represented as

Bk = {Pi|i = 1, 2, . . . ,Nk} (7)

where Pi is the ith packet in buffer Bk , whileNk is the number
of packets in this buffer.

Once it has received data packet Prx , a node executes
Algorithm 1. First, the node checks whether Prx has been
recorded. If recorded, it is discarded (line 3). Otherwise,
the node checks whether Prx is listed in each buffer (lines
4 and 13). IfPrx has been stored in bufferBt , the node discards
the corresponding packet from this buffer on the condition
that Prx is overheard from the nodes in subset L (lines 6 and
7). Otherwise, the node waits to forward Prx if it is not in
the void region (lines 9-11). If Prx is found in buffer Bs,
the hop count information is used to deal with the packet. The
node discards the incoming packet from subset L or cancels
forwarding the packet outside of the subset H (lines 14-20).

Once it has received a new packet, the node executes oppor-
tunistic coding. The packet from the void region is stored in
buffer Bt to increase its lifetime. Then, the node attempts to
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Algorithm 1 Forwarding With Opportunistic Coding
1: Check Prx in buffers Bs and Bt and recorder Rdiscard
2: if Prx ∈ Rdiscard then
3: Rdiscard ← Prx
4: else if Prx ∈ Bt then
5: if hc(Prx) < mHC then
6: Bt ← Bt − {Prx}
7: Rdiscard ← Prx
8: else if mHC 6= hcvoid then
9: Bt ← Bt − {Prx}

10: Bs← Prx
11: set timer according to (19)
12: end if
13: else if Prx ∈ Bs then
14: if hc(Prx) ≤ mHC then
15: Bs← Bs − {Prx}
16: Rdiscard ← Prx
17: cancel corresponding timer
18: else
19: Rdiscard ← Prx
20: end if
21: else
22: if hc(Prx) = hcvoid then
23: Bt ← Prx
24: end if
25: Set flag Fec according to (8)
26: if Fec = TRUE then
27: Pec = sliding_window_coding(Bs,Bt ,Prx)
28: Bs← Pec
29: set timer according to (19)
30: else if hc(Prx) > mHC then
31: Bs← Prx
32: set timer according to (19)
33: else
34: Rdiscard ← Prx
35: end if
36: end if

encode the forward packet, and this procedure refers to (8)
(lines 27-29). We define the coding probability pec as

pec =



1, hcp = ∞;

min(1,
λ1

NL
), NL > γ1, hci < hcp <∞;

min(1,
λ0

max(NS , 1)
), NL < γ0, hcp = hci;

min(1,
λ0

max(NH , 1)
), (NS + NH ) < γ0, hcp<hci;

0, otherwise.
(8)

where NL , NS and NH are the numbers of neighboring nodes
from subsets L, S, and H, respectively. hcp is the hop count
carried in the packet. γ0 and γ1 are the coding thresholds for
nodes outside and inside subset L, respectively. λ0 and λ1 are

the redundancy coefficients of coding for nodes outside and
inside subset L, respectively.

In addition, CORS also executes opportunistic forwarding
for the incoming packets from subset H (lines 31 and 32).
Moreover, forwarding based on topology awareness is
exploited when a node reconnects to the network. The main
process is as follows: after forwarding a packet, the node
discards the packet according to the topological information.
If the node is in the void region or the network density around
the node is very sparse, the packet is stored in buffer Bt
to increase its lifetime. Each time a node reconnects to the
network, it tries to forward the packets in buffer Bt with
opportunistic coding.

C. SLIDING WINDOW-BASED CODING ALGORITHM
In the coding phase, each node uses the coding window
decided by incoming packets and buffered packets to control
the coding process. The coding window is defined as follows:
Definition 1: Considering a set of source nodes in a net-

work and a series of sequence identifiers (SIDs) for the
packets from each node, we define the subwindow Wsub as
the sorting of the addresses of all active sensor nodes. Thus,
the size of Wsub is Nsrc, which is the number of nodes in the
network. We use an SID to mark each subwindow and use the
ordering identifier (OID) of the node address to mark each
element within a subwindow.
Definition 2:We define the sliding windowWec as a set of

subwindows marked with continuous SIDs. If we define the
number ofWsub in a slidingwindow asNsW . Thus, the number
of elements in Wec is |Wec| = NsWNsrc. Then, Wec can be
represented as Wec = {(SIDi,Ni)|i = 1, 2, . . . ,NsW ; j =
1, 2, . . . ,Nsrc}. On this basis, we use Pi = {(SIDik ,Nik )|k =
1, 2, . . .} to represent the ith coded packetPi, where SIDik and
Nik are the SID and the OID of the kth element in the coding
vector of packet Pi, respectively.
The asynchronous generation of each packet and the multi-

hop transmission in the networkmake it impossible for a node
to receive the packets encoded within a small time interval.
However, directly coding the packets with various insertion
times results in large decoding delays. Considering this prob-
lem, we introduce a maximum buffering time τbuf to filter the
packets that are buffered locally. A packet with a buffering
time larger than τbuf is discarded and cannot participate in
coding. This method can effectively limit the variations in
the delays of the input packets and reduce coding overhead.
Moreover, we set an interval for the encoding degree to
control the encoding sparsity. Considering the above factors,
we determine the condition of coding as below.

maxSeq(Pec,Pi)− minSeq(Pec,Pi) ≤ NsW ;
tc − tinsert (Pi) ≤ τbuf ;
Dm ≤ dim(V (Pec)+ V (Pi)) ≤ DM .

(9)

where Pec is the input packet of the coding process in each
round, Pi is the ith packet in the buffer, and tc is the current
time. tinsert (Pi) and V (Pi) are the insertion time and the
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Algorithm 2 Sliding Window-Based Coding
1: Pec← P0
2: for each packet Pi ∈ (Bt ∪ Bs) do
3: if satisfies condition (9) then
4: Wec← Pec,Pi
5: Gec

Wec
←− Pec,Pi

6: Pec
Gec
←− Pec,Pi

7: end if
8: end for
9: if Pec ∈ (Bt ∪ Bs ∪ Rdiscard ) then

10: Pec← P0
11: end if

FIGURE 3. An example of sliding window-based coding.

coding vector of packet Pi, respectively. Dm and DM are the
minimum and maximum dimensions of a coded packet Pec,
respectively.

Algorithm 2 shows the process of sliding window-based
coding. First, we set packet P0 that is currently received to
the coding output Pec. Then, we choose the valid packets
in buffers Bt and Bs in succession to execute the encoding
process. In each round, we update the encoding windowWec
by using the coded packet of the last round together with the
input packet Pi in the current round (line 4). On this basis,
Gec is mapped according toWec and is further used to encode
packets Pi and Pec (lines 5-6). This process continues until
the degree of the coding vector reaches the maximum value
DM or all the valid packets in each buffer are chosen. In this
way, we obtain Pec with window coding by using all the
potential packets in the buffers. Last, we set P0 to Pec if the
coded packet Pec has came across before (line 10).
We use an example to explain the sliding window-based

coding algorithm. As shown in Fig. 3, we assume that the
number of elements inWsub is 4 and that each coding window
Wec has 3 subwindows. For simplicity, we consider encoding
over a Galois field GF(2). The current node buffers four pack-
ets: P1 = {(4, 1), (5, 2)}, P2 = {(3, 4)}, P3 = {(4, 4), (6, 2)},
and P4 = {(3, 3), (4, 1), (5, 4)}. After receiving packet P0,
we successively attempt to encode with the packets in each
buffer. As shown in Fig. 3, P0 = {(4, 2)}, such that the SID
of the potential codingwindow forP0 ranges from 2 to 6 since
only one SID in this packet is 4. Therefore, we can find that
P1 is inside of this interval. Then, we encode P1 with P0

FIGURE 4. Sliding window for decoding.

and obtain a coding output Pec, which can be represented as
Pec = {(4, 1), (4, 2), (5, 2)}. Next, we obtain a new coding
result Pec = {(3, 4), (4, 1), (4, 2), (5, 2)} by encoding packets
P2 and Pec. The encoding window with a value of Wec =

{(i,Nj)|i = 3, 4, 5, j = 1, 2, 3, 4} is unchangeable since the
number of subwindows reaches the maximum value. Then,
the encoding process finishes whenDM = 4. If we set a larger
value forDM , it attempts to encode withP3. In the next round,
however, P3 is obviously outside of Wec, as it has the packet
with the coding information of SID = 6. Thus, the node
bypasses P3 and attempts to encode with P4. This process
continues until the degree of the coding packet reaches the
maximum value DM .

D. SLIDING WINDOW-BASED DECODING ALGORITHM
The base station use sliding window-based decoding (SWD)
algorithm to decode with the accumulated information. The
sliding window for decoding is defined as below.
Definition 3:We define the current decoding windowW 0

dc
as a set of subwindows marked with continuous SIDs. If we
define the number of subwindowsWsub in a decoding window
as NsDW , then, the number of elements in W 0

dc is |Wdc| =

NsDWNsrc. Moreover, W 0
dc can be represented as W 0

dc =

{(SIDi,Ni)|i = 1, 2, . . . ,NsDW ; j = 1, 2, . . . ,Nsrc}. On this
basis, we useWdc(L, r) = {(SIDi+r,Ni)|i = 1, 2, . . . ,L; j =
1, 2, . . . ,Nsrc} to represent an arbitrary decoding window,
where L = NsDW and r is the number of subwindows to the
right of windowW 0

dc.
From the definition above, we can obtainWdc(L, 0) = W 0

dc.
As shown in Fig. 4, when r > 0, the new decoding window
is on the right side of window W 0

dc. When r < 0, the new
decoding window is on the left side of windowW 0

dc.
Definition 4: We use the function Seq() to obtain the set

of SIDs in a packet or in a sliding coding/decoding window.
On this basis, we use Seq(A) ⊆ Seq(B) to represent that the
set of SIDs in A is inside of that in B. In contrast, we use
Seq(A) 6⊂ Seq(B) to represent that the set of SIDs in A
is outside of that in B. For instance, as shown in Fig. 4,
we assume that the decoding window isW 0

dc = {(sid,Ni)|i =
3, 4, 5, 6; j = 1, 2, . . . ,Nsrc}. Then, coding window W1 =

{(sid,Ni)|i = 4, 5, 6; j = 1, 2, . . . ,Nsrc} is inside of decod-
ing window W 0

dc. Coding window W2 = {(sid,Ni)|i =
2, 3; j = 1, 2, . . . ,Nsrc} is outside of W 0

dc since SID = 2 is
not in the set of SIDs inW 0

dc.
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Algorithm 3 Sliding Window-Based Decoding
1: Obtain encoding information from Prx
2: if maxSeq(Prx) > maxSeq(Wdc) then
3: NrW ← NrW + 1
4: end if
5: if Seq(Prx) ⊆ Seq(Wdc) then
6: Gdc

Wdc(l,0)
←− Prx

7: gaussian_elimination(Gdc)
8: else if (NrW /NDW ) > THM then
9: Wdc(l, 0) = Wdc(l, 1)

10: Gdc
Wdc(l,0)
←− Gdc,Mdc,Mndc,Prx

11: gaussian_elimination(Gdc)
12: else
13: if maxSeq(Prx) > maxSeq(Wdc) then
14: Wtmp = Wdc(l,maxSeq(Prx)− maxSeq(Wdc))
15: else if minSeq(Prx) < minSeq(Wdc) then
16: Wtmp = Wdc(l,minSeq(Prx)− minSeq(Wdc))
17: end if
18: Gtmp

Wtmp
←− Gdc,Mdc,Mndc,Prx

19: gaussian_elimination(Gtmp)
20: end if
21: Record decoding results and update Gdc,Mdc,Mndc

After arriving at the sink node, each packet is further
relayed to the base station via an ocean satellite. The base
station discards the packet successfully received before. Oth-
erwise, it executes the sliding window-based decoding algo-
rithm to decode the original information. Two storage regions
are occupied for the decoding process: memory Mdc is used
for storing decoding information, and memory Mndc is used
for storing the encoding information of the packets that are
expected to be decoded. In addition, the decoding matrix Gdc
for the current window is buffered and is updated together
with the sliding decoding windowW 0

dc.
Once additional incoming packets with coding windows

on the right side of the current decoding window appear,W 0
dc

should slide to the right. We use a moving threshold THM
(ranging from 0 to 1) to control the movement of the current
decoding window. NrW represents the number of packets
whose maximum SIDs are larger than the maximum SID of
the decoding window. When the ratio of packets on the right
side of the current decoding window to the decoding window
size NrW /NDW is higher than THM , the decoding window
slides to the right with a unit of one subwindow.

Algorithm 3 depicts the pseudocode of the sliding window-
based decoding algorithm. Once a new packet Prx is received,
the base station obtains the coding information from it
(line 1). Then, it increases NrW if the maximum SID of Prx is
larger than that of the current decoding window (lines 2-4).
Thereafter, if the coding window of Prx is inside of the
current decoding window W 0

dc, it creates a new row in the
decoding matrix and maps the coding vector of Prx to this
row (line 6). Otherwise, if the moving condition is satisfied,
the decoding window slides to the right and the decoding

FIGURE 5. An example of sliding window-based decoding.

matrix is updated with the information in memory Mdc and
memory Mndc and packet Prx (lines 9-10): the base station
refreshes the decoding matrix according to the new decoding
window; then, it maps the coding information of memoryMdc
and memoryMndc and the coding vector of Prx to the decod-
ing matrix. If the decoding window fails to slide, the base
station constructs a temporary decoding matrix Gtmp based
on Gdc, Mdc, Bdc, and Prx (lines 13-18). Finally, the base
station executes Gaussian elimination to decode the original
information and record the corresponding results (lines 7, 11,
19, 21) [18].

We use an example to explain the sliding window-based
decoding algorithm. As shown in Fig. 5, use GF(2). Gener-
ally, the decoding matrix Gdc is a sparse matrix with fewer
than 1 element. The current decoding window, represented as
W 0
dc = {(sid,Nj)|sid = 3, 4, 5, 6; j = 1, 2, 3, 4}, has L = 4

subwindows. The number of elements in each subwindow is
4. Once packet Pr1 = {(4, 3), (5, 3)} is received, the base
station obtains a coding window Wec1 = {(sid,Nj)|sid =
4, 5; j = 1, 2, 3, 4} and compares it with window W 0

dc. Since
Wec1 ⊆ W 0

dc, the base station adds the coding vector of
packet Pr1 to the decoding matrix Gdc. Then, it decodes
out the original packets {(4, 3)} and {(6, 4)} by using Gaus-
sian elimination. After receiving packet Pr2 = {(7, 2)},
the node increase NrW to 2 since there already has one
packet with a larger SID than that of current decoding win-
dow. Then, the decoding window moves right according to
Wdc(4, 1) = {(sid,Nj)|sid = 4, 5, 6, 7; j = 1, 2, 3, 4} since
NrW /NDW = 0.125 is higher than the preset THM = 0.1.
Once a packet with a coding window outside of the current
decoding window is obtained, the base station constructs a
temporary matrix. For instance, Upon receiving packet Pr3 =
{(2, 4), (4, 1)}, the base station constructs a temporary decod-
ing matrix Gtmp according to a temporary decoding window
Wtmp = {(sid,Nj)|sid = 2, 3, 4, 5; j = 1, 2, 3, 4}, which is
obtained by sliding W 0

dc left with a unit of one subwindow.
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FIGURE 6. Interference interval estimation and backoff.

Then, the matrixGtmp is used for decoding by using Gaussian
elimination.

E. BACKOFF STRATEGY
Each sink periodically establishes its topological information
by broadcasting beacon messages. The control messages may
occupy the network channel for a period of time. Thus,
the data packets generated in these time intervals may inter-
fere with the control messages. To address this problem,
we introduce a backoff strategy to set the timer for sending
each data packet by estimating the interference interval. First,
each node calculates the waiting time interval of each packet
by using available topological information and depth infor-
mation. Then, the latest update time is used to estimate the
times of subsequent updates. Finally, the waiting time interval
is calculated according to the estimated interference interval
in the previous step.

We use the topological information and depth information
of a node to calculate the minimum waiting time as follows:

τmW = max(max(2+ hci − hcj, 0) · τp − τv, 0) (10)

where hci and hcj are the hop counts of the current node i and
last forwarder j, respectively. τp is the maximum propagation
delay of the network, while τv is the propagation delay in the
vertical direction between the forwarder and the current node;
this can be calculated as

τv =
dj − di
C

(11)

where di and dj are the depths of the current node i and last
forwarder j, respectively. C is the average propagation speed
of sound in the sea area. Then, we calculate the maximum
waiting time τMW as

τMW = τmW + min(DG,CW ) · τD (12)

where DG is the topology degree of the current node, CW is
the size of the competing window, and τD is the transmission
delay of the data packet.

As shown in Fig. 6a, each node estimates the subsequent
receiving times of beacons by using the receiving time of the

latest beacon. In this way, the time required to receive the ith
beacon packet can be estimated as

trB(i) = trB(0)+ i · TB, i = 1, 2, . . . (13)

where trB(0) is the receiving time of the latest beacon.
We consider multihop interference to be the longest inter-

ference distance in the underwater environment [34]. We cal-
culate the interference interval with the possible receiving
time of each beacon received in the multihop nodes. The start
time for the farthest node in subset L to receive beacon ts(i)
and the end time for the farthest node in subset H to finish
receiving beacon te(i) are represented as

ts(i) = trB(0)−(
M∑
j=1

τp(j)+(M+1)τB)+i · TB−(τ ′p+τD);

te(i) = trB(0)+ (
M∑
j=1

τp(j)+MτB)+ i · TB − τ ′p + τa;

i = 1, 2, . . .
(14)

where τB is the transmission delay of a given beacon. M is
the maximum difference of hop count between interference
nodes and reference node. τ ′p is the direct propagation delay
of the farthest interference node, respectively. τp(j) is the
propagation delay of the jth hop on the path to the farthest
interference node. τa is the adjustment time. The maximum
interference range RI can be represented as RI = γ ′Rtx ,
where γ ′ is the spatial reuse factor and Rtx is the transmission
range [34]. Then, we have τ ′p = γ ′τp,Max . Furthermore,
we set τp(j) with the maximum propagation delay of one hop
τp,Max . Then, we rewrite (14) as below.
ts(i) = trB(0)−(M+γ ′)τp,Max+i · TB−(M + 1)τB − τD;
te(i) = trB(0)+ (M − γ ′)τp,Max + i · TB +MτB + τa;
i = 1, 2, . . .

(15)

Then, the interference interval of topology establishment
[t ′s, t

′
e] can be estimated as

t ′s = ts(i);
t ′e = te(i);
te(i− 1) ≤ tc < te(i), i = 1, 2, . . .

(16)

As shown in Fig. 6b, referring to (16), we estimate the valid
minimum waiting time interval τ ′mW and the valid maximum
waiting time interval τ ′MW as follows:

τ ′mW =

{
t ′e − tc, τmW < (t ′e − tc) < τMW ;

τmW , otherwise.
(17)

τ ′MW =

{
t ′s − tc, τmW < (t ′s − tc) < τMW ;

τMW , otherwise.
(18)

At last, the waiting time τW is calculated as

τW = τ
′
mW + uniform(τ

′
MW − τ

′
mW ) (19)
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V. PROTOCOL ANALYSIS
In this section, we analyze the reliability and effectiveness
of the algorithm in our design. We first compare the candi-
date set selection of CORS with those of typical OR proto-
cols. Then, we analyze the coding strategy used in our design.
Finally, we compare the SWC algorithm with random linear
coding (RLC) in terms of coding overhead.

A. CANDIDATE SET COMPARISON
We compare the candidate sets of the CORS protocol
with those of typical hop count-based protocols (IVAR and
DOVR) and a typical pressure-based protocol (DBR).

In the IVAR and DOVR protocols, the candidate set for
node i includes the nodes in subset L within the transmission
range, which can be represented as

CDOVR(i) = CIVAR(i) = {Nj|j 6= i, dij < Rtx , hci>hcj} (20)

where Nj is the jth node in subset L, while dij is the distance
between node i and node j. hci and hcj are the hop counts of
reference node i and node j, respectively.

In CORS, the candidate set of node i contains all the
nodes in subset L within the transmission range. In addition,
the nodes outside of subset L are included in the candidate set
with probability. The candidate set of CORS is

CCORS (i) = {Nj|j 6= i, dij < Rtx , pj < pfw} (21)

where pfw is the probability of forwarding a packet. The
CORS protocol contains two forwarding mechanisms: for-
warding directly and forwarding with opportunistic coding.
pfw can be calculated as

pfw = pdr + pec (22)

where pec (calculated in (8)) is the probability of forward-
ing with coding, while pdr is the probability of forwarding
directly, which is given as

pdr =

{
1− pec, hcp > hci;
0, hcp ≤ hci.

(23)

where hcp is the hop count of incoming packet.
Referring to (20) and (21), we can obtain

CDOVR(i) ⊆ CCORS (i) (24)

If and only if {Nj|j 6= i, dij < Rtx , hci ≤ hcj} = ∅, we have
CIVAR(i) = CDOVR(i) = CCORS (i). Therefore, the CORS
protocol can effectively expands the candidate set compared
with those of typical hop count-based protocols.

In DBR, the candidate set of each node is represented as

CDBR(i) = {Nj|j 6= i, dij < Rtx , (hi − hj) > hTH } (25)

where hi represents the depth information of node i, while
hTH is the depth threshold used in DBR, which ranges from
[−Rtx ,Rtx]. When hTH = −Rtx , any node that receives the
packet can participate in competitive forwarding. In this case,
the DBR protocol is equivalent to the flood protocol. In the

case where hTH = Rtx , the DBR protocol fails to forward
packets as the candidate set CDBR(i) = ∅.
Referring to (25), we can find that the candidate set of DBR

may cover the nodes in the void region. However, the nodes
in the void region cannot reliably forward packets, and this
heavily influences the delivery performance of the network in
sparse scenarios. In CORS, the nodes in the candidate set are
more reliable than those in DBR, as the hop count information
is periodically updated. We can improve the reliability of
the candidate set in DBR by decreasing the parameter hTH .
However, additional redundant transmissions are introduced
by setting a small hTH , and this may result in a significant
influence on the effectiveness of the DBR protocol. There-
fore, the CORS protocol can more effectively optimize the
candidate set than the DBR protocol.

B. OPPORTUNISTIC CODING STRATEGY
Referring to (8), we can find that γ0 can be used to control the
coding candidate set of the nodes outside subset L. The nodes
in subset S and in the transmission range may participate in
opportunistic coding in the case whereNL < γ0. The nodes in
subset H in the transmission range may participate in coding
in the case where (NL+NS ) < γ0.When γ0 is small, the nodes
in subsets H and S can participate in the FOC strategy in the
case where there are few nodes in subset L. This is especially
true when γ0 = 1, as only the nodes in the void region satisfy
the coding condition. In contrast, we can enlarge the selection
range of the candidate set with the nodes outside subset L by
increasing γ0.

The parameter γ1 is used for controlling the coding of the
nodes in subset L. When γ1 is small, the nodes in subset L
participate in coding with a certain probability. In the case
where γ1 = 0, all the nodes in subset L execute the FOC
strategy. However, when γ1 is large enough, all the nodes in
subset L forward the packet without coding.

The parameter λ0 controls the probability of dividing the
candidate set with nodes outside subset L. With small values
of λ0, a node outside of subset L rarely participates in the FOC
strategy, especially in sparse scenarios. In contrast, when λ0 is
set with a larger value, the candidate set includes more nodes
outside of subset L. However, this may cause local flooding
in the network.

The parameter λ1 controls the probability of dividing the
candidate set with the nodes in subset L. In cases with small
values of λ1, the nodes in subset L rarely participate in the
FOC strategy. In cases with larger values of λ1, nearly all
the nodes in subset L can participate in the FOC strategy.
However, high variation in the coded packets may lead to
transmission storms, which may result in sharp declines in
network performance.

C. SLIDING WINDOW-BASED CODING ALGORITHM
Since the number of sensor nodes is a constant value, the size
of the sliding window depends on the number of subwin-
dows NsW . The choice of NsW is related to the traffic
rate. At a low traffic rate, the difference between the SIDs
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FIGURE 7. Effects of various parameters on coding redundancy.

received by the packets within time interval τbuf is small,
and thus, the number of input packets that require coding
is slightly related to NsW . In contrast, the probability of
coding can be improved by increasing NsW at high traffic
rates since the buffered packets have various SIDs in time
interval τbuf .

In addition, the coding performance is related to the spar-
sity of network coding. The decoding performance of ran-
dom linear coding (RLC) has a positive correlation with the
average coding degree in cases with small coding degrees.
RLC can achieve the best performance when the coding
degree equals half of the size of the input encoding set [35],
[36]. The coding vector is conveyed by an encoding packet
since it is generated randomly in each node. The length of
the encoding vector increases as the network size increases.
However, a packet with a large size results in a large packet
loss rate and has a high probability of being interfered with
by other nodes.

In RLC, the coding overhead is

Rrlc = |Wec| · q+ LSID (26)

where 2q is the size of Galois field GF(2q) and LSID is the
size of the SID in the encoding window.

In multihop UWSNs, the coding vector is naturally sparse
since the source node of each packet is separated topologi-
cally. Considering this characteristic, we reduce the coding
overhead by limiting the maximum coding degree to some
extent. Thus, the coding vector can be represented by only
recording the position of each nonzero value. The coding
overhead in CORS is given by

Rswc=DM · (dlog2(Nsrc)e+dlog2(NsW )e+q)+ LSID
(27)

We set the subwindow size to 4 and then compare the cod-
ing redundancies of these two coding algorithms in various

scenarios. Fig. 7a shows that the coding redundancies of these
two coding algorithms vary with the network size and the
packet size when we use GF(2). The coding redundancy of
RLC is high and significantly increases as the network size
becomes larger. In contrast, the coding redundancy of the
SWC algorithm is obviously smaller than that of RLC and
changes slightly with different network sizes. Fig. 7b shows
that the coding redundancies of these two coding algorithms
vary with the network size and q when we set the packet size
to 128 bytes. We can observe that the coding redundancy of
the SWC algorithm is obviously smaller than that of RLC for
different values of q. In addition, the coding redundancy of the
SWC algorithm is slightly influenced by q as the network size
increases.

VI. PERFORMANCE EVALUATION
A. SIMULATION SCENARIOS AND SETTINGS
In this section, we evaluate the performance of the proposed
CORS protocol by using OPNET software, and we compare
it with the DBR, IVAR, and DOVR protocols. We consider a
sparse underwater wireless sensor network with its number
of nodes ranging from 20 to 80. In each scenario, all the
source nodes are randomly deployed in a region with a size
of 500m×500m×500m, where four sink nodes are deployed
on the surface of the water to collect and relay data. Consid-
ering the seasonal characteristics of this sea area, we set the
wind speed to 6.5 m/s and the ship level to 0.5. σ 2 ranges
from 0.0 to 1.0 dB [37], [38]. In addition, an extended 3D
version of the meandering current mobility (MCM), which
considers the effect of meandering subsurface currents (or jet
streams) and vortices, is adopted to simulate the mobility of
nodes [3]. As considered in [10], the main jet speed is set
to 0.3 m/s.

We assume that each node is equipped with a high-speed
mini-modem S2CM-HS that can offer incredible 62.5 kbps
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FIGURE 8. Comparisons of network performances with various values of λ and γ in networks of different densities.

for short-range transmission [39]. We choose a frequency
band of 120-170 kHz. The data rate is set to 50 kbps, as used
in [10], [27]; thus, the bandwidth efficiency is 1 bps/Hz.
We set the source level to 134.6 dB re uPa@ 1m and consider
the SINR threshold to be 10 dB, which results in an average
transmission range of Rtx = 180 m. To evaluate the energy
efficiency, we assume the transmission/receiving/idle power
to be 3.5/0.8/0.08 W. At the medium access control (MAC)
layer, we use the carrier sense multiple access (CSMA)
protocol since it can avoid collisions to some extent [10].
We assume that the overhead of the physical layer and the
MAC layer is 4/3 byte. In the network layer, the overhead
of the control packets for three hop count-based protocols
is 2 bytes. The data packet size is set to 128 byte. In addi-
tion, we consider the overhead of data packets with sizes
of 2/2/1/4 bytes for DBR/IVAR/DOVR/CORS. Considering
the energy constrained node with limited hardware capa-
bilities in this UWSN, we use GF(2) since the network
coding process can be accomplished by XOR operation in
GF(2), and which has the least coding overhead and decoding
overhead. Thus, the coding overhead of the coded packet

in CORS is calculated by referring to (27). We use depth
threshold hth = 0 m and parameter δDBR = Rtx/2 in the
DBR protocol. We set CW = 6 and γ ′ = 2 in CORS.
The beacon interval TB is set to 20 s for all hop count-
based protocols. All the data packets are generated accord-
ing to a Poisson process with three levels of traffic rates:
{0.1, 0.5, 1.0} packets/min. The simulation time of each
run lasts 3600 s. The average value together with the
standard deviation of 50 runs in different scenarios are
used to demonstrate the simulation results. We use three
performance metrics to reflect the network performances
of different protocols, and these metrics are defined as
follows.

1) PACKET DELIVERY RATIO (PDR)
The ratio of packets successfully received by any sink node
to the packets sent by source nodes.

2) END-TO-END DELAY
The time required for a packet to arrive at any sink plus the
generation time of the packet.
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FIGURE 9. Comparisons of network performances with various values of DM and τbuf when NsW = 4, 8.

3) ENERGY PER BIT
The energy consumption of the network for successfully
delivering a bit of data to the sinks.

B. SIMULATION RESULTS
We first study the impacts of several parameters in CORS,
and then we evaluate CORS against DBR, IVAR and DOVR
in terms of the PDR, network latency, and energy efficiency.

1) IMPACT OF CODING PARAMETERS
For simplicity, we set λ1 = λ0 = λ and γ1 = γ0 = γ , and
we also consider the traffic rate λT = 0.5 packets/min and
channel variance σ 2

= 0.5 dB. Then, we simulate network
performances with different values of λ and γ . Fig. 8 shows
that the PDR, end-to-end delay and energy per bit vary with
various values of λ and γ in networks with different densities.
As shown in Fig. 8, the PDR performances of all the protocols
increase as the value of γ is increased. Furthermore, network
latency and energy consumption also increase as the value of
γ increases. This is because a large γ relaxes the restriction
on the encoding threshold, which in turn enlarge the candidate
set. In particular, the PDR significantly increases as γ is
changed from 1 to 2. When γ = 1, only the nodes in the void
region can be incorporated into the candidate set. As γ > 1,
additional nodes in sparse regions can be incorporated into
the candidate set. However, more coded packets can result in
higher decoding delays, which in turn lead to higher latency
and higher energy consumption.

As shown in Fig. 8, the PDR is slightly improved as λ
becomes large in the case where γ = 1 and is significantly
improved with larger values of λ in the case where γ > 1.

Referring to (8), only the neighbors of the void node can
participate in encoding in the case where γ = 1. Since a small
proportion of the nodes are in the void region, increasing the
probability of coding for nodes in the void region has little
impact on the network performance. In cases where γ > 1,
additional nodes from various subsets are put into the can-
didate set. In this case, increasing the probability of coding
results in more nodes participating in forwarding, which can
significantly improve the reliability of transmission. After
λ reaches a certain value, the PDR performance is slightly
improved, but the network latency changes significantly as λ
is increased. This is mainly because the coding gain reaches
themaximumvaluewith a certain level of coding redundancy.
At this moment, introducing more nodes to participate in
coding would lead to broadcast storm problems and therefore
increase network congestion. In addition, the backoff strategy
used in CSMA may introduce much network latency.

In scenarios with 20 sensor nodes, the network is extremely
sparse, and the number of coded packets increases slightly,
which results in a smaller delay variationwith different values
of γ . In contrast, when deploying 60 sensor nodes in the
same region, the network congestion present can obviously
influence the network latency. Furthermore, more encoding
redundancy can significantly increase the energy overhead,
which results in lower energy efficiency. As shown in Fig. 8,
the variance of the network performances in sparse scenarios
is larger than in dense scenarios. This is because the nodes
sparsely deployed in these scenarios result in a larger variance
for the network topology, which in turn leads to a large
variance with regard to the network performances in different
scenarios.
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FIGURE 10. Comparisons of PDR performances in networks with different densities.

Fig. 9 shows that the PDR, end-to-end delay and energy per
bit vary with various values of DM , τbuf , and NsW when the
number of nodes is 30. The PDR increases as NsW increases.
This is because a larger NsW expands the interval of encoding
symbols and then increases the coding dimension. However,
increasing the proportion of coded packets results in higher
network latency. Furthermore, the decreasing correlation of
the encoding results between each pair of neighbors leads
to high coding redundancy, which introduces unnecessary
energy consumption.

The PDR increases with increasing network latency and
energy consumption as τbuf increases. This is because more
valid input packets can be obtained in a longer buffer time
interval. Thus, an increase in the probability of coding can
effectively improve the PDR. However, the network latency
increases significantly with increasing buffer time interval.

The PDR increases significantly as DM increases at lower
values and varies slightly as DM further increases. CORS
adopts opportunistic forwarding without coding in the case
where DM = 1. When DM > 1, network coding can improve
the reliability of network transmission. However, due to the
regional correlation between the packets in each pair of nodes
within adjacent regions, the coding gain reaches its maximum
value and cannot be further improved by increasing DM .

2) COMPARISON WITH DIFFERENT PROTOCOLS
Fig. 10 shows the PDRs of four protocols for various network
sizes at different traffic rates. In sparse scenarios, all four

protocols experience degraded PDR performances since the
candidate sets of these protocols are small and even void in
some regions. As expected, CORS performs better than the
other three protocols. This is due to the reasons below. DBR
is heavily influenced by the void problem, as candidate set
selection is based on depth information, which in turn leads
to a local optimization problem. In contrast, hop count-based
protocols can alleviate the void problem by using hop counts.
In addition, CORS extends the candidate set and incorpo-
rates opportunistic coding, which can effectively improve the
delivery performance of a given network in sparse scenarios.

As the network size continually increases, the PDRs of all
four protocols significantly increase and then remain stable.
This is because the network connectivity is improved as the
network density increases. At this time, the main factors
that affect forwarding are collisions and multihop interfer-
ence. For a traffic rate of λT = 1.0 packets/min, the colli-
sions in the network increase heavily, which leads to serious
performance degradation compared to that produced with
λT = 0.1 packets/min. We can also observe that the PDR
performance of DBR improves significantly compared with
those of the other protocols. At a higher network density,
the performance of DBR is even better than those of the other
three protocols. This is because the collisions and interference
introduced by the control message increase heavily at large
network sizes in hop count-based protocols. Nevertheless,
CORS outperforms the other two hop count-based proto-
cols. First, the interference avoidance mechanism introduced
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FIGURE 11. Comparisons of latency performances in networks with different densities.

by CORS can significantly decrease the amounts of collisions
and interference. Second, opportunistic coding can further
improve the delivery performance since there are still some
sparse regions due to the asynchronous movement of each
node.

As shown in Fig.10, IVAR and DOVR are heavily influ-
enced by channel variations and have worse PDR perfor-
mances at various network sizes, whereas DBR and CORS
still have better delivery performances and can remain stable
with different channel variation levels. The reasons for this
are as follows: The channel variation decreases the relia-
bility of the candidate sets of the hop count-based proto-
cols. In IVAR, using a strong receiver signal to estimate the
distance between each transmitted pair is seriously influenced
by channel variation. The strategies used for topology main-
tenance enhance the robustness of CORS. Thus, CORS is not
obviously affected by channel variation. Since the candidate
set is not dependent on topological information, DBR can
adapt well to channel variation. We can observe from Fig. 10
that in sparse scenarios, the delivery performance of DBR is
obviously better than those of IVAR and DOVR but worse
than that of CORS when σ 2

= 1 dB. This suggests that
hop count-based protocols can effectively improve delivery
performance by optimizing the topology update mechanism
and opportunistic coding in sparse scenarios. As the network
density increases, the DBR protocol achieves the best deliv-
ery performance. The delivery performance of CORS is close
to that of DBR only at low traffic rates since channel variation
influences the robustness of CORS at high traffic rates.

As shown in Fig.10, the variance in the PDR perfor-
mances of the four protocols in sparse scenarios is large and
decreases as the network density increases. This suggests
that topology variations influence not only hop count-based
protocols but also pressure-based protocols. Among these
protocols, CORS has the smallest variance in terms of its
PDR performances in scenarios with large network densi-
ties. This is because the improvement of the candidate set
selection process can enhance the robustness of the network
performance.

Fig. 11 shows the latency performances of the four pro-
tocols for various network sizes at different traffic rates.
As shown in Fig. 11, as the network size becomes large,
the latency performances of these protocols first increase
and then decrease at high network densities. When the net-
work density is lower, the void problem can be signifi-
cantly improved as the network density increases. Thus, each
sink can collect more packets from remote nodes, and this
increases the average end-to-end delay. However, as the net-
work density continually increases, the candidate set becomes
large such that superior nodes are involved in forwarding.
Thus, the average transmission distance or the number of
hop counts to each sink is reduced, which, in turn, reduces
the average end-to-end delay. We can observe from Fig. 11
that CORS performs better than DOVR but worse than
IVAR. First, CORS allows more nodes with larger depths
to participate in forwarding, and this increases the average
propagation time of a given packet. Second, the backoff
strategy introduces more waiting time than other protocols.
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FIGURE 12. Comparisons of energy efficiency in networks with different densities.

Third, the decoding algorithm at the base station introduces a
decoding delay with regard to some information.

As shown in Fig. 11, IVAR and DOVR perform better in
the dynamic channel than in the static channel. In contrast,
DBR and CORS perform approximately the same in differ-
ent channel conditions. This is due to the reasons below.
In hop count-based protocols, a remote node beyond the
average transmission range can be involved in the candidate
set with probability in time-varying channel conditions. Thus,
the network latency is decreased when the hop count in the
dynamic channel is smaller than that in time-invariant channel
conditions. Moreover, as the link worsens, the nodes in subset
L within the transmission range may have multihop distances
from the current forwarder. Thus, the waiting time for these
nodes is significantly smaller than that in time-invariant chan-
nel conditions, and this in turn results in a smaller end-to-
end delay. However, collisions and multihop interferences
can limit the improvement in the delay performance brought
by channel variation. In CORS, the topology establishment
and maintenance procedures weaken the improvement in
network latency. Thus, the delay performance cannot be
effectively improved. In DBR, a highly dynamic channel can
extend the forward region, and this decreases the forward-
ing path. However, the hop count to the sink is increased
for some packets since some available links fail due to
channel variation. These pros and cons ultimately result
in slight delay performance changes in different channel
conditions.

As shown in Fig. 11, the variance in the latency perfor-
mances of the four protocols in sparse scenarios is large

and decreases as the network density increases. Since the
nodes are randomly deployed in each scenario, the distance
variance between each transmission pair in sparse scenarios
is larger than that in dense scenarios. Thus, the variance of
the latency performances in sparse scenarios is significantly
greater than that in dense scenarios. We can observe that the
latency performances of these three protocols are robust at
high network densities, except for that of DOVR.

Fig. 12 shows the energy efficiencies of four protocols
for various network sizes at different traffic rates. At low
traffic rates, the energy consumption decreases as the net-
work density increases since the void problem is significantly
improved. As the network density is continually increased,
the energy efficiencies of these protocols change slightly
except for that of DBR. This is due to the reasons as
below. The traffic rate increases linearly as the network size
increases, which results in an exponential increase in the
probability of collision. The energy efficiency of DBR is
degraded as additional competitions are introduced within
smaller time intervals than those of the other three protocols.

At low traffic rates, the energy efficiency of CORS is close
to that of DOVR and better than those of IVAR and DBR
when σ 2

= 0 dB. As shown in Fig. 10, the delivery perfor-
mance reaches the upper limit as the network size increases
to some extent. Thus, the energy efficiency decreases since
the coding redundancy significantly increases as the network
size increases. At high traffic rates, the energy consumption
of CORS is higher than those of DOVR and IVAR because
the coding redundancy increases as the probability of coding
increases.
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At low traffic rates, the energy efficiencies of IVAR and
DOVR are degraded in the dynamic channel since the relia-
bility of the candidate set is worsened by channel variation.
In contrast, the energy efficiency of DBR is slightly changed
as the reliability of the candidate set changes slightly due to
channel variation. However, CORS maintains better energy
efficiency due to topology maintenance and the flexible cod-
ing strategy. The energy efficiencies of the four protocols are
highly robust except at low traffic rate. This is because the
total transmission bit information is smaller. Thus, a variation
may significantly influence the energy spent transmitting
1 bit. In contrast, the energy spent transmitting 1 bit is smaller
at higher traffic rates, and this results in slight variations in
energy efficiency.

VII. CONCLUSION
In this paper, we proposed an opportunistic routing method
called CORS for sparse UWSNs. To alleviate the void prob-
lem, we exploited topological information to extend the
obtained candidate set. On this basis, a forwarding with
opportunistic coding strategy was developed to join interflow
network coding and opportunistic routing in CORS. In addi-
tion, we developed a sliding window-based coding algo-
rithm to reduce coding overhead and a sliding window-based
decoding algorithm to reduce decoding overhead. Simulation
results showed that CORS outperforms IVAR, DOVR, and
DBR in terms of delivery performance in sparse scenarios.
Furthermore, CORS can adapt best to channel variation as
comparedwith IVAR andDOVR.Moreover, CORS has better
energy efficiency than the DBR protocol in various scenarios.
In our future work, we will introduce channel state estimation
to optimize the CORS protocol.
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