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ABSTRACT A phase unwrapping algorithm assisted by light field without additional time coding is
proposed, which can be used in various aspects of optical imaging and metrology. The phase consistency
between the light field and the industrial camera is the sticking point to convert the angular resolution of the
light field into the order of phase. By virtue of the angle information recorded by the light field, the correct
order can be uniquely determined from several candidate orders without confusion in the measurement
volume. The mandatory requirements for system fixation and pre-calibration and the connection between the
light field and industrial camera are prerequisites for order uniqueness. The mapping relationship established
by the phase implies coordinate conversion, lens distortion and other factors, thus providing a high degree of
stability for the transmission of phase order information. The achieved results demonstrate that our method
is robust and can be taken as an effective tool for means of phase unwrapping.

INDEX TERMS FPP, phase unwrapping, structured light, light field.

I. INTRODUCTION
Fringe projection profilometry (FPP) is used extensively in
optical three-dimensional (3D) measurements credit to its
high resolution, precision, and speed. FPP usually projects
sinusoidal fringes to obtain the information modulated by
the surface of the object [1]–[5], the phase distribution
is wrapped to the principal value ranging between −π
and π . Consequently, the phase unwrapping must be car-
ried out to obtain a continuous phase map. Commonly used
phase unwrapping algorithms can be divided into two cate-
gories, spatial phase unwrapping [6]–[9] and temporal phase
unwrapping [10]–[13]. Temporal phase unwrapping needs to
project more encoded information as a time series signal,
which requires more image acquisition time, and therefore
reduces themeasurement speed [11], [14]–[16].With the help
of multi-view geometric constraints, another type of abso-
lute phase unwrapping method has been developed to avoid
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the situation of acquiring or embedding additional encoded
information. Various constraints, such as measurement vol-
ume, phase value, phase monotonicity, epipolar geometry,
and trifocal tensor can be used to find corresponding points
from different angles to determine the correct unwrapped
phase [17]–[19].

In our view, light field can provide multi-viewpoint con-
straint for phase unwrapping, which can record the position
and direction information of the light at the same time to
realize multi-viewpoint imaging [20], [21]. In order to distin-
guish the direction of light, usually a camera array [22] or a
single camera with an optical modulation module, such as
a microlens array, mask, etc., is used [23]. Usually dis-
play or blur is used to estimate the depth of light field data,
but both of these techniques use passive illumination. The
former matches between multi-viewpoint images to calcu-
late the disparity map, while the latter focuses on different
depths to obtain the focus stack, then estimates the blur
kernel and degree of focus [24]–[30]. The ascendancy of
passive illumination is that it can realize depth perception
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without any auxiliary equipment, but passive illumination
lacks robustness, which seriously affects the quality of depth
estimation, and cannot handle complex scenes. Structured
light active illumination offers intensity-insensitive encoded
phase information to accurately construct matching features,
greatly enhances robustness and accuracy, and can easily
solve the above shortcomings. In our previouswork, Cai et al.
combined structured light and light field to develop a struc-
tured light field, which encodes light field information and
applies it to unwrap the phase in light field [31]. Thereby,
multi-view depth measurement and 3D reconstruction [32],
[33] and unfocused plenoptic camera depth measurement
relationship has been carried out [34].

Cai determined the phase order by comparing the phase
consistency of the spatial candidate points in the light field.
Due to the tradeoff between the spatial resolution and the
angular resolution of the plenoptic camera, too much spatial
resolution is sacrificed in order to obtain the angular resolu-
tion, despite the huge amount of sampled data. The loss of
spatial resolution in the process of finding spatial candidate
points through angular resolution is a fundamental disadvan-
tage. The method of ray calibration is used to reconstruct
the space target object, that is, one pixel is mapped to a ray
in the space, but in fact, this pixel is imaged by a cluster
of rays in space. The imaging of pixels by non-single ray
means that the spatial resolution has a great negative impact
on the reconstruction accuracy of the ray calibration method.
Therefore, using angular resolution for phase unwrapping,
without sacrificing spatial resolution, is the intention of our
work. This method of obtaining the structured light field’s
fast phase unwrapping characteristics and the FPP system’s
high-resolution features at the same time will be a major
improvement in the phase unwrapping method. For this rea-
son, in this paper, the phase unwrapping method in the FPP
system assisted by light field is presented to realize phase
unwrapping of the wrapped phase of an absolute isolated
complex object. The FPP system consists of a digital pro-
jector and an industrial camera, and the light field imaging
device is a plenoptic camera. Different from [31], our method
is to compare the phase consistency between the light field
and the FPP system, in which the light field is only used
to assist in the phase expansion, and the lower light field
spatial resolution does not harm the resolution of the FPP
system. Phase expansion is carried out by using the char-
acteristics of the multi-view angle of the light field, that is,
no extra time series pattern is required to be projected, and
the resolution is not limited by the number of microlenses.
The focus of this work is to construct a spatial mapping
relationship between a light field camera and the FPP system,
so as to transfer the orders information obtained through the
angle resolution of the light field to the FPP system. This
method of using the phase value generated by the sinusoidal
structured light projection as the mark point to establish the
mapping relationship is a more efficient method than the
traditional target feature point. Experiments proved that our
mapping is effective and stable, the light field system can

provide accurate phase orders for the FPP system, and that
the phase unwrapping can proceed smoothly while ensuring
the resolution of the FPP system. TFThis is a high-speed and
accurate phase unwrapping method with high reconstruction
accuracy and phase unwrapping efficiency.

II. METHODS
A. BASIC PRINCIPLE OF FPP AND RECONSTRUCTION
Traditionally, the absolute phase has been assessed by pro-
jecting sinusoidal fringes, as shown in Eq.1. Generally, in the
N-step phase shift algorithm, the fringe image of the mea-
sured object under the fringe projection of the projector can
be captured by a conventional camera with its intensity.

In(x, y) = A(x, y)+ B(x, y)cos[φ(x, y)+ δn] (1)

where (x, y) represents the image pixel coordinates, A and B
are the background light intensity and modulation intensity,
respectively, φ is the modulation phase, δn = 2nπ

N is the phase
shift, n represents the n-th phase shift, and N is the number
of phase shift steps. Through multi-step phase shift we can
calculate the modulation phase, as in Eq.2.

φw(x, y) = arctan

−

N∑
n=1

In(x, y) sin δn

N∑
n=1

In(x, y) cos δn

(2)

Since the arctangent function only ranges from −π to π ,
the phase value provided from Eq.2 will have 2π phase dis-
continuities. To obtain continuous phase distribution, phase
unwrapping must be carried out. We fit the corresponding
relationship between the camera coordinate system and their
unwrapped phase by using the mapping polynomial, which is
expressed by the following formula [35].

Xc = 1
N∑
n=1

anφnc (x,y)

Yc = 1
N∑
n=1

bnφnc (x,y)

Zc = 1
N∑
n=1

cnφnc (x,y)

(3)

whereXc,Yc and Zc represents the position in the camera coor-
dinate system, φc(x, y) represents the unwrapped phase of
pixel in the camera imaging plane and an, bn and cn represent
the corresponding fitting coefficients. The fitting order N of
the polynomial is determined by the lens distortion and the
nonlinear epipolar. Only the distortion of the lens exists in
the calculation of Xc to make it is a 7th order polynomial,
but the Yc and Zc are determined by Xc and the epipolar
line, and the epipolar line can be approximated as a 5th order
polynomial curve, so the order of Yc and Zc is 35th order.

B. LIGHT FIELD COORDINATE
We created the light field coordinate system O-uvD as shown
in Fig.1, which is consistent with the Euclidean coordinate
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FIGURE 1. Five-dimensional light field coordinate system.

system. The coordinate axisO-D is perpendicular to axisO-u
and axis O-v, and intersects the plane (u, v) at the coordinate
origin(u = 0, v = 0,D = 0). In this coordinate system,
the coordinates of a space point can be expressed as (u, v,D)
which projected onto the plane (u, v) along the D axis, and
the axis O-D represents the absolute depth in the light field.
The two-plane method is usually used to represent rays, with
the plane (u, v) representing the position, and the plane (s, t)
representing the direction. The plane (u, v) and O-uv in the
light field coordinate system are superimposed together to
describe all the rays in the light field. The plane (u, v) is
parallel to the plane (s, t), while the coordinate axis O-D is
perpendicular to them and intersects plane (u, v) at the coordi-
nate origin (u = 0, v = 0,D = 0). The distance between the
plane (u, v) and (s, t) is 1, just so that the difference between
the corresponding coordinate values on the plane (s, t) and
(u, v) is equal to the tangent of the straight-line angle.
A point on a line in a specified direction can be represented
by a five-dimensional coordinate (u, v, s, t,D), in which (s, t)
are the coordinates difference projected onto the plane (s, t)
and (u, v) along the ray. The equation of the ray where the
point located is described by u−u0

s =
v−v0
t , and (s, t) is the

direction vector of the line. When the ray spreads distance D
from the plane (u, v), let the linear equation be equal to the
absolute depth D( u−u0s =

v−v0
t = D), then the coordinate of

the point(u, v,D) after ray spreading can be obtained.{
u = u0 + sD
v = v0 + tD

(4)

The position of the point (u, v,D) after the ray spreads can be
determined by Eq.4. The difference of the point in the (u, v)
coordinates after the ray spreading is related to the spreading
distanceD and proportional to the light propagation direction
(s, t). Eq.4 can also represent the difference in (u, v) coordi-
nates at different directions (s, t) when the point light source
emits light in different directions. As shown in the Fig.2, light
rays passing through the same point in different directions are

FIGURE 2. Light beam in five-dimensional light field coordinate system.

represented by different coordinates (s, t), and the light beam
is composed of them.

For the light ray emitted from a point (u, v,D) at a distance
of D from the plane (u, v), in different ray directions (s, t),
the difference in (u, v) coordinate with the central viewing
angle (s = 0, t = 0) is only related to the direction (s, t) and
the depth D. When the depth D of the light source changes,
the changed depth D can be perceived through the (u, v)
coordinate changes under different viewing angles (s, t). The
same amount of depthD corresponds to the same object point
under different ray directions, so preciseD can be determined
by the following an overdetermined equation.

(u, v) = (u1, v1)+ (s1, t1)D
(u, v) = (u2, v2)+ (s2, t2)D
(u, v) = (u3, v3)+ (s3, t3)D
...

...

(u, v) = (un, vn)+ (sn, tn)D

(5)

(u, v,D) is the coordinate of the object point, (s1, t1) · · · (sn, tn)
represent different ray directions, and (u1, v1) · · · (un, vn) are
the coordinates of the object point projected onto the (u, v)
plane along the ray. The least square solution of this equation
is the absolute depth D corresponding to the precise depth of
the object point.

C. DEPTH CONSTRAINT AND PHASE UNWRAPPING
The light field coordinate system can be transformed to the
FPP coordinate system (world coordinate system) with the
principal point of the industrial camera as the origin through
coordinate transformation, which is essentially determined by
the optical axis of the industrial camera and the light field.uv

D

 =
r11 r12 r13
r12 r22 r23
r31 r32 r33

 XcYc
Zc

+
t1t2
t3

 (6)

Eq.6 represents the above transformation, (u, v) on the imag-
ing surface of the light field in pixels, and (Xc,Yc,Zc) and
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FIGURE 3. Light field assisted phase unwrapping model.

D belong to the world coordinate system and the light field
coordinate system respectively measured in of mm. This
transformation is no difference from the traditional coordi-
nate transformation, represented by a rotation matrix R and a
translation matrix T . The transformation of depth D can also
be obtained by Eq.6, the mapping between unwrapped phase
in imaging plane of camera φnc (x, y) and absolute depth D
corresponding to (u, v) can be established with the support of
Eq.3, as showed in the following equation.

D = r31Xc + r32Yc + r33Zc + t3 = fD(φ) =
1

N∑
n=1

enφnc (x, y)

(7)

According to the above derivation, the conversion between
D which characterizes the light field depth and the cam-
era coordinate system depth characterization φc(x, y) has
been completed, which means that the calibration work
has also been completed and the wrapped phase can be
expanded to the unwrapped phase according to the fol-
lowing theory without the need for additional timing code
information.

As shown in Fig.3, different unwrapped phases correspond
to different depths in the measuring depth range. The order k
of the unwrapped phase is not irregular but changes within
a certain range owing to the limits of the field of view and
calibration space. Each wrapped phase has a candidate order
sequence [kmin, kmax], with in this sequence only one kc is
positive, and the other k are false interference items. The
candidate order km, results in a series of candidate unwrapped
phases φm(φm = φw + 2πkm), of which only one is the
correct unwrapped phase. According to Eq.7, each candidate
phase φm corresponds to an absolute depthD in the light field
coordinate. However, only one absolute depthDc corresponds
to the real object point in the field of view, which is equivalent

to only one spatial point range focused when sampling.
At the focus position, the light field and camera coordinate
will correspond to the same point, and the correct order kc
can be determined by comparing the phase difference of
the corresponding points in the two coordinate systems. The
wrapped phase difference and the candidate order km are
measured by the following equation:

1φw(s) = φ
FPP

w (xc, yc)− φ
LF

w (uDm
, s) (8)

18w(km) =

∑
s(1φw(s)−1φw(s))

N − 1
(9)

φ
FPP

w (xc, yc) is the wrapped phase in FPP, (xc, yc) refers to the
point position of the wrapped phase position on the imaging
surface of industrial camera. Dm corresponds to the absolute
depth of the light field, which is connected to the unwrapped
phase generated by the possible orders, and can be obtained
by replacing φc(x, y) with φm on the basis of Eq.7 after
calibration. (uDm

, s) is the corresponding point position of
the candidate phase after shearing is obtained according to
Eq.4 in which uDm

= (uDm , vDm ), s = (s, t) and φ
LF

w (uDm
, s)

is the wrapped phase in the light field after shearing. Where
18w(km) denotes phase difference in the resampled wrapped
phase-encoded field, s is a set of the angular coordinates asso-
ciated with valid light rays and N is the number of selected
angular coordinates. The valid light rays can be selected
by using the modulation intensity with a given threshold.
By minimizing18w(km), the order can be determined by the
following equation.

kc = arg
km

min18w(km) (10)

Correspondingly, the correct fringe order kc can be deter-
mined to obtain the unwrapped phase such that φ

FPP

c = φ
FPP

w +

2πkc.
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FIGURE 4. Two-step experiment flow chart: calibration and high-speed phase unwrapping.

III. EXPERIMENT
Based on the derivation in the previous section, we propose
a method to use the light field to assist phase unwrapping
and three-dimensional reconstruction. The method includes
two steps: calibration and high-speed phase unwrapping. The
overall process is shown in Fig.4.

In the calibration process, calibration is divided into two
steps, including mapping the relationship between the indus-
trial camera and the plenoptic camera, and the internal and
external parameters of the FPP system. The calibration of the
internal and external parameters of the FPP system adopts
traditional methods to obtain subsequent three-dimensional
information. The industrial camera and the plenoptic camera
must be synchronized to collect the fringes to reduce errors
caused by unstable factors. The calibration data is used to
obtain the mapping coefficients, and this step must be com-
pleted before the phase unwrapping.

A. SYSTEM CALIBRATION
An industrial camera and a digital projector are used to form
the FPP system, and the plenoptic camera is used to assist in
obtaining light field (4-D) information. The overall system
architecture is shown in Fig.5(a). The working distance was
about 500mm. Light field images were decoded with spatial
and angular resolutions of 434 × 625 pixels and 15 × 15
pixels, respectively.

Using the orthogonal unwrapped phase to establish a con-
nection between the FPP system and the plenoptic camera to
complete the system construction. Matching across the field
of view is realized by means of calibrated camera orientation
parameters and phase information extracted from ordinary
and plenoptic camera views. Each pixel position on the cam-
era can be mapped to the reference plane, and the phase can
establish the connection between the camera plane and the
light field imaging surface, that is, the same point in space
is imaged in different positions on the light field and camera.
The projector projects orthogonal sinusoidal fringes and Gray
code on a smooth pure white plane target, and the plenoptic
camera and industrial camera simultaneously sample differ-
ent reference planes in the scene space at different depths.
In the calibration process, the use of orthogonal stripes
improves the stability of the mapping, and the use of Gray
codes is also necessary to obtain the order information of
the whole space in advance. When sampling phase for the
measured object, only single-directional fringe patterns are
projected, and Gray code patterns are no longer required. The
data were acquired using static acquisition modes for the two
phantoms at several different locations in relation to the lon-
gitudinal central axis of the field of view, that is, the center of
the field of view. Obviously, the larger the number of selected
reference surfaces, themore accurate the subsequentmapping
coefficients will be. Considering the diminishing marginal
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FIGURE 5. System calibration and phase unwrapping process. (a) Use orthogonal fringes to calibrate multi-depth planes (b) Use
single-directional fringes to collect object topography information (c) Combine wrapped phase difference in different viewing
angles of the possible order(km) to determine the correct order for phase unwrapping.

benefit, we have selected eleven reference surfaces, which
are collected at intervals of one centimeter. After calibration,
plenoptic data can be demultiplexed to a set of multi-view
images that form a four-dimensional (4-D) data structure
called the light field. In addition, the possible order of each
point in the object space is determined by the depth of the
object space during the calibration process, and will be used
for subsequent phase expansion. Note that the calibration
of the system is necessary and unique. After calibration,
the relative position between the devicesmust not be changed.
Once the stability of the system is destroyed, the mapping
relationship obtained will no longer be accurate, and the
orders can no longer be correctly unwrapped. The calibration
of the FPP system is the same as the traditional method,
using a planar target with dots to obtain the internal and
external parameters of the system (Table 2) for subsequent
3D reconstruction.

B. MAPPING COEFFICIENT CALIBRATION
According to Eq.3, the absolute position in the imaging plane
of camera is obtained with the help of the absolute phase

unwrapping by the Gray code at different reference planes.
Through the derivation of the second section, we establish a
mapping from the imaging surface of the industrial camera to
the sub-view of the plenoptic camera by the medium of depth.
In the measured space, for each pixel, the unwrapped phase
represents the depth information, which is a stable and effec-
tive medium in the above relationship. Taking the unwrapped
phase as the landmark point, combined with the unwrapped
phase of different depths obtained by calibration, the pixel-
to-pixel mapping relationship between the industrial camera
and the plenoptic camera is established. The pixel position
of the imaging plane of the industrial camera (xc, yc) and the
plenoptic camera (u, v) are determined simultaneously with
regard to a point in space with a specific phase. In different
viewing angles of the light field, the pixel positions of the
imaging surface of the plenoptic camera are fitted with the
same phase point of the undetermined pixel on the imaging
surface of the industrial camera(u = 1

N∑
n=1

Anφnc (xc,yc)
, v =

1
N∑
n=1

Bnφnc (xc,yc)
). Thus, given the arbitrary phase φ on the
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TABLE 1. FPP system parameters.

FIGURE 6. The unwrapped phase difference of possible orders to determine the correct kc . (a) Wrapped phase and special points,
the green marking point (570, 570) is on the hand of the doll, the red marking point (550, 775) is on the hand of the doll and the
discontinuous edge of the order, the yellow marking points (750, 800) is at the discontinuous edge of the order of the doll skirt
(b)Wrapped phase difference 1φw of possible orders at special points (c)The wrapped phase difference of possible order at point
(570, 570).

imaging surface of the industrial camera, the coordinates of
the imaging surface of the plenoptic camera can be obtained.
The mapping coefficients A and Bmentioned are the mapping
coefficients from the imaging surface of the industrial camera
to the imaging surface of the plenoptic camera. The mapping
includes coordinate transformation and lens distortion of the
projector, and even some errors that not able to be analyze
are included, and avoiding the correction of distortion caused
by the complex structure of the plenoptic camera. Different
light field sub-view angles have a unique set of corresponding
mapping coefficients A and B. The mapping coefficients of
the required sub-view angles must be obtained, and then the
order can be determined according to the phase consistency.
Selection of the number of sub-views is controllable, and
horizontal selection is better than vertical selection. We select
9 views in the center of the row where the center sub-view
is located. The greater the number of selected sub-views,
the more mapping coefficients that need to be fitted, and the
higher the accuracy of the expansion level, but it becomes
more time-consuming. The greater the parallax between the
sub-views, the more beneficial it is for level determination,
so interval selection of the sub-views is a good solution, but
the most marginal views should be avoided.

C. PHASE UNWRAPPING
In order to reduce the sampling time, only the horizontal
sinusoidal fringes are projected, and the wrapped phase of
the object can be obtained with the help of Eq.2 as showing
in Fig.5(b). The possible order of each pixel obtained in 3.1 is

added to the wrapped phase to obtain the candidate phase of
the object point. With the aid of the second of calibration
step, the corresponding points of each light field viewing
angle related to the imaging surface of the industrial camera
can be obtained as shown in Fig.5(c). The pixel position
of each sub-view is obtained with the support of the can-
didate phase and the mapping coefficient of each sub-view.
The candidate phase which corresponding to the smallest
sum of the wrapped phase difference between each sub-
view pixel and the original pixel of the industrial camera is
the correct phase. Fig.6(b) shows the sum of the wrapped
phase errors(18w(km)) of different levels. Only under the
correct order, which means when the corresponding depth
is correct, is the sum of the wrapped phase errors extremely
small.

The non-corresponding order will produce a large
18w(km), which is of a different order of magnitude from
18w(kc), which largely avoids the confusion of the order
and provides a robust solution for our method. As showing
in Fig.6(c), the correct unwrapped phase can be determined
by comparing 18w(km) of all the candidate phase points
and the wrap phase obtained by the FPP system. In the
continuous range, the continuous order of blockbusters kc
can be obtained, and level errors do not occur easily. At the
discontinuous edge of order and where the object is delicate,
the error of order expansion is occurs easily, but our method
solves this problem effectively. We show three special points
of different order 18w(km), (570, 570) and (575, 775) in
the hand of the doll, while (575, 775) and (750, 800) are at
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FIGURE 7. The absolute phase unwrapping for the measured scene. (a)Unwrapped phase (b)The correct fringe orders kc (c)The
unwrapped phase φc .

FIGURE 8. (a) The fringe orders kc before compensation (b) The fringe orders kc after
compensation.

discontinuities in the order. In Fig.6(b), the smallest18w(km)
corresponds to the correct18w(kc), the errors of other orders
are very different from the correct order, which makes our
phase unwrapping stable and accurate. According to the
above process, all other pixels can be processed to determine
the correct fringe order as shown in the Fig.7(b).

Since the correct order is obtained, the absolute phase
after phase unwrapping is shown in Fig.7(c), which has good
continuity and can be used for 3D reconstruction. We studied
the robustness and stability of the method, and conducted
experiments on objects of different sizes and different field of
view ranges, which proved the effectiveness of the method.
Since the plenoptic camera is an ultra-short epipolar light
field acquisition device, very few pixels lack accurate cor-
responding points and cannot be fitted. We consider that the
angle between the optical axis of the equipment, the flaws
on the target, the field of view limitation, and the insufficient
algorithm will all cause this phenomenon. Therefore, indi-
vidual pixel cannot be unwrapped, and algorithms must be
combined with the surrounding levels to compensate. In the
case that the order is correct in a wide range, the order is deter-
mined by comparing whether the phase difference between
the missing point and the surrounding pixels is greater than
the threshold. The orders after algorithm compensation are

shown in Fig.8. In the red and blue boxes, most of the grade
information of the missing points is correctly compensated.

Through the rapid phase unwrappingmethod in this article,
additional temporal codingwill no longer be needed to reduce
the sampling time. The fringe pattern sample of sequential
coding is determined by the resolution of the projector and
the width of the projected fringe. The thinner the fringe
width is, the more samples of the fringe pattern are needed,
which leads to a longer collection time. The resolution of the
projector used is 1280× 800, the fringe width is 12, and the
number of phase steps is 12,8 sheets of grey code is demanded
corresponding. The proposed method can save 40% of the
time, and 66.7%of the time can be saved if the four-step phase
shift is used. The lower the number of phase steps, the short
the acquisition time. However an increase in the number of
phase steps can effectively suppress the gamma effect. With
the help of previous work and the correct order kc, the 3D
reconstruction work can be completed as shown in Fig.9.

Regarding the projector as the inverse of the camera,
with the support of the FPP system parameters obtained in
Section 3.1, the monocular system maintains high-precision
object reconstruction. As shown in Fig.10, we measured
the reconstruction accuracy of the experimental system. The
results of our error evaluation of the system using the standard
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FIGURE 9. 3D model reconstructed after phase unwrapping. (a), (b) and (c) are dolls, sculptures and masks, (d), (e) and (f) are
their 3D reconstruction models respectively.

FIGURE 10. 3D model reconstructed of standard sphere. (a)Standard
spherical surface to be measured (b)3D reconstruction model.

sphere and the distance between the center of the sphere are
shown in Table 2, which shows that the system maintains the
accuracy of FPP.

TABLE 2. Data error of spherical fitting and spherical center distance
fitting (mm).

IV. CONCLUSION
Our research aims to provide an effective method for phase
unwrapping, which uses less phase acquisition time to obtain
stable and robust results. We determine the correct fringe
order by checking the consistency of the wrapping phases of
the FPP system and the assisted light field in different spatial
positions corresponding to a series of candidate unwrapped
phase points, thus successfully realizing the phase unwrap-
ping of the FPP system. The proposed method uses, but
is not limited to, a plenoptic camera, and can be extended
to other light field imaging devices. Experiments show that
this method has met our expectations, has a good phase
unwrapping effect, and can be used for reconstruction. The
particular strength of this study is its ability to eliminate
the limitation on the number of micro lenses that can be
used, which maintains the resolution and reduces additional
coding time. In the future, we will conduct more in-depth
exploration on the reduction of acquisition time, combined
with the effective phase unwrapping method proposed in this
paper to achieve high-speed real-time 3D reconstruction.
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