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ABSTRACT This paper deals with the problem for exponential stability of a more general class of
neutral-type Cohen-Grossberg neural networks. This class of neutral-type Cohen-Grossberg neural networks
involves multiple time-varying delays in the states of neurons and multiple time-varying neutral delays in the
time derivatives of the states of neurons. Such neural system cannot be described in the vector-matrix forms
due to the existence of the multiple delays. The linear matrix inequality approach cannot be applied to this
class of neutral system to determine the stability conditions. This paper provides some sufficient conditions
to guarantee the existence, uniqueness and exponential stability of the equilibrium point of the neural system
by employing the homeomorphism theory, Lyapunov-Krasovskii functional and inequality techniques. The
provided conditions are easy to validate and can also guarantee the global asymptotic stability of the neural
system. Two remarks are given to show the provided stability conditions are less conservative than the
previous results. Two instructive examples are also given to demonstrate the effectiveness of the theoretical
results and compare the provided stability conditions to the previous results.

INDEX TERMS Neutral-type Cohen-Grossberg neural networks; multiple delays; exponential stability;
Lyapunov-Krasovskii functional.

I. INTRODUCTION
Since Cohen-Grossberg neural network was proposed [1],
it has been extensively investigated by some mathemati-
cians, physicists and computer scientists. These scholars have
quickly found that the neural network can be effectively
applied in signal processing, pattern recognition, optimiza-
tion and associative memories so on. These successful appli-
cations are dependent largely on the stability of the neural
network [2]–[4]. The early neural network model had not the
existence of time delay. Now, there is a consensus that time
delays always exists because the signal transmission between
neurons usually has the phenomenon of limited transmission
speed or traffic congestion. Time delay has a great influence
on the neural network and it can make the stable network
unstable or unstable network stable. In addition, time delay
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exists not only in the states, but also in the derivatives of
states. The time delay existing in the derivatives of states
is named neutral delay. In recent years, neutral delay has
been introduced into the field of neural network, which pro-
duces a kind of neural network called neutral-type neural
network. Neutral-type neural network has become a new hot
research topic. A number of significant stability results of
neutral-type neural networks have been published, see, for
example, [5]-[28] and the references therein.

Compared with [5]–[20], the neutral-type neural net-
works studied in this paper cannot be transformed into the
vector-matrix form due to the existence of the multiple
delays. As pointed out by [21] and [22], it is not possible
to derive stability conditions of the linear matrix inequality
forms for the neutral-type neural networks that cannot be
expressed in the vector-matrix form. Therefore, we need to
construct new Lyapunov-Krasovskii functional and develop
new mathematical methods and techniques to obtain stability
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conditions. At the same time, it is noted that the stability
results in [5]–[28] only give the sufficient conditions of global
asymptotic stability and do not further provide the suffi-
cient conditions of exponential stability, which indicates that
the exponential stability of the neutral-type neural networks
has not been paid enough attention. These facts have been
the main motivations of this paper to focus on the expo-
nential stability of the neutral-type Cohen-Grossberg neu-
ral networks with multiple time-varying delays. This paper
constructs a moderate Lyapunov-Krasovskii functional and
employs inequality techniques to derive new algebraic suf-
ficient conditions to ensure the exponential stability of the
neutral-type Cohen-Grossberg neural networks with multiple
time-varying delays. The new algebraic conditions are also
the sufficient conditions for the global asymptotic stability
of the neutral-type Cohen-Grossberg neural networks with
multiple time-varying delays. Two instructive examples are
provided to indicate that the proposed results reveal new
sufficient stability criteria when they are compared with the
previously published stability results. Therefore, the pro-
posed stability results enlarge the application domain of
neutral-type Cohen-Grossberg neural networks.

II. PRELIMINARIES
Consider the following neutral-type Cohen-Grossberg neural
networks with multiple time-varying delays:

ẋi(t) = di(xi(t))
{
− ci(xi(t))+

n∑
j=1

aijfj(xj(t))

+

n∑
j=1

bijgj(xj(t − τij(t)))+ ui

}

+

n∑
j=1

eijẋj(t − ξij(t)), (1)

where ui is external input, eij are coefficients of the time
derivative of the delayed state, aij and bij are the strengths
of the neuron interconnections. Amplification function di(·),
behaved function ci(·), delay functions τij(·) and ξij(·), non-
linear activation functions fi(·) and gi(·) satisfy the following
assumption:
(A1) There exist some real numbers ci, d i, d i, li,mi, ξ, τ, ξ

and τ , i = 1, . . . , n, such that for all x, y ∈ R, x 6= y,

0 < ci ≤
ci(x)− ci(y)

x − y
=
|ci(x)− ci(y)|
|x − y|

,

0 < di ≤ di(x) ≤ d̄i, 0 ≤ ξij(t) ≤ ξ, 0 ≤ τij(t) ≤ τ,

ξ̇ij(t) ≤ ξ, τ̇ij(t) ≤ τ ,

|fi(x)− fi(y)|≤ li|x − y|, |gi(x)− gi(y)|≤mi|x − y|.

The initial conditions are xi(t) = ϕi(t) and ẋi(t) = φi(t) ∈
C([−max{τ, ξ}, 0],R), where C([−max{τ, ξ}, 0],R) is the
set of all continuous functions from [−max{τ, ξ}, 0] to R.
Remark 1: Compared with [9], [21] and [25], the upper

bound of ci(x)−ci(y)
x−y is not required, which implies that our

conditions are less conservative.

System (1) is a general mathematical expression and
includes some neural networks considered in the existed
references. For example, system (1) includes the following
system studied in [23]

ẋi(t) = di(xi(t))
{
− ci(xi(t))+

n∑
j=1

aijfj(xj(t))

+

n∑
j=1

bijfj(xj(t − τij(t)))+ ui

}

+

n∑
j=1

eijẋj(t − ξj), (2)

the following system studied in [21] and [25]

ẋi(t) = di(xi(t))
{
− ci(xi(t))+

n∑
j=1

aijfj(xj(t))

+

n∑
j=1

bijgj(xj(t − τij))+ ui

}

+

n∑
j=1

eijẋj(t − ξij), (3)

and the following system studied in [22]

ẋi(t) = −cixi(t)+
n∑
j=1

aijfj(xj(t))

+

n∑
j=1

bijfj(xj(t − τij))+ ui

+

n∑
j=1

eijẋj(t − ξj). (4)

Before considering the stability, we discuss the existence
and uniqueness of the equilibrium point.
Lemma 1 ([22]): Suppose that the mapH (x) ∈ C0 satisfies

two properties: H (x) 6= H (y), x 6= y and ||H (x)|| → ∞
as ||x|| → ∞ with x, y ∈ Rn. Then, H (x) is
homeomorphism of Rn.
Lemma 2: Suppose that assumption (A1) holds and there

exist some positive numbers p1, . . . , pn and γ < 1 such that
for every i = 1, . . . , n,

γ pici −
n∑
j=1

pj[γ |aji|li +
n∑
j=1

|bji|mi] > 0. (5)

Then, system (1) has a unique equilibrium point x∗ =
(x∗1 , . . . , x

∗
n )
T .

Proof. If x∗ = (x∗1 , . . . , x
∗
n )
T is one equilibrium point of

system (1), then

0 = di(x∗i )
{
− ci(x∗i )+

n∑
j=1

aijfj(x∗j )+
n∑
j=1

bijgj(x∗j )+ ui

}
,
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that is,

0 = −ci(x∗i )+
n∑
j=1

aijfj(x∗j )+
n∑
j=1

bijgj(x∗j )+ ui.

Define a mapping H : Rn→ Rn by

H (x) = (h1(x), . . . , hn(x))T

for x ∈ Rn, where

hi(x) = −ci(xi)+
n∑
j=1

aijfj(xj)

+

n∑
j=1

bijgj(xj)+ ui, i = 1, . . . , n.

For every x, y ∈ Rn with x 6= y, we conclude

γ pisgn(xi − yi)[hi(x)− hi(y)]

≤ −γ pici|xi − yi| +
n∑
j=1

γ |aij|pilj|xj − yj|

+

n∑
j=1

|bij|pimj|xj − yj|,∀i.

In fact, for every i ∈ {i : xi − yi = 0},

0 = γ pisgn(xi − yi)[hi(x)− hi(y)]

≤ −γ pici|xi − yi| +
n∑
j=1

γ |aij|pilj|xj − yj|

+

n∑
j=1

|bij|pimj|xj − yj|,

and for every i ∈ {i : xi − yi 6= 0},

γ pisgn(xi − yi)[hi(x)− hi(y)]

= −γ pisgn(xi − yi)[ci(xi)− ci(yi)]

+

n∑
j=1

γ aijpisgn(xi − yi)[fj(xj)− fj(yj)]

+

n∑
j=1

γ bijpisgn(xi − yi)[gj(xj)− gj(yj)]

≤ −γ pisgn(xi − yi)
ci(xi)− ci(yi)

xi − yi
(xi − yi)

+

n∑
j=1

γ |aij|pilj|xj − yj|

+

n∑
j=1

|bij|pimj|xj − yj|

≤ −γ pici|xi − yi| +
n∑
j=1

γ |aij|pilj|xj − yj|

+

n∑
j=1

|bij|pimj|xj − yj|.

Therefore, for every x, y ∈ Rn with x 6= y, we have
n∑
i=1

γ pisgn(xi − yi)[hi(x)− hi(y)]

≤ −

n∑
i=1

|xi − yi|
{
γ pici −

n∑
j=1

γ |aji|pjli

−

n∑
j=1

|bji|pjmi

}
≤ −α||x − y||1,

and

α||x − y||1

≤ |

n∑
i=1

γ pisgn(xi − yi)[hi(x)− hi(y)]|

≤

n∑
i=1

pi|hi(x)− hi(y)|

≤ max
1≤i≤n
{pi}||H (x)− H (y)||1, (6)

where

α = min
1≤i≤n

{
γ pici −

n∑
j=1

pj[γ |aji|li +
n∑
j=1

|bji|mi]
}
.

From (6), we know that if x 6= y, then H (x) 6= H (y).
In addition, it follows from (6) that

α[ max
1≤i≤n
{pi}]−1||x||1 ≤ ||H (x)||1 + ||H (0)||1.

Since ||H (0)||1 is bounded, ||H (x)|| → ∞ as ||x|| → ∞.
From Lemma 1, we know that H (x) is homeomorphism of
Rn, that is, system (1) has a unique equilibrium point.

III. EXPONENTIAL STABILITY
In this section, we will establish the sufficient conditions for
the exponential stability of the equilibrium point of system (1)
by constructing a suitable Lyapunov-Krasovskii functional
and using inequality techniques. Two examples are provided
to demonstrate the effectiveness of the proposed theoretical
results and compare the established stability conditions to the
previous results.
Theorem 1: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose that

assumption (A1) holds and there exist some positive numbers
p1, . . . , pn and γ < 1 such that for every i = 1, 2, . . . , n,
max{ξ̄ , τ̄ } < 1− γ,

γ picid i −
n∑
j=1

pjd j(γ |aji|li + |bji|mi) > 0, (7)

γ pi −
n∑
j=1

pj|eji| > 0. (8)

Then, the equilibrium point of system (1) is exponentially
stable.
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Proof. From (7), we derive

γ pici −
n∑
j=1

pj
d j
d i
(γ |aji|li + |bji|mi) > 0,

which implies that inequality (5) holds. Since Lemma 2 shows
that system (1) has a unique equilibrium point x∗ =
(x∗1 , . . . , x

∗
n )
T , system (1) can be transformed into

ẏi(t) = d̃i(yi(t))
{
− c̃i(yi(t))+

n∑
j=1

aij̃fj(yj(t))

+

n∑
j=1

bij̃gj(yj(t − τij(t)))
}

+

n∑
j=1

eijẏj(t − ξij(t)), i = 1, . . . , n, (9)

where

yi(t) = xi(t)− x∗i ,

d̃i(yi(t)) = di(yi(t)+ x∗i ),

c̃i(yi(t)) = ci(yi(t)+ x∗i )− ci(x
∗
i ),

f̃j(yj(t)) = fj(yj(t)+ x∗j )− fj(x
∗
j ),

g̃j(yj(t − τij(t))) = gj(yj(t − τij(t))+ x∗j )− gj(x
∗
j ).

From (7) and (8), we know that there exists a sufficiently
small positive real number λ such that for i = 1, . . . , n,

eλξγ + ξ − 1 < 0, eλξγ + τ − 1 < 0, (10)

2λpiγ − γ picid i +
n∑
j=1

pjd j(γ |aji|li

+eλτ |bji|mi) < 0. (11)

We construct the following Lyapunov-Krasovskii
functional

V (t) =
n∑
i=1

n∑
j=1

pi|eij|
∫ t

t−ξij(t)
eλ(s+ξ )|ẏj(s)|ds

+eλξ
n∑
i=1

n∑
j=1

d ipi|bij|mj

∫ t

t−τij(t)
eλ(s+τ )|yj(s)|ds

+eλ(t+ξ )
n∑
i=1

[piγ −
n∑
j=1

pj|eji|sgn(yi(t))

×sgn(ẏi(t))]|yi(t)|, (12)

and derive

V (t) ≥ eλ(t+ξ )
n∑
i=1

[piγ −
n∑
j=1

pj|eji|sgn(yi(t))

×sgn(ẏi(t))]|yi(t)|

≥ min
1≤i≤n
{piγ −

n∑
j=1

pj|eji|}eλ(t+ξ )‖y(t)‖1

≥ eλ(t+ξ )
n∑
i=1

[piγ −
n∑
j=1

pj|eji|]|yi(t)|, (13)

V (0) ≤ eλξ max
1≤i≤n
{piγ +

n∑
j=1

pj|eji|}‖y(0)‖1

+eλξ
n∑
i=1

n∑
j=1

pi|eij|
∫ 0

−ξ

|ẏj(s)|ds

+eλ(ξ+τ )
n∑
i=1

n∑
j=1

d ipi|bij|mj

∫ 0

−τ

|yj(s)|ds. (14)

Taking the Dini derivative of the first term and the time
derivatives of the all other terms in the Lyapunov-Krasovskii
functional V (t) along the trajectories of system (9) and
using (8), we have

V̇ (t) = λeλ(t+ξ )
n∑
i=1

[piγ −
n∑
j=1

pj|eji|sgn(yi(t))

×sgn(ẏi(t))]|yi(t)| + eλ(t+ξ )
n∑
i=1

[piγ

−

n∑
j=1

pj|eji|sgn(yi(t))sgn(ẏi(t))]sgn(yi(t))ẏi(t)

+eλ(t+ξ )
n∑
i=1

n∑
j=1

pi|eij||ẏj(t)| − (1− ξ̇ij(t))

×eλ(t−ξij(t)+ξ )
n∑
i=1

n∑
j=1

pi|eij||ẏj(t − ξij(t))|

+eλξ
n∑
i=1

n∑
j=1

pid i|bij|mj(eλ(t+τ )|yj(t)|

−(1− τ̇ij(t))eλ(t−τij(t)+τ )|yj(t − τij(t))|)

≤ 2λeλ(t+ξ )
n∑
i=1

piγ |yi(t)|

+eλt
n∑
i=1

{
eλξpiγ sgn(yi(t))ẏi(t)

−eλξ
n∑
j=1

pj|eji|(sgn(yi(t)))2|ẏi(t)|

+eλξ
n∑
j=1

pj|eji||ẏi(t)|

−(1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|
}

+eλξ
n∑
i=1

n∑
j=1

pid i|bij|mj(eλ(t+τ )|yj(t)|

−(1− τ )eλt |yj(t − τij(t))|). (15)

For every yi(t) ∈ R, we conclude

eλξpiγ sgn(yi(t))ẏi(t)− eλξ
n∑
j=1

pj|eji|(sgn(yi(t)))2|ẏi(t)|

+eλξ
n∑
j=1

pj|eji||ẏi(t)| − (1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij)|
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≤ eλξ
{
− γ picid i|yi(t)| + γ pid i

n∑
j=1

|aij|lj|yj(t)|

+γ pid i
n∑
j=1

|bij|mj|yj(t − τij(t))|
}
. (16)

Actually, from (8), (10) and (A1), we can deduce that for
yi(t) 6= 0,

eλξpiγ sgn(yi(t))ẏi(t)− eλξ
n∑
j=1

pj|eji|(sgn(yi(t)))2|ẏi(t)|

+eλξ
n∑
j=1

pj|eji||ẏi(t)| − (1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

= eλξpiγ sgn(yi(t))ẏi(t)− (1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

= eλξ
{
− γ pisgn(yi(t))̃di(yi(t))̃ci(yi(t))

+γ pisgn(yi(t))̃di(yi(t))
n∑
j=1

aij̃fj(yj(t))

+γ pisgn(yi(t))̃di(yi(t))
n∑
j=1

bij̃gj(yj(t − τij(t)))

+γ pisgn(yi(t))
n∑
j=1

eijẏj(t − ξij(t))
}

−(1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

≤ eλξ
{
− γ pisgn(yi(t))̃di(yi(t))

c̃i(yi(t))yi(t)
yi(t)

+γ pid i
n∑
j=1

|aij||̃fj(yj(t))|

+γ pid i
n∑
j=1

|bij||̃gj(yj(t − τij(t)))|
}

+(eλξγ + ξ − 1)pi
n∑
j=1

|eij||ẏj(t − ξij(t))|

≤ eλξ
{
− γ picid i|yi(t)| + γ pid i

n∑
j=1

|aij|lj|yj(t)|

+γ pid i
n∑
j=1

|bij|mj|yj(t − τij(t))|
}
,

and for yi(t) = 0,

eλξpiγ sgn(yi(t))ẏi(t)− eλξ
n∑
j=1

pj|eji|(sgn(yi(t)))2|ẏi(t)|

+eλξ
n∑
j=1

pj|eji||ẏi(t)| − (1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

= eλξ
n∑
j=1

pj|eji||ẏi(t)| − (1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

= eλξ
{
−

n∑
j=1

pj|eji|sgn(ẏi(t))̃di(yi(t))̃ci(yi(t))

+

n∑
j=1

pj|eji|sgn(ẏi(t))̃di(yi(t))
n∑
j=1

aij̃fj(yj(t))

+

n∑
j=1

pj|eji|sgn(ẏi(t))̃di(yi(t))
n∑
j=1

bij̃gj(yj(t − τij(t)))

+

n∑
j=1

pj|eji|sgn(ẏi(t))
n∑
j=1

eijẏj(t − ξij(t))
}

−(1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

≤ eλξ
{
− γ picid i|yi(t)| + γ pid i

n∑
j=1

|aij|lj|yj(t)|

+γ pid i
n∑
j=1

|bij|mj|yj(t − τij(t))|

+piγ
n∑
j=1

|eij||ẏj(t − ξij(t))|
}

−(1− ξ )
n∑
j=1

pi|eij||ẏj(t − ξij(t))|

≤ eλξ
{
− γ picid i|yi(t)| + γ pid i

n∑
j=1

|aij|lj|yj(t)|

+γ pid i
n∑
j=1

|bij|mj|yj(t − τij(t))|
}
,

where c̃i(yi(t)) = |yi(t)| = f̃i(yi(t)) = 0 when yi(t) = 0.
From (10), (11), (15) and (16), we deduce

V̇ (t) ≤ 2λeλ(t+ξ )
n∑
i=1

piγ |yi(t)|

+eλt
n∑
i=1

eλξ
{
− γ picid i|yi(t)|

+γ pid i
n∑
j=1

|aij|lj|yj(t)|

+γ pid i
n∑
j=1

|bij|mj|yj(t − τij(t))|
}

+eλξ
n∑
i=1

n∑
j=1

pid i|bij|mj(eλ(t+τ )|yj(t)|

−(1− τ )eλt |yj(t − τij(t))|)

≤ eλ(t+ξ )
n∑
i=1

{
2λpiγ |yi(t)| − γ picid i|yi(t)|
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+γ pid i
n∑
j=1

|aij|lj|yj(t)|

+eλτpid i
n∑
j=1

|bij|mj|yj(t)|
}

+(eλξγ + τ − 1)eλt |yj(t − τij(t))|)

≤ eλ(t+ξ )
n∑
i=1

{
2λpiγ − γ picid i

+

n∑
j=1

pjd j(γ |aji|li + eλτ |bji|mi)
}
|yi(t)|

≤ 0. (17)

Thus, it follows from (13), (14) and (17) that there must
exist a real number M > 1 such that

‖x(t)− x∗‖1 ≤ Me−λt ( sup
t∈[−max{τ,ξ},0]

‖ϕ(t)− x∗‖1

+ sup
t∈[−max{τ,ξ},0]

‖φ(t)‖1), t ≥ 0.

Obviously, it is sometimes difficult to find the values of the
positive constants p1, . . . , pn satisfying the stability condi-
tions of Theorem 1. Therefore, it is necessary to give a special
case of Theorem 1 for p1 = · · · = pn.
Theorem 2: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose that

assumption (A1) holds and there exists a positive number
γ < 1 such that for every i = 1, 2, . . . , n, max{ξ̄ , τ̄ } <
1− γ,

γ cid i −
n∑
j=1

d j(γ |aji|li + |bji|mi) > 0, (18)

γ −

n∑
j=1

|eji| > 0. (19)

Then, the equilibrium point of system (1) is exponentially
stable.

Theorem 1 and Theorem 2 give some stability results for
systems (2) and (3).
Corollary 1: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose that

assumption (A1) holds and there exist some positive numbers
p1, . . . , pn and γ < 1 such that for every i = 1, 2, . . . , n, (8)
holds and τ̄ < 1− γ,

γ picid i −
n∑
j=1

pjd jli(γ |aji| + |bji|) > 0. (20)

Then, the equilibrium point of system (2) is exponentially
stable.
Corollary 2: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose that

assumption (A1) holds and there exists a positive number
γ < 1 such that for every i = 1, 2, . . . , n, (19) holds and
τ̄ < 1− γ,

γ cid i −
n∑
j=1

d jli(γ |aji| + |bji|) > 0. (21)

Then, the equilibrium point of system (2) is exponentially
stable.

Corollary 3: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose that
assumption (A1) holds and there exist some positive numbers
p1, . . . , pn and γ < 1 such that for every i = 1, 2, . . . , n, (8)
and (20) hold. Then, the equilibrium point of system (3) is
exponentially stable.
Corollary 4: Let d j/d i ≥ 1, i, j = 1, . . . , n. Suppose

that assumption (A1) holds and there exists a positive number
γ < 1 such that for every i = 1, 2, . . . , n, (19) and (21) hold.
Then, the equilibrium point of system (3) is exponentially
stable.

For system (4), Lemma 2 and Corollary 3 give the follow-
ing result.
Corollary 5: Suppose that there exist some positive num-

bers li(i = 1, . . . , n) such that

|fi(x)− fi(y)| ≤ li|x − y|, x, y ∈ R.

(i) If there exist some positive numbers pi(i = 1, . . . , n)
and γ < 1 such that for every i = 1, 2, . . . , n,

γ pici −
n∑
j=1

pjli(γ |aji| + |bji|) > 0, (22)

then system (4) has a unique equilibrium point.
(ii) If there exist some positive numbers pi(i = 1, . . . , n)

and γ < 1 such that for every i = 1, 2, . . . , n, (8) and (22)
hold, then the equilibrium point of system (4) is exponentially
stable.
Remark 2:We know that if the equilibrium point of the sys-

tem is exponentially stable, then it is also globally asymptoti-
cally stable. Therefore, our results also provide the sufficient
conditions of global asymptotic stability of systems (1)-(4).
In [21], [23] and [25], the authors have not discussed the
existence and uniqueness of the equilibrium point and only
provided the sufficient conditions of the global asymptotic
stability. In [22], the author has discussed the existence,
uniqueness and global asymptotic stability of the equilib-
rium point of system (4). However, it is easy to see that the
conditions of Corollary 5 can include the criteria of in [22].
Therefore, the results in [22] can be taken as a corollary of
our result.
Remark 3: Theorem 1 in [23] gives the following sufficient

conditions for global asymptotic stability of system (2):

picid i −
n∑
j=1

pjd jli(|aji| +
|bji|
1− τ̄

) > 0,

γ pi −
n∑
j=1

pj|eji| > 0, i = 1, 2, . . . , n. (23)

It follows from (20) and τ̄ < 1− γ that

0 ≤
n∑
j=1

pjd jli|bji|

< γ (picid i −
n∑
j=1

pjd jli|aji|)
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< (1− τ̄ )(picid i −
n∑
j=1

pjd jli|aji|),

which shows that (23) holds. Therefore, the conditions of
Corollary 1 are less conservative than those of Theorem 1
in [23].
Remark 4: Theorem 1 in [21] provides the following

sufficient conditions for the global asymptotic stability of
system (3):

σi = 2cidi −
n∑
j=1

(d̄ilj|aij| + d̄jli|aji|)

−

n∑
j=1

(d̄ilj|bij| + d̄jli|bji|)

−

n∑
j=1

(d̄ic̄i|eij| + d̄jc̄j|eji|)

−

n∑
j=1

n∑
k=1

(d̄ili|aki||ekj| + d̄k li|bki||ekj|)

−

n∑
j=1

n∑
k=1

(d̄jlk |ajk ||eji| + d̄jlk |bjk ||eji|) > 0,

and 1 −
∑n

j=1 |eji| > 0, i = 1, . . . , n, where 0 < ci ≤
ci(x)−ci(y)

x−y ≤ c̄i. Example 2 indicates the above conditions
σi > 0(i = 1, . . . , n) cannot be satisfied while the conditions
of Corollary 3 can be satisfied.
Remark 5: Theorem 1 in [25] provides the following

sufficient conditions for the global asymptotic stability of
system (3):

εi =
c2i
l2i
−

n∑
j=1

|

n∑
k=1

akiakj| −
n∑
j=1

n∑
k=1

(|aji||bjk |

+|aji||ejk | + |ajk ||bji| + |bji||ejk | + |bji||bjk |) > 0,

εij =
1

nd2i
−

1

d̄2i

n∑
k=1

(|eji||ejk | + |ajk ||eji| + |bjk ||eji|) > 0,

where i, j = 1, . . . , n. Example 2 indicates the above condi-
tions εij > 0(i, j = 1, . . . , n) cannot be satisfied while the
conditions of Corollary 3 can be satisfied.
Remark 6: In [22], the author has stated that it is not

possible to derive stability conditions of the linear matrix
inequality forms for the neutral-type neural network that can-
not be expressed in the vector-matrix form. In [21], the author
has also stated since the neutral-type neural networks cannot
be expressed in the vector-matrix form, the linear matrix
inequality approach cannot be applied to this class of neutral
system to determine the stability conditions. Therefore, it is
impossible to derive the linear matrix inequality criteria for
system (1). In this case, although the criteria in this paper
ignore the symbol of network parameters, the criteria are
easier to verify and can guarantee the existence, uniqueness
and exponential stability of the equilibrium point.

Example 1: Consider system (1) with the following system
matrices and the network functions:

A


1 − 1 1 − 1
−1 1 1 − 1
1 1 1 1
1 − 1 − 1 − 1

 ,

B=


1 1 − 1 1
−1 − 1 1 − 1
1 1 1 1
−1 − 1 − 1 1

 ,

E =


0.1 − 0.1 − 0.1 − 0.1
−0.1 0.1 0.1 0.1
0.1 − 0.1 0.1 − 0.1
−0.1 − 0.1 − 0.1 0.1

 ,
d1(x) = 1.5 + 0.5sinx, d2(x) = 1.5 − 0.5cosx, d3(x) =
1.5 − 0.5sinx, d4(x) = 1.5 + 0.5cosx, c1(x) = c2(x) =
c3(x) = 9x, c4(x) = 8 x, fi(x) = 0.5tanh(x), gi(x) =
0.25tanh(x), ui = 0.5, ξij(t) = τij(t) = 0.05cost + 0.05, i =
j; ξij(t) = τij(t) = 0.05sint + 0.05, i 6= j; i, j = 1, 2, 3, 4.
It is easy to calculate c1 = c2 = c3 = 9, c4 = 8, d i =

1, d i = 2, ξ̄ = τ̄ = 0.05, li = 0.5,mi = 0.25,
∑4

j=1 |eji| =
0.4 and

γ cid i −
4∑
j=1

d j(γ |aji|li + |bji|mi) =

{
5γ − 2, i = 1, 2, 3;
4γ − 2, i = 4.

Therefore, for every γ ∈ (0.5, 0.95), all conditions of Theo-
rem 2 are satisfied.

If we choose γ = 0.45, p1 = p2 = p3 = 0.0762, p4 =
0.0857, then

0 < γ picid i −
4∑
j=1

pjd j(γ |aji|li + |bji|mi)

= 0.45 pici − 0.95
4∑
j=1

pj = 0.01, i = 1, 2, 3, 4,

0 < piγ −
4∑
j=1

pj|eji| = 0.45 pi − 0.1
4∑
j=1

pj

=

{
0.00286, i = 1, 2, 3;
0.007135, i = 4.

Thus, all conditions of Theorem 1 are satisfied.
Example 2: Consider system (3) with the following system

matrices and the network functions:

A


−1 1 − 1 1 − 1
−1 − 1 1 1 − 1
1 − 1 1 1 1
−1 1 − 1 − 1 − 1
1 1 1 1 1

 ,

B =


1 − 1 1 − 1 1
−1 1 − 1 1 − 1
−1 1 1 1 1
−1 − 1 − 1 − 1 1
−1 − 1 1 − 1 1

 ,
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FIGURE 1. The solution trajectory of system (1) .

FIGURE 2. The solution trajectory of system (3) .

E =


0.1 − 0.1 − 0.1 − 0.1 − 0.1
−0.1 0.1 0.1 0.1 0.1
0.1 − 0.1 − 0.1 0.1 − 0.1
−0.1 − 0.1 − 0.1 0.1 − 0.1
0.1 0.1 − 0.1 0.1 − 0.1

 ,
d1(x) = 1.5 + 0.5sinx, d2(x) = 1.5 − 0.5cosx, d3(x) =
d5(x) = 1.5 − 0.5sinx, d4(x) = 1.5 + 0.5cosx, c1(x) =
c2(x) = c3(x) = c4(x) = 12x, c5(x) = 11 x, fi(x) =
0.5tanh(x), ui = 0.5, ξij = τij = 0.1, i = j; ξij(t) = τij(t) =
0.05, i 6= j; i, j = 1, 2, 3, 4, 5.

In this case, we calculate c1 = c2 = c3 = c4 = 12, c5 =
11, d i = 1, d i = 2, li = 0.5,

∑5
j=1 |eji| = 0.5,

γ cid i −
5∑
j=1

d jli(γ |aji| + |bji|) =

{
7γ − 5, i = 1, 2, 3, 4;
6γ − 5, i = 5.

Therefore, for every γ ∈ (5/6, 1), all conditions of Corol-
lary 4 are satisfied.

If we choose γ = 0.8, p1 = p2 = p3 = p4 = 0.0229, p5 =
0.0250, then

0 < γ picid i −
5∑
j=1

pjd jli(γ |aji| + |bji|)

= 0.8 pici − 1.8
5∑
j=1

pj = 0.01, i = 1, 2, 3, 4, 5,

0 < piγ −
5∑
j=1

pj|eji| =

{
0.00666, i = 1, 2, 3, 4;
0.00834, i = 5.

Thus, all conditions of Corollary 3 are satisfied.
On the other hand, we calculate

σ1 = 2× 12− 2× 5− 2× 5− 0.2
5∑
j=1

(c̄i + c̄j)

−0.2× 52 − 0.2× 52

= −0.2
5∑
j=1

(c̄i + c̄j)− 6 < 0,

εij =
1
5
−

0.21× 5
4

= −0.0625 < 0,

where c̄1 = c̄2 = c̄3 = c̄4 = 12, c̄5 = 11. Therefore, the
conditions of in [21] and [25] cannot be satisfied.

ACKNOWLEDGMENT
The authors would like to thank the editor and the reviewers
for their detailed comments and valuable suggestions.

REFERENCES
[1] M. A. Cohen and S. Grossberg, ‘‘Absolute stability of global pattern forma-

tion and parallel memory storage by competitive neural networks,’’ IEEE
Trans. Syst., Man, Cybern., vol. SMC-13, no. 5, pp. 815–826, Sep. 1983.

[2] Y. Takahashi, ‘‘Solving optimization problems with variable-constraint by
an extended cohen-grossberg model,’’ IEEE Trans. Syst., Man, Cybern. A,
Syst. Humans, vol. 26, no. 6, pp. 771–800, Nov. 1996.

[3] R. Parisi, E. D. D. Claudio, G. Lucarelli, and G. Orlandi, ‘‘Carplate
recognition by neural networks and image processing,’’ in Proc. IEEE Int.
Symp. Circuits Syst.,Monterey, CA, USA, May 1998, pp. 195–198.

[4] B. Hu, Z.-H. Guan, G. Chen, and F. L. Lewis, ‘‘Multistability of delayed
hybrid impulsive neural networks with application to associative memo-
ries,’’ IEEETrans. Neural Netw. Learn. Syst., vol. 30, no. 5, pp. 1537–1551,
May 2019.

[5] X. Li and J. Cao, ‘‘Delay-dependent stability of neural networks of neutral
type with time delay in the leakage term,’’ Nonlinearity, vol. 23, no. 7,
pp. 1709–1726, Jul. 2010.

[6] Z. Zhang, K. Liu, and Y. Yang, ‘‘New LMI-based condition on global
asymptotic stability concerning BAM neural networks of neutral type,’’
Neurocomputing, vol. 81, pp. 24–32, Apr. 2012.

[7] P.-L. Liu, ‘‘Improved delay-dependent stability of neutral type neural
networks with distributed delays,’’ ISA Trans., vol. 52, no. 6, pp. 717–724,
Nov. 2013.

[8] S. Arik, ‘‘An analysis of stability of neutral-type neural systems with
constant time delays,’’ J. Franklin Inst., vol. 351, no. 11, pp. 4949–4959,
Nov. 2014.

[9] H. Akca, V. Covachev, and Z. Covacheva, ‘‘Global asymptotic stability of
Cohen-Grossberg neural networks of neutral type,’’ J. Math. Sci., vol. 205,
pp. 719–732, Mar. 2015.

[10] S. Dharani, R. Rakkiyappan, and J. Cao, ‘‘New delay-dependent stability
criteria for switched hopfield neural networks of neutral type with additive
time-varying delay components,’’Neurocomputing, vol. 151, pp. 827–834,
Mar. 2015.

[11] K. Shi, H. Zhu, S. Zhong, Y. Zeng, and Y. Zhang, ‘‘New stability analysis
for neutral type neural networks with discrete and distributed delays using a
multiple integral approach,’’ J. Franklin Inst., vol. 352, no. 1, pp. 155–176,
Jan. 2015.

[12] D. Liu and Y. Du, ‘‘New results of stability analysis for a class of neutral-
type neural network with mixed time delays,’’ Int. J. Mach. Learn. Cybern.,
vol. 6, no. 4, pp. 555–566, Aug. 2015.

[13] J. Jian and B. Wang, ‘‘Stability analysis in Lagrange sense for a class of
BAM neural networks of neutral type with multiple time-varying delays,’’
Neurocomputing, vol. 149, pp. 930–939, Feb. 2015.

[14] W. Weera and P. Niamsup, ‘‘Novel delay-dependent exponential sta-
bility criteria for neutral-type neural networks with non-differentiable
time-varying discrete and neutral delays,’’ Neurocomputing, vol. 173,
pp. 886–898, Jan. 2016.

VOLUME 9, 2021 48921



L. Wan, Q. Zhou: Exponential Stability of Neutral-Type Cohen-Grossberg Neural Networks

[15] R. Samidurai, S. Rajavel, R. Sriraman, J. Cao, A.Alsaedi, and F. E. Alsaadi,
‘‘Novel results on stability analysis of neutral-type neural networks with
additive time-varying delay components and leakage delay,’’ Int. J. Con-
trol, Autom. Syst., vol. 15, no. 4, pp. 1888–1900, Aug. 2017.

[16] M. Zheng, L. Li, H. Peng, J. Xiao, Y. Yang, and H. Zhao, ‘‘Finite-time
stability analysis for neutral-type neural networkswith hybrid time-varying
delays without using Lyapunov method,’’ Neurocomputing, vol. 238,
pp. 67–75, May 2017.

[17] S. Lakshmanan, C. P. Lim, M. Prakash, S. Nahavandi, and
P. Balasubramaniam, ‘‘Neutral-type of delayed inertial neural networks
and their stability analysis using the LMI approach,’’ Neurocomputing,
vol. 230, pp. 243–250, Mar. 2017.

[18] R. Manivannan, R. Samidurai, J. Cao, A. Alsaedi, and F. E. Alsaadi, ‘‘Sta-
bility analysis of interval time-varying delayed neural networks including
neutral time-delay and leakage delay,’’ Chaos, Solitons Fractals, vol. 114,
pp. 433–445, Sep. 2018.

[19] G. Zhang, T. Wang, T. Li, and S. Fei, ‘‘Multiple integral Lyapunov
approach to mixed-delay-dependent stability of neutral neural networks,’’
Neurocomputing, vol. 275, pp. 1782–1792, Jan. 2018.

[20] N. Ozcan, ‘‘New conditions for global stability of neutral-type delayed
Cohen–Grossberg neural networks,’’ Neural Netw., vol. 106, pp. 1–7,
Oct. 2018.

[21] N. Ozcan, ‘‘Stability analysis of Cohen–Grossberg neural networks of
neutral-type: Multiple delays case,’’ Neural Netw., vol. 113, pp. 20–27,
May 2019.

[22] S. Arik, ‘‘A modified Lyapunov functional with application to stability of
neutral-type neural networks with time delays,’’ J. Franklin Inst., vol. 356,
no. 1, pp. 276–291, Jan. 2019.

[23] L. Wan and Q. Zhou, ‘‘Stability analysis of neutral-type Cohen-Grossberg
neural networks with multiple time-varying delays,’’ IEEE Access, vol. 8,
pp. 27618–27623, 2020.

[24] O. Faydasicok, ‘‘A new Lyapunov functional for stability analysis of
neutral-type hopfield neural networks with multiple delays,’’Neural Netw.,
vol. 129, pp. 288–297, Sep. 2020.

[25] O. Faydasicok, ‘‘New criteria for global stability of neutral-type Cohen–
Grossberg neural networks with multiple delays,’’ Neural Netw., vol. 125,
pp. 330–337, May 2020.

[26] S. Arik, ‘‘New criteria for stability of neutral-type neural networks with
multiple time delays,’’ IEEE Trans. Neural Netw. Learn. Syst., vol. 31,
no. 5, pp. 1504–1513, May 2020.

[27] Q. Song, L. Long, Z. Zhao, Y. Liu, and F. E. Alsaadi, ‘‘Stability criteria of
quaternion-valued neutral-type delayed neural networks,’’ Neurocomput-
ing, vol. 412, pp. 287–294, Oct. 2020.

[28] Q. Song, Y. Chen, Z. Zhao, Y. Liu, and F. E. Alsaadi, ‘‘Robust stability of
fractional-order quaternion-valued neural networks with neutral delays and
parameter uncertainties,’’Neurocomputing, vol. 420, pp. 70–81, Jan. 2021.

LI WAN received the Ph.D. degree from Nanjing
University, Nanjing, China. He was a Postdoc-
toral Fellow with the Department of Mathematics,
Huazhong University of Science and Technology,
Wuhan, China. Since 2006, he has been with the
College of Mathematics and Computer Science,
Wuhan Textile University, Wuhan, China. He is
the author or the coauthor of more than 30 journal
articles. His research interests include nonlinear
dynamic systems, neural networks, and control
theory.

QINGHUA ZHOU received the Ph.D. degree
from Nanjing University, Nanjing, China. From
August 2007 to August 2019, she was with the
Department of Mathematics, Zhaoqing University,
Zhaoqing, China. Since September 2019, she has
been with the School of Mathematics and Physics,
Qingdao University of Science and Technology,
Qingdao, China. She is the author or the coauthor
of more than 25 journal articles. Her research inter-
ests include nonlinear dynamic systems and neural
networks.

48922 VOLUME 9, 2021


