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ABSTRACT CycleGAN can realize image translation and style transferring among unpaired images.
However, it will easily generate inappropriate image results when the number and shapes of objects in the
style offering image and the source image are greatly different. The paper proposed an improved network,
named arCycleGAN, which introduced the mechanism of attribute registration into CycleGAN to solve
the problem. The arCycleGAN can transfer the freshness styles from the style offering images to the
unpaired input source images. The generated target images will have the freshness attributes of the style
offering images, while maintaining the shapes and key features of the input source images. The realization
of mechanism of attribute registration consists of three modules. The first module is attribute recognition
module, which can identify and label the attributes of objects in images. The second module is image
pre-screening module, which selects appropriate image subset as screened training set from raw image set
according to the attributes of the input source images. The third module is similarity matching module, which
matches the images in screened training set based on the similarity. The generator and discriminator in the
new network are similar to that in the CycleGANnetwork. Experimental results demonstrate the effectiveness
and better performance of the arCycleGAN. Compared with the CycleGAN, the new network can generate
more convincing images. It can generate the target images of similar quality based on a smaller training set
and less training time than the original CycleGAN. For generating images of similar quality, the number of
images in the required training set can be reduced by 50%, while training time is reduced by 5.8%.

INDEX TERMS Image generation, style transferring, attribute registration, image registration, improved
CycleGAN.

I. INTRODUCTION
Image generation with specified style attributes is an impor-
tant problem in the field of computer vision. It has been
applied in many scenes, such as advertising, photography,
scene beautification. Researchers have brought up many
applications based on CycleGAN because of its great fea-
tures and performances. For example, Tian et al. [1] used
CycleGAN to expand the image data set of apple diseases
to solve the problem of insufficient image data caused by the
random occurrences of apple diseases. Cap et al. [2] proposed
the LeafGAN network, which can generate images of apples
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with various diseases based on images of healthy apples.
These generated images can be used as data enhancements
to improve the diagnostic performance of plant diseases.
Wu et al. [3] proposed the adjusted DCGAN (Deep Convo-
lutional Generative Adversarial Networks) model to expand
the tomato leaves image set.

Freshness is an important attribute for plants and fruits.
But in many application scenes like daily photo shooting,
the qualities of fruit images cannot meet our expectations
due to various reasons. Through CycleGAN, the images
of non-fresh fruits can be translated into attractive images
of fresh fruits, vice versa. However, in some applications,
we found that there are a lot of unsatisfactory results in the
generated images based on CycleGAN.
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FIGURE 1. Examples of unsatisfactory results in generated images using
CycleGAN: (a) (d) style offering image; (b) (e) input source image;
(c) (f) generated target image.

In addition to the inappropriate results that we found,
Zhang et al. [4] pointed out that CycleGAN lacks effective
constraints, resulting in some unnecessary changes or/and
losses of information in generated images. For example,
the image with tumor often loses the information of tumor
in the medical image conversion process.

Based on a large number of experiments, we found that
the degrees of differences among the images in the training
set have a great influence on the qualities of the generated
images. For example, in the process of generating fruit images
with our specified freshness, some unsatisfactory images and
even some weird image results will be generated when the
number of objects in the image set are greatly different,
as shown in Fig. 1. The surfaces of apple(s) in the generated
target images, Fig. 1 (c) or Fig. 1 (f), are covered with messy
smears due to the multi-object feature of the style offering
images. The attributes that have great influences on the results
include the number of objects, the category of objects and the
freshness of objects.

Based on the conclusions of the above-mentioned
experimental analysis, we boldly put forward a hypoth-
esis. The unsatisfactory results will be greatly reduced
through avoiding or decreasing the attributes mismatch-
ing situations between the style offering images and the
input source images during the training processes. The
attribute registration mechanism is introduced to arrange
the unordered training set into the matched training set,
which will hopefully solve the problem of unsatisfactory
results. Preliminary experimental results verified our above
hypothesis.

We have implemented a new network which can effec-
tively avoid unsatisfactory results by introducing an attribute
registration mechanism to CycleGAN. Image classification
and image recognition technology are adopted to extract the
attributes such as the number of main objects, freshness and
other characteristics in the images. The screening weights
are assigned to each image in raw image set based on the
extracted attributes. The best matching of the images are
achieved based on similarity detection. Stable and efficient

fruit freshness attribute transferring can be realized through
this new network.

This paper focuses on the quality improvement and quality
stability in the process of freshness attribute transferring of
fruit images. We built an improved image generation net-
work, named arCycleGAN, which introduced the mechanism
of attribute registration into CycleGAN. The new network
can generate stable and excellent fruit image sequences with
different freshness levels for an input image. It can generate
more convincing images on the same image set. Moreover,
it can generate the images of similar quality based on a
smaller training set in less training time.

The innovations of new network are listed as follows.
First, an automatic recognition method combining depth tar-
get detection and image classification is used to screen the
training sets. Second, similarity detection method is used to
pair the images in the screened training set for the generator
module. Third, the new network can be used to train mul-
tiple generators to build image sequence generators, where
each generator can generate the target image with different
freshness attributes. CycleGAN is still used as the techni-
cal basis to enable image style transferring among unpaired
images.

The rest of this paper is organized as follows. The related
work will be discussed in the second part. The architecture of
the proposed network will be described in the third part. The
fourth part will discuss the experimental results of the new
network. The fifth part will give the comparisons and anal-
ysis between our new network and the original CycleGAN.
Finally, we will present the conclusion of our work and the
direction of further researches.

II. RELATED WORK
A. IMAGE-TO-IMAGE CONVERSION
Image-to-image conversion is a hot research field in the
image field. GANs (Generative Adversarial Networks) is the
framework for achieving significant results in addressing this
problem. Goodfellow et al. [5] proposed the GAN framework
for generatingmodels through the adversarial process estima-
tion. GAN framework can train the generator network and the
discriminator network at the same time.

Isola et al. [6] conducted image-to-image conversion
based on CGANs (Conditional Generative Adversarial Nets).
Image-to-image experiments based on paired data sets show
that CGANs is a promising conversion method, especially for
images that involve highly structured graphic output. Image-
to-image conversion usually requires the paired images to
learn the mapping between the input images and the output
images. But paired training images are difficult to acquire in
many tasks.

The adjusted DCGAN model [3] can be improved its per-
formance by adjusting the super parameters such as learning
rate, momentum and batch size. Zhu et al. [7] proposed a
CycleGAN model for bidirectional style transferring, which
converts unpaired images from source domain X to target
domain Y through two generators and two discriminators.
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B. IMPROVEMENT OF CYCLEGAN
The improvement measures for CycleGAN include two
aspects, one is improving the quality of generated images,
and the other is reducing the complexity and parameters of
the model training.

In terms of improving the quality of generated images,
module introducing, constraint adding and process decom-
posing are three common strategies.

Nazki et al. [8] proposed the AR-GAN (Activation Recon-
struction GAN) by introducing an activation reconstruction
module into CycleGAN. The activation reconstruction mod-
ule can help enhance the sense of perception between the
original image and the generated image as well as improve
the stability of the generated image. The AR-GAN can be
used to generate disease images based on health images to
solve the problem of the unbalanced distribution in a tomato
leaves image set. DiscoGAN [9] and DualGAN [10] use
similar ideas to achieve bidirectional conversion between two
image domains. But the reconstructions in both methods have
problems like image blurring and information loss.

LeafGAN [2] uses a new background similarity loss func-
tion, which makes the algorithm pay more attention to ROIs
(Region of Interest), resulting in making the background of
generated images as close as possible to the original input
images. CSGAN (Cyclic-Synthesized Generative Adversar-
ial Networks) [11] increases the consistency losses between
reconstructed images and synthesized images in CycleGAN
to improve the qualities of generated images. Similarly,
CDGAN (Cyclic Discriminative Generative Adversarial Net-
works) [12] increases the discriminating losses on the recon-
structed images in CycleGAN structure. Lin et al. [13] added
an auxiliary domain between the source domain and the target
domain to CycleGAN network. The constraint of the source
domain images and the auxiliary domain images can help
to reduce the randomness of the converted target images
and to improve the qualities of the generated images. How-
ever, the consistency constraints of the auxiliary and target
domains increase the number of parameters in generators and
training difficulties of generators. OT-CycleGAN (Optimal
Transport-CycleGAN) [14] uses the Optimal Transport to
add extra constraints to achieve a controllable one-to-one
mapping to implement the attribute transformation in some
specific tasks.

SCAN (Stacked Cycle-Consistent Adversarial Net-
works) [15] decomposes the image generation process into
multiple stages, which are combined by CycleGAN. In each
stage of generation process, the model generates images with
different resolutions. The multi-stage strategy of SCAN not
only improves the quality of the generated images during the
same resolution conversion process, but also enables higher
resolution generated images to be obtained. But there are still
problems with SCAN like random mapping and information
loss.

In terms of reducing the complexity and parameters
of the model training, CycleGAN++ [16] removes the
bidirectional consistency constraint and cascades the prior

information of the target domain and the source domain in the
image generation stage. This method can improve the training
rate and reduce the computational complexity by cancelling
the annular structure in CycleGAN.

C. IMAGE CLASSIFICATION AND IDENTIFICATION
There are many classification networks that can be used
as references in fruit image attributes recognition. The typ-
ical networks include deep convolution neural network,
lightweight neural network and deep separable network.

As the cornerstone of modern convolution neural network,
LeNet5 [17] is one of the earliest deep convolution neural
networks. It uses convolution, parameter sharing, pooling and
other steps to extract features and uses fully connected neu-
ral network for classification and recognition. AlexNet [18]
successfully uses ReLU, Dropout and LRN on the basis of
LeNet5. VGGNet [19] constructs a convolution neural net-
work with 16-19 layers by repeatedly stacking 3∗3 convolu-
tion kernels and 2∗2 maximum pooling layers. ResNet [20]
proposed a residual learning unit to solve the information
loss problem that may occur in convolutional layer or fully
connected layer. It has 152 layers, but the network parameters
are lower than VGGNet.

Although these networks have good accuracy rate in image
recognition tasks, the huge storage and computing cost
affect their application. Lightweight neural network model
is proposed to solve this problem. SqueezeNet [21] reduces
the number of parameters by replacing 3∗3 convolution
with 1∗1 convolution and reducing the number of channels
of 3∗3 convolution. It takes only 1/50 of the AlexNet param-
eters, but it can achieve the approximate effect and accuracy
of AlexNet on the IMAGENET.

MobileNetV3 [22] proposed hard Sigmoid instead of tra-
ditional Sigmoid in order to reduce the cost of Swish non-
linear activation. MicroNet [23] proposed micro-factorized
convolutional layer which decomposes the depth convolution
into a low-rank matrix. The layer can help to achieve a good
balance between the number of channels and input/output
connectivity.

D. ATTRIBUTE MATCHING AND REGISTRATION
Attribute matching is an important technology in the attribute
registration stage of the network proposed in this article.
Tang et al. [24] proposed a novel heterogeneous network
based on the attribute dependence. The attribute dependence
can help to improve the performance of access selection by
reducing blocking and handoff dropping rate.

Linlin et al. [25] proposed an Attribute-GAN to gener-
ate clothing-match pairs automatically. The Attribute-GAN
builds a large-scale outfit dataset and annotates manually
clothing attributes, such as color, texture, shape of dressing.
The Attributed-GAN can be applied to match the dress-
ing styles according to the similarity of semantic attributes.
Fengfeng et al. [26] proposed a cohesion-based metric to
improve the matching performance among distinct attribute
values. The cohesion-based metric can effectively avoid the
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FIGURE 2. Architecture and operational flow of the training stage in arCycleGAN network.

limitations such as similarity metric, threshold and domain
knowledge.

Wenhao et al. [27] proposed DEXIN (Dynamic EXclu-
sive and INclusive), a content-based multi-attribute event
matching algorithm. The multi-attribute matching algorithm
can support efficient and stable event matching in multiple
scenes.

HeeChun [28] proposed an algorithm ofmatching potential
partners based on players’ multi-attribute preferences. The
matching algorithm attempts to achieve enough stimuli for
players with incomplete preferences and unrevealed attributes
in each round of the two-sided games. Ronald et al. [29]
refined the similarity measure by considering importance
weights of attributes of objects and events. The method
deemed certainly not all attribute combinations are typi-
cally of the same interest. The hyper-matching of objects or
events is provided by the certain combination of the relevant
attributes, while the soft-matching is provided by the impor-
tance of unusual attribute values. Han-Mu and Kuk-Jin [30]
proposed a multi-attribute matching method for multi-layer
graphs. The method addresses the ambiguity and uncer-
tainty arisen from the attribute integration of the multi-layer
structure.

III. ARCHITECTURE OF ARCYCLEGAN
The proposed arCycleGAN network can generate target fruit
images with specified freshness attributes based on input
source fruit images. It introduces the mechanism of attribute
registration into CycleGAN to improve the effectiveness of
the training process. The arCycleGAN consists of four parts.
The first part is the attribute recognition module. The module
obtains correct attributes of objects in images. The second
part is the pre-screening module. The module filters out
appropriate image subsets from raw image set according to
the attributes of the input source images. The third part is
the similarity matching module. The module sets the match-
ing rules for the screened training set of CycleGAN. The
fourth part includes generators and discriminators similar to
CycleGAN.

FIGURE 3. Architecture and operational flow of the testing stage in
arCycleGAN network.

Figure 2 shows the structure and main operational flow of
training stage in the arCycleGAN network. The pre-screening
can filter the images from the raw image set. The similarity
matching is used to pair the images in the screened train-
ing set. The image generation model is trained based on
the matched training set. Figure 3 shows the structure and
main operational flow of the testing stage in the arCycle-
GAN network. For an input source image, the correspond-
ing target image can be obtained by selecting a suitable
pre-trained model according to the number and category
of objects in the source image as well as the requested
freshness.

A. ATTRIBUTE RECOGNITION BASED ON ALEX-YOLO
The purpose of this module is to identify the attributes of fruit
images. The module recognizes three attributes, freshness,
number and category of objects.

AlexNet is selected to identify the freshness attribute of
fruits in images. AlexNet has a simpler network structure and
lower computing cost, which can better meet our require-
ments. YOLO V2 is chosen as the target detection model
to recognize the number and category of objects in images.
YOLO V2 can achieve a high detection accuracy on the
premise of maintaining an acceptable detection speed. Tiny-
YOLO-VOC is selected as the basic network of YOLO
V2 because of its simple structure and low computational
complexity.
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FIGURE 4. The structure of generator in ArCycleGAN network.

For images in raw image set, the numberNi, the categoryCi
and the freshnessFi of objects can be obtained offline through
the above two models. When there are multiple objects in an
image, the category of objects with the largest quantities is
taken as the category of the image, while the freshness of
objects with the largest quantities is taken as the freshness
of the image.

Based on the above recognition results, the attribute vector
NCF i = (Ni,Ci,Fi) is established for each image in raw
image set.

For an input source image, the number Ns, the category
Cs and the freshness Fs of objects are also obtained by the
above method. The attribute vector of input source image is
established asNCF s = (Ns,Cs,Fs). Meanwhile, the attribute
vector of the generated target image is established asNCF t =
(Ns,Cs,Ft) according to the attributes of the input source
image and the requested freshness Ft .

B. IMAGE PRE-SCREENING BASED ON ATTRIBUTE
HOMOGENEITY
The screening weight of each image in raw image set is
calculated based on its attribute vector NCF i. The calculation
method of screening weight is shown as Formula (1) and
Formula (2).

Wis = ‖A · (NCF i − NCF s)‖

= a1 ∗ (Ni − Ns)2 + a2 ∗ (Ci − Cs)2

+ a3 ∗ (Fi − Fs)2 (1)

Wit = ‖A · (NCF i − NCF t)‖

= a1 ∗ (Ni − Ns)2 + a2 ∗ (Ci − Cs)2

+ a3 ∗ (Fi − Ft)2 (2)

In Formula (1),Wis is the screening weight between the ith

image and the input source image. A = (a1, a2, a3) is the
setting vector, which is usually set by users. For example,
it can be set as A = (0.3, 0.3, 0.4). NCF s is the attribute
vector of the input source image. Similarly, in Formula (2),
Wit is the screening weight between the ith image and the
generated target image. NCF t is the attribute vector of the
generated target images.

The screening weight of each image in the raw image set
will vary with different input source images and requested
freshness. Appropriate images are screened from the raw
image set according to the screening weight of each image
and some randomness. The combination of screening weight

Algorithm 1 Similarity Matching for Images
Input: input source image, generated target image and raw
image set
Output: similarity among images
1. Reduce the size of the image to 8× 8 pixels;
2. Convert the reduced image to a 64-level grayscale image;
3. Calculate the grayscale average of all pixels in the
image;

4. Compare the gray scale of each pixel with the average
value;

5. Mark each pixel as either 1 or 0. Marked as 1 if the
pixel gray is greater than or equal to the average,
otherwise marked as 0;

6. Calculate the hash value and combine it into a 64-bit
binary integer, denoted as a finger;

7. Calculate the similarity according to the finger of the
images.

and randomness is to maintain a high quality and the diversity
of generated target images. Finally, the screened images are
jointly formed into a screened training set.

C. TRAINING SET PAIRING BASED ON SIMILARITY
DETECTION
The screened images will be matched based on similarity
detection. Perceptual Hash Algorithm is adopted to imple-
ment the image similarity detection. The implementation
process is shown as Algorithm 1.

D. GENERATOR MODULE FOR GENERATED TARGET
IMAGES
The network structure of the generator used in this paper is
based on CycleGAN network. The network structure of the
generator is shown as Fig. 4.

The network structure of the generator can be described in
detail as below. Layer 0 is the input layer, whose input are the
fruit images. The size of fruit images is 256∗256. Next, there
are three Convolution-InstanceNorm-ReLU layers, named
from Layer 1 to Layer 3. The step length of these three con-
volution layers are 1, 2, 2, respectively. The purpose of these
three layers is to conduct dimensional-reduction sampling in
the feature space. After the dimensional-reduction sampling,
there are nine continuous ResNet residual blocks, numbered
sequentially from Layer 4 to Layer 12. At last, there are two
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TABLE 1. The structure of generator in ArCycleGAN network.

FIGURE 5. The structure of discriminator in ArCycleGAN network.

TABLE 2. The structure of discriminator in ArCycleGAN network.

up sampling modules, that is, transpose convolution. Their
purpose is to bring the space and channel back to full size.
The parameters, such as convolution kernel size, number and
step length of the generator are shown in Table 1.

E. DISCRIMINATOR MODULE FOR IMAGES
PatchGANs is adopted as the network structure of the dis-
criminator. The discriminator has five layers and its network
structure is shown as Fig. 5. A Convolution-LeakyReLU
layer is taken as the first layer. The following are three
Convolution-InstanceNorm-ReLU layers, named from Layer
2 to Layer 4. The fifth layer is a convolutional layer used to
generate the one-dimension output. The parameters, such as
convolution kernel size, number and step length of each layer
in the discriminator are shown in Table 2.

LeakyReLU is selected as the activation function of the
discriminator. LeakyReLU is shown as Formula (3), where
the value of a is 0.2.

LeakyReLU (X )

{
x, x ≥ 0
ax, x < 0

∈ R (3)

In the training process, the goal of generator G is to gen-
erate images as real as possible to deceive the discriminator
D, while the goal of D is to distinguish the images generated
by G from the real images as far as possible. The objective
function is shown as Formula (4),

min
G

max
D

(D,G) = Ex∼pdata(x)
[
logD (x)

]
+Ez∼pz(z)

[
log (1− D (G(z)))

]
(4)
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FIGURE 6. Two groups of matched training sets: (a) images of a fresh apple at one end of Group 1;
(b) images of a wrinkled apple at the other end of Group 1; (c) images of the fresh apples at one end
of Group 2; (d) images of the rotten apples at the other end of Group 2.

TABLE 3. Running environments of our experiments.

where x represents the real image. z represents the noise of
the input G network. G(z) represents the image generated by
G network, D() represents the probability of Network D to
determine whether the image is authentic.

IV. EXPERIMENTAL RESULTS
We have carried out detailed experiments to verify the arCy-
cleGAN proposed in this paper. The experimental results
show that arCycleGAN can generate better results and have
better performance than the original CycleGAN in terms of
required training set, training rounds and training time.

We adopted the GPU version of TensorFlow as the running
environment. The detailed hardware configurations and soft-
ware versions are shown in Table 3.

A. RAW IMAGE SET
We collected fruit images with different freshness attributes
as our raw image set. The raw image set mainly contains

TABLE 4. Number of images with different freshness attributes in raw
image set.

three parts which are the fruit subset in IMAGENET, the fruit
images crawled from the network and the images taken
by ourselves. Images were classified into four categories
including Fresh, Dull, Wrinkled and Rotten according to the
freshness of the fruits. The numbers of images with different
freshness attributes are shown in Table 4.

B. B RAW IMAGE SET AND MATCHED TRAINING SET
In the training phase of CycleGAN and arCycleGAN,
the screened training set is selected from the raw image set.
The number of images in the screened training set can usually
be preset from 60 to 200. If it is less than 60, the quality of the
generated images could be inacceptable. If it is greater than
200, the quality of the generated images will be difficult to
improve.

There are three main differences between the training set
used in CycleGAN and the matched training set used in arCy-
cleGAN. Firstly, the training set of CycleGAN is randomly
selected, while the matched training set of arCycleGAN is
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FIGURE 7. Experimental results of freshness attribute transferring: (a) input source images of the fresh
apple(s); (b) generated target images of the dull apple(s); (c) generated target images of the wrinkled
apple(s); (d) generated target images of the rotten apple(s).

composed of the closer images selected according to the
category, quantity, and freshness attributes of objects. Sec-
ondly, the images at both ends in CycleGAN are randomly
matched, while the images at both ends in arCycleGAN are
optimally matched based on the image similarity. At last, the
importance of the images in the training set of CycleGAN
is the same, while the images in the matched training set of
arCycleGAN are valued as different weights according to the
image contents.

Figure 6 shows an example of a matched training set. The
numbers and categories of objects in all images are close. The
freshness attributes of the fruits in images at the same end
are similar, and the freshness attributes at the other end are
different. Compared with CycleGAN, the better performance
of arCycleGAN is reflected in a smaller training set and fewer
training rounds.

C. GENERATED TARGET IMAGE WITH THE SPECIFIED
FRESHNESS
We use arCycleGAN to change the freshness attributes for
apple images. Examples of generated target images are
shown in Fig. 7. The fresh fruit images in Fig. 7 (a) are
the input source images in our arCycleGAN. Images in
Fig. 7 (b), (c) and (d) are the corresponding generated target
images with Dull, Wrinkled and Rotten freshness attributes
respectively.

From Fig. 7, we can denoted that arCycleGAN can gen-
erate more convincing image results. The generated target
images have the specified freshness attributes on premise of
maintaining the same shapes and details as the input source
images.

D. APPEARANCE TRANSFERRING BETWEEN DIFFERENT
FRUIT CATEGORIES
The arCycleGAN can not only change freshness attributes of
fruit images, but also transfer appearances between different
categories of fruit images. Figure 8 shows the appearance
transferring results between Apple and Orange. As can be
seen in Fig. 8, arCycleGAN can achieve attractive perfor-
mances during appearance transferring.

V. PERFORMANCE EVALUATION AND ANALYSIS
Compared with CycleGAN, the mechanism of attributes reg-
istration, similar to the attention mechanism, are introduced
into the preparation process of the training set of arCycle-
GAN. As a result, arCycleGAN acquires two aspects of
improvement effects. In the first aspect, arCycleGAN can
produce more stable style transferring results on the training
image set of the same size, or only needs a smaller training
image set to obtain the results of similar quality. In the sec-
ond aspect, the convergence speed in the generator module
is improved, resulting in arCycleGAN only requiring fewer
training rounds and less training time.
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FIGURE 8. Experimental results of appearance transferring between Apple and Orange: (a) input
source images of the apple; (b) generated target images of the orange; (c) input source images of
the orange(s); (d) generated target images of the apple(s).

FIGURE 9. Comparisons of the results of CycleGAN and arCycleGAN when the number of images
in the training set is 40: (a) the input source image of the fresh apple; (b) the dull apple image
generated by CycleGAN; (c) the wrinkled apple image generated by CycleGAN; (d) the rotten
apple image generated by CycleGAN; (e) the dull apple image generated by arCycleGAN; (f) the
wrinkled apple image generated by arCycleGAN; (g) the rotten apple image generated by
arCycleGAN.

A. IMPROVEMENT EFFECTS OF ARCYCLEGAN
ArCycleGAN can generate the superior results than the orig-
inal CycleGAN based on a training set containing the same
number of images.

Figure 9 shows the comparison of the generated tar-
get images between the original CycleGAN and arCycle-
GAN when the number of images in the training set is 40.
Figure 10 shows another comparison of the target images
generated by the CycleGAN and arCycleGANwhen there are
100 fruit images in the training set.

It can be found from Fig. 9 and Fig. 10 that arCycleGAN
can better maintain the shapes of the fruits and show more
obvious indications of freshness under the same size of train-
ing image set.

B. REDUCING THE SIZE OF THE TRAINING SET
Compared with the original CycleGAN, arCycleGAN only
needs smaller training set to generate images of the same
quality.
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FIGURE 10. Comparisons of the results of CycleGAN and arCycleGAN when the number of
images in the training set is 100: (a) the input source image of the fresh apple; (b) the dull apple
image generated by CycleGAN; (c) the wrinkled apple image generated by CycleGAN; (d) the
rotten apple image generated by CycleGAN; (e) the dull apple image generated by arCycleGAN;
(f) the wrinkled apple image generated by arCycleGAN; (g) the rotten apple image generated by
arCycleGAN.

FIGURE 11. Comparisons of the dull apple images generated by CycleGAN and arCycleGAN on training sets of different sizes:
(a) the input source image of the fresh apple; (b) generated by CycleGAN on the training sets of size 40; (c) generated by
CycleGAN on the training sets of size 60; (d) generated by CycleGAN on the training sets of size 100; (e) generated by
CycleGAN on the training sets of size 200; (f) generated by arCycleGAN on the training sets of size 40; (g) generated by
arCycleGAN on the training sets of size 60; (h) generated by arCycleGAN on the training sets of size 100; (i) generated by
arCycleGAN on the training sets of size 200.

Figure 11 shows comparisons of the dull apple images
generated by CycleGAN and arCycleGAN on training sets
of different sizes. The sizes of the training sets used in the
experiments in Fig. 11 are 40, 60, 100 and 200, respectively.

Three preliminary conclusions can be drawn from Fig. 11.
Firstly, through the horizontal comparison, it can be found
that as the size of the training set are becoming larger,
the images generated by both networks are gradually getting
better. Secondly, through the longitudinal comparison, it can
be found that on the training sets of the same size, arCy-
cleGAN can produce better images than CycleGAN. Finally,
arCycleGAN can generate images of similar quality using a
smaller training set than CycleGAN. The conclusion can be
illustrated by Fig. 11 (d) being the closest to Fig. 11 (g) and
Fig. 11 (e) being the closest to Fig. 11 (h).

Figure 12 shows comparisons of the wrinkled apple images
generated by CycleGAN and arCycleGAN on training sets
of different sizes. The sizes of the training sets used in

the experiments in Fig. 12 are also 40, 60, 100 and 200,
respectively. The three above preliminary conclusions can
also be drawn from Fig. 12, similar to Fig. 11. In Fig. 12,
these phenomenon also can be seen that the horizontal images
are getting better and better, and the longitudinal results are
also better, and smaller training sets are required to generate
images of similar quality.

Through a large number of experiments, compared with
CycleGAN, arCycleGAN only needs about half the size of
the training set to obtain images of the same quality.

C. REDUCING TRAINING ROUNDS AND TRAINING TIME
Compared with the CycleGAN, arCycleGAN requires fewer
training rounds to generate images of similar quality. Table 5
describes in detail the reduction ratio of training rounds
required by arCycleGAN compared to CycleGAN.

The reduction of the training rounds of arCycleGAN is
due to its faster convergence speed caused by the introduced
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FIGURE 12. Comparisons of the wrinkled apple images generated by CycleGAN and arCycleGAN on training sets of different sizes:
(a) the input source image of the fresh apple; (b) generated by CycleGAN on the training sets of size 40; (c) generated by CycleGAN
on the training sets of size 60; (d) generated by CycleGAN on the training sets of size 100; (e) generated by CycleGAN on the training
sets of size 200; (f) generated by arCycleGAN on the training sets of size 40; (g) generated by arCycleGAN on the training sets of size
60; (h) generated by arCycleGAN on the training sets of size 100; (i) generated by arCycleGAN on the training sets of size 200.

TABLE 5. Reduction ratio of training rounds of the new model.

TABLE 6. Reducing ratio of training time of ArCycleGAN.

mechanism of attribute registration. It can be concluded
from Table 5 that, compared with the original Cycle-
GAN, the training rounds needed by arCycleGAN can be
reduced by 5.0% on average and the highest can be reduced
by 11.1%.

Since arCycleGAN only requires a smaller training set
and fewer training rounds, the training time is significantly
reduced. Table 6 describes in detail the reduction ratio of
training time required by arCycleGAN compared to Cycle-
GAN.

It can be concluded from Table 6 that, compared with the
original CycleGAN, the training time needed by arCycle-
GAN can be reduced by 5.2% on average and the highest can
be reduced by 10.6%.

VI. CONCLUSION AND FUTURE WORK
We proposed a novel style transferring network, named arCy-
cleGAN, which can generate fruit images with specified
freshness while maintaining the shapes and main features
of the fruit in input source images. The new network also
enables appearance transferring between different categories
of fruits images. On the basis of CycleGAN, arCycleGAN
introduces attribute registration mechanism to improve the
stability and the qualities of the generated target images. The
attribute registration mechanism, implemented by the three
modules of attribute recognition, pre-screening and similarity
matching, can effectively improve the performance of style
transferring and reduce the computational cost of the training
process. Detailed experimental results show that, compared
with CycleGAN, arCycleGAN can generate images of sim-
ilar quality on only about half the size of the training set.
Meanwhile, the training rounds and training time have also
been reduced. The training rounds required by arCycleGAN
to generate images of similar quality are reduced by 5.0% on
average, and the training time is reduced by 5.8% on average.

The proposed network, arCycleGAN, can be widely used
to expand the data set of fruit images with different freshness
attributes, or to improve the qualities of fruit images taken
by cameras. The next of this paper is to further improve the
adaptive adjustment capabilities of network parameters.
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