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ABSTRACT Sarcasm is a complicated linguistic term commonly found in e-commerce and social media
sites. Failure to identify sarcastic utterances in Natural Language Processing applications such as sentiment
analysis and opinion mining will confuse classification algorithms and generate false results. Several studies
on sarcasm detection have utilised different learning algorithms. However, most of these learning models
have always focused on the contents of expression only, leaving the contextual information in isolation.
As a result, they failed to capture the contextual information in the sarcastic expression. Secondly, many
deep learning methods in NLP uses a word embedding learning algorithm as a standard approach for feature
vector representation, which ignores the sentiment polarity of the words in the sarcastic expression. This
study proposes a context-based feature technique for sarcasm Identification using the deep learning model,
BERT model, and conventional machine learning to address the issues mentioned above. Two Twitter and
Internet Argument Corpus, version two (IAC-v2) benchmark datasets were utilised for the classification
using the three learning models. The first model uses embedding-based representation via deep learning
model with bidirectional long short termmemory (Bi-LSTM), a variant of Recurrent Neural Network (RNN),
by applying Global Vector representation (GloVe) for the construction of word embedding and context
learning. The secondmodel is based on Transformer using a pre-trained Bidirectional Encoder representation
and Transformer (BERT). In contrast, the third model is based on feature fusion that comprised BERT
feature, sentiment related, syntactic, and GloVe embedding feature with conventional machine learning.
The effectiveness of this technique is tested with various evaluation experiments. However, the technique’s
evaluation on two Twitter benchmark datasets attained 98.5% and 98.0% highest precision, respectively. The
IAC-v2 dataset, on the other hand, achieved the highest precision of 81.2%, which shows the significance
of the proposed technique over the baseline approaches for sarcasm analysis.

INDEX TERMS Natural language processing, sarcasm identification, Bi-LSTM, GloVe embedding, BERT.

I. INTRODUCTION
Recently, affective computing and sentiment analysis
research has gained much recognition [1]. The notion behind
sentiment analysis is to determine the polarity of the emotion
word in an expression. Analysis of people’s sentiment (also
referred to as opinion mining) identifies subjective informa-
tion in source documents. The process of identifying peo-
ple’s opinions (sentiments) about products, politics, services,
or individuals brings a lot of benefits to the organisations [2],
[3]. The possibility of identifying subjective information is
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essential. It helps generate structured knowledge that serves
as a piece of important knowledge for decision support
systems and individual decision-making [4]. For instance,
affective computing and sentiment analysis can improve
recommendation systems and customer relationship manage-
ment by revealing customers’ likes and dislikes or eliminating
the item recommendations that got negative feedback from
the customers [5]. Most of the social content found on the
Web consists of figurative words such as sarcasm and irony.
For example, the Internet Argumentation Corpus obtained
from 4forums.com consists of 12% sarcastic utterances [6].
In social media, various people usually employ sarcasm or
irony to show their emotions, making it difficult to analyse
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people’s sentiments. Sarcastic languages can shift the senti-
ment polarity in the textual document, which might reduce
the predictive accuracy of sentiment analysis. In sarcastic
statements, there is a contradiction between the expressed
textual utterances and the individual’s aim in making such
sarcastic utterances.

According to [7], Sarcasm is defined as ‘‘a verbal device,
with the intention of putting someone down or an act of
saying one thing while the meaning is opposite.’’ People use
sarcastic statements that correspond to the reverse of what
they speak to injure one’s emotion. Sarcasm identification
studies have gained attention in recent years. Maynard and
Greenwood [7], in their research, demonstrated that sarcasm
identification from sarcastic utterances might enhance the
accuracy of sentiment analysis. Sarcasm identification has
become an essential step in analysing people’s sentiments [8],
[9]. A sarcastic statement represents a conflict between the
individual’s motive making the utterance and the actual com-
position. For instance, a sarcastic expression, ‘‘I love to work
on holidays!’’ shows a conflict between the clear statement
‘‘on holidays’’ and the expression ‘‘love.’’ The contradiction
and the sentiment polarity shift prove that Sarcasm is a unique
case of sentiment analysis. Sarcasm is extremely contextual
and topic reliant, and as a result, some contextual clues and
shifts in polarity sentiment can assist in sarcasm identification
in the text. Moreover, it resolves the obscurity of the meaning
and improves the overall sentiment classification of a huge
amount of user’s textual data obtained from social media.
The insufficient knowledge of the situation ‘‘Context,’’ the
environment, and the specific topic will result in difficulty
detecting sarcastic utterances [10]. Context understanding
is one of the main challenging phases of moderation con-
tent. The term ‘‘Context’’ in sentiment analysis refers to
supplementary support that may either increase or change
the content polarity. Thus, the context vector determines the
accuracy of the sentiment analysis, and the predictive model
will guarantee the reliability of the overall prediction.

Various studies on sarcasm identification have relied on
content and pattern-based features. For instance, Mukherjee
and Bala [11] employed content-based linguistic features for
sarcasm classification. The study relied solely on the emoti-
con, word use, and the sentence, in general, to differentiate
sarcastic from non-sarcastic sentences. The technique pro-
duced reasonable performance results based on the data set
that was used. However, the predictive model performance
relied intensely on the linguistic feature content, which is
likely to degrade when applied to other data sets due to its
dependence on word use. Hence, the obtained result cannot
be generalised to a satisfactory extent.

Similarly, Rajadesingan, et al. [12] investigated the
behavioural method for sarcasm analysis by utilising psy-
chological and behavioural theories to build the behavioural
model. Different features that include emotion, complex-
ity, expression, and contrast were extracted to train the
model. The study’s empirical analysis showed enhanced
performance on the proposed method compared with the

conventional approaches. Similarly, Bouazizi and Ohtsuki
[13] defined a pattern method for sarcasm classification on
tweets. In their proposed technique, the author separated the
sarcasm identification algorithm into four different analy-
ses: syntactic-related, sentiment-related, punctuation-related,
and pattern-related features for the analysis. They proposed
an effective and reliable pattern for sarcasm identification
by grouping words into two separate categories: ‘‘CI’’ and
‘‘GFI.’’While the CI emphasises the importance of theword’s
contents in the expression, the GFI class concentrates more
on the grammatical function of the word. The Random Forest
classifier was employed for prediction purposes, and an accu-
racy of 83.1% with a precision of 91.1% was obtained. Thus,
the comparative analysis indicated that the pattern-based
technique outperformed other methods. However, the study
relied more on the words’ patterns in the expression, which
are not sufficient in capturing all the sarcastic sentiments.
The approaches mentioned above performed optimally well
in sarcasm analysis. However, they failed to recognise the
importance of context information in sarcastic utterances to
address the ambiguity associated with a sarcastic expression.

In this research, the context embedding that considers both
local and global context information has been employed to
construct the deep learning and BERT model features by
considering feature fusion techniques for sarcasm classifica-
tion using textual data. Three benchmark datasets provided
by Riloff et al. [14], Ghosh and Vale [15], and IAC-v2
[16] have been utilised to test the model. A deep learning
architecture consisting of Bi-LSTM has been employed with
GloVe embedding to construct context vectors that represent
a semantic word as features. GloVe embedding integrates
‘local context window’ and ‘Global statistics of matrix fac-
torisation’ methods, which are the two key model families
[17]. The GloVe embedding can construct a word represen-
tation that learns grammatical and semantic information and
captures the word’s context and global corpus information.
Four major performance metrics, such as precision, recall,
accuracy, and f-measure, have been utilised to evaluate the
model’s empirical analysis. The main contributions of this
study are summarised below.
â Understand sarcasm as a unique instance of

context-based sentiment analysis.
â Define and extract local content and the global context

by employing GloVe embedding features.
â Build a deep learning model based on Bi-LSTM to auto-

matically identify sarcasm using context information to
address the feature engineering problem.

â Proposes a feature fusion technique, which comprised
BERT feature, hashtag feature, sentiment related fea-
ture, syntactic features, and GloVe embedding feature
for sarcasm classification. To the best of our knowledge,
this is the first study that integrates BERT feature and
word embedding with linguistic and sentiment related
feature to improve the classification performance for sar-
casm identification to address the context and sentiment
polarity issue in sarcastic utterances

48502 VOLUME 9, 2021



C. I. Eke et al.: Context-Based Feature Technique for Sarcasm Identification in Benchmark Datasets

â The proposed techniquewas evaluated via various exten-
sive experiments on the two benchmark Twitter datasets,
and the results demonstrated that the proposed technique
slightly outperformed the baseline methods for sarcasm
classification.

The remainder of the sections are organised; thus: In
section 2, the literature survey is discussed. Section 3 pro-
vides the proposed technique. In section 4, the experimental
settings and procedures are discussed. Section 5 presents
the experimental design. In section five, empirical results
and discussion are presented. Section 6 finally concludes the
article with suggestions for future work.

II. LITERATURE SURVEY
Sarcasm identification task has been studied by employ-
ing different methods, including lexicon-based, conventional
machine learning, deep learning, or even a hybrid approach.
Besides, several reviews on sarcasm detection have also been
conducted. For instance, Eke, et al. [18] performed SLR on
sarcasm identification in Textual data. The study was carried
out by considering ‘dataset collection, preprocessing tech-
niques, feature engineering techniques (feature extraction,
feature selection, and feature representation), classification
algorithms, and performance measures.’ The study revealed
that content-based features are the most employed features
for sarcasm classification. The study also revealed that the
standard evaluation metrics such as precision, recall, accu-
racy, f-measure, and Area under the curve (AUC) are the
most used parameters for evaluating classifiers’ performance.
Moreover, the study also revealed that when there is an
imbalance in the class distribution of the dataset, the AUC
performance measure is the right choice due to its robustness
in resisting the skewness in the dataset. The review con-
cluded by identifying recent challenges and proposing the
open research direction to provide a solution to the sarcasm
identification studies issue.

Various scholars have studied sarcasm identification tasks
Joshi, et al. [19], stated two methods, namely, the ‘‘Incon-
gruent words-only’’ method and ‘‘all-words: method’’ in
‘‘Expect the Unexpected: Harnessing Sentence Completion
for Sarcasm Detection’’ research by employing ‘‘Sentence
completion’’ for sarcastic analysis: For evaluation purpose,
two sets of data were used, which includes (i) Twitter
data collected by Riloff, et al. [14], consisting 2278 tweets
(‘506 sarcastic, and 1772 non-sarcastic). (ii) Discussion
forum data collected by Walker, et al. [6] that contain man-
ually labelled balanced tweets (‘752 sarcastic and 752 non-
sarcastic). However, ‘WordNet similarities and word2vec’
were employed to measure the similarities in the perfor-
mance. Two-fold cross-validation was used for evaluation
purposes. Thus, the overall predictive results attained an
F-score of 54% by employing the Word2Vec similarity for
the all-words method, but 80.24% of F-score was obtained
with the WordNet incongruous words-only method. On the
other hand, an 80.28% F-score is obtained using theWordNet

similarity and Incongruous words-only method with 2-fold
cross-validation.

In addition to the handcrafted feature proposed by var-
ious studies for sarcasm classification, the word polarity
disambiguation approach has also gained recognition by
many scholars in recent years. For instance, Wu and Wen
[20] studied a Knowledge-based (unsupervised) approach for
automatic disambiguation of dynamic sentiment-ambiguous
adjectives using a search engine. Remarkably, the author
exploited character-based and pattern-based approaches to
extrapolate nouns’ sentiment expectation and find adjec-
tives’ polarity. In another study, Xia, et al. [21] proposed an
approach that utilises opinion-level features to resolve words’
polarity ambiguity. In this approach, the author examined
the inter-opinion (e.g., Discourse, correlative words in the
sentence) and intra-opinion (e.g., Indicative words, opinion
target) feature. They employed the probability approach to
resolving the word polarity disambiguation by adopting the
Bayesian model. However, they experimented on pinion cor-
pus, and the results of the experiment showed a substan-
tial impact in the disambiguation of word polarity using
the opinion-level feature. In a recent study, Wang, et al.
[22] proposed the word sense disambiguation deep learning
method. In the proposed approach, the sense path in a tar-
get context is modelled by exploiting the domain-specific
background knowledge from WordNet by employing the
word embedding feature extracted from an external corpus.
The method revealed the hidden semantic relationship within
word sense by utilising the ‘PageRank algorithm’ to exploit
sense path via WordNet structure while representing the text
context target with latent semantic analysis. In a related
study,.Abdalgader and Al Shibli [23] proposed a variant
of the ‘graph-based word sense disambiguation approach
by exploiting all the occurrence of semantic information
acquired using the WordNet to facilitate graph semantics
connection for finding the anticipated meanings of words in
a specified context. In this proposed approach, the similarity
between the graph nodes that comprised all related word
semantic information for sentence-level disambiguation is
measured. Next, the real meanings are concurrently allocated
to every target word by applying a graph centrality measure
that provides the important degree between the graph nodes.
However, the experimental evaluation and comparison results
of the approach with the benchmark dataset outperformed the
state-of-the-arts WSD approaches.

The idea of the ensemble learning approach was initially
proposed by Fersini, et al. [24] while studying ‘‘Detecting
Irony and Sarcasm in Microblog: the role of Expressive
Signals and Ensemble Classifiers.’’ The author considers the
‘Bayesian Model averaging’ and various classification algo-
rithms based on their reliabilities and marginal probability
predictions. However, they considered BayesianModel Aver-
aging and Majority Voting as the main ensemble approach in
the classification phase. For evaluation purposes, the author
selected the baseline model that attained the best predictive
performance and four configurations that include BoW, PoS,
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PP, PP & PoS. However, the predictive analysis indicates
that the proposed majority voting ensemble model performed
better than the single classifier. The author also showed that
positives could enhance Sarcasm and that pragmatic features
are discriminative in capturing ironic utterances. In another
study, ONAN, et al. [25] proposed a Turkish news article’s
satire detection method. The authors employed linguistic
Inquiry and word count software for feature extraction by
considering the linguistic and psychology feature sets. In this
study, ensemble learning, five deep learning architecture, and
word embeddings schemewere considered. The experimental
analysis of the proposed approach showed that the deep learn-
ing approach outperformed other approaches, which showed
the significance of the proposed methods. Ptáček, et al.
[26] made the first attempt to study a multilingual approach
for sarcasm identification. In their study, two different lan-
guages were considered (English and Czech). The authors
utilised both English and Czech datasets to compare the
sarcastic occurrence in both languages. The dataset consists
of 140,000 tweets composed in Czech and 780,000 tweets
composed in English. Twitter API was utilised to stream the
tweets. During the classification phase, two classifiers (Sup-
port vector machine and Maximum entropy classifier) were
employed to evaluate the models’ predictive performance.
In the testing phase, a 5-fold cross-validation approach was
used in each classifier. Thus, 0.947 and 0.924 F-measure was
achieved on a balanced and imbalanced English dataset with
the RF classifier. However, SVM produced a better result
on the Czech dataset, attaining an F-measure of 0.582 by
enhancing features with different patterns.

In relation to affective computing and sentiment classifi-
cation, Esuli, et al. [27] proposed a cross-lingual sentiment
qualification approach whereby the training data are present
in a source language but absent in the target language required
for performing sentiment qualification. Thus, this method
addresses those application contexts whereby there is a pres-
ence of the training document for different source languages
and the absence of the training document on the interested
target language. The author utilised the distributional cor-
respondence indexing (DCI) and structural correspondence
learning (SCL) approach for cross-lingual text classification.
However, the experimental analysis using the benchmark
datasets on cross-lingual sentiment classification yielded
promising prediction results on cross-lingual sentiment qual-
ification. In another study, Yang, et al. [28] proposed a new
method tagged ‘‘Segment-level joint topic-sentiment model
(STSM)’’ sentiment classification. The proposed approach
aimed to determine the document sentiment polarity by cap-
turing the correlation of the topic sentiment. The author mod-
elled the joint topic-sentiment’s correlation by inserting the
sentiment layer between the segment and topic layers. How-
ever, the sentiment classification’s predictive performance
shows that the proposed approach can enhance complex and
compound sentences’ performance. Moreover, the alignment
of sentiment and topics also indicates the significance of
the proposed method. Agrawal, et al. [29], in their study on

sarcasm identification, explored emotion categories features
such as sadness, happiness, surprise, etc.; the authors went
deeper by considering the sequential information encoding
among the effective features state. The comparative analysis
of the proposed approach demonstrates the effectiveness
of the method. In a recent study, Onan, et al. [30] exam-
ined the classification performance of conventional machine
learning and deep learning models for sentiment analysis on
product review, and the predictive performance indicates the
effectiveness of the proposed method on sentiment
classification.

Recently, the application of multi-tasks learning has gained
recognition and has been demonstrated in various NLP tasks,
including key phrase boundary detection [31] and implicit
discourse relationship detection [32]. In a related study,
Majumder, et al. [33] proposed a ‘multitask learning frame-
work using DNN’ for sentiment and sarcasm identification
study. In their research, they demonstrated that the two tasks
are related and, as a result, modelled the two tasks using
a single neural network. However, the experimental results
slightly performed better than the existing approach, which
reveals that the multi-task network improves sarcasm clas-
sification in sarcasm and a polarity shift in the sentence.
In a related study, Mishra, et al. [34] proposed a method for
automatic cognitive feature extraction using a CNN variation
for sentiment and sarcasm identification tasks. The author
utilised the gaze data present in the dataset. In the modelling
phase, the author modelled the two tasks separately. The
experimental analysis of the learned features shows that the
hybrid of automatically learned features produces a promis-
ing result, indicating that it can represent deep linguistic
subtleties in the textual data, which has remained an issue in
sentiment and sarcasm classification studies.

Riloff, et al. [14] presented an approach for detecting a spe-
cific form of Sarcasmwhereby a contradiction exists between
positive sentiment and negative situations. They proposed
a ‘bootstrapping algorithm’ that utilises a single seed word
that automatically identifies and learns a phrase that shows
positive sentiment and negative situations from the sarcastic
tweets. The authors created two baseline approaches and
employed the LIBSVM library to model SVM classifiers,
using 10-fold cross-validation for model evaluation. How-
ever, a precision of 64% and 39% recall were obtained by
employing SVM on unigram and bigram features. Thus, this
method performed optimally well, but many sarcastic tweets
were not captured in the classes mentioned above of Sarcasm.
Also, the method depends on the occurrence of every possible
‘‘Negative situation’’ on the training data, which is inefficient
on a new tweet data Mukherjee and Bala [11] presented a
method that provides knowledge to a system, which interprets
the author’s linguistic style by considering different sets of
features for sarcasm identification in a microblog. They used
authorial style-based features for their study, and in the classi-
fication phase, Naïve Bayes and fuzzy clustering algorithms
were used. The experimental analysis indicates that the use
of supervised and unsupervised learning, and the inclusion of

48504 VOLUME 9, 2021



C. I. Eke et al.: Context-Based Feature Technique for Sarcasm Identification in Benchmark Datasets

features that are independent of text produced better accuracy
in sarcasm detection. However, the approach is only limited
to authorial style-based features and may not work well with
other feature sets.

In the existing methods, word-level approaches require
a couple of times in training big social data analysis.
To overcome the limitation, Hussain and Cambria [35] pro-
posed a novel ‘Semi-supervised learning model’ by com-
bining ‘random projection scaling’ as part of the vector
space model (VSM) and a SVM to implement cognitive
on a knowledge-based of affective common sense. How-
ever, the experimental analysis results revealed an impor-
tant enhancement in both polarity identification and emotion
detection over the classification rule because both labelled
data and unlabelled data are employed for classification learn-
ing compared to the formal method that utilises only the
labelled data. Thus, it opened the opportunity for further
research on semi-supervised learning methods on big social
data analysis. In a related study, Duan, et al. [36] proposed
a new semi-supervised learning method that considers both
training and testing sets for sentiment classification of stock
text messages. The method was proposed to resolve the issue
common in short message modelling, such as data sparsity
in mathematical representation. Moreover, the author con-
structed a Generative Emotion Model with categorised words
(GEM-CW) to extract sentiment features from both training
and testing sets. However, the extracted features were more
discriminative for sentiment classification than those derived
using the conventional approach that only considers training
sets. The analysis results indicate that the proposed learning
approach and the model are significant for sentiment clas-
sification in short text and can attain better results than the
traditional methods.

Rajadesingan, et al. [12] went deeper and looked into the
psychology involved in the sarcastic expression. Their study
presented behavioural modelling for sarcasm detection by
identifying the various forms of Sarcasm and their existence
in tweets. The study shows the significance of historical
information acquired from the past tweet in identification
sarcasm. Though the approach looks very effective in such
an instance, it cannot perform well in the absence of past
knowledge about the user. This is becausemost of the features
employed in the study were extracted from the data obtained
from the past tweet to make a decision. Thus, it is difficult
to apply the approach for a real-time stream of tweets, where
users are randomly posting tweets due to the fast growth in
the size of the knowledge base, which requires the repetition
of training on data each time new tweet data is acquired.

The paradigm of the deep learning approach has recently
attracted various researchers to combine it with the con-
ventional machine learning approach for sarcasm identifi-
cation. For instance, Mehndiratta, et al. [37] presented a
method of automatic sarcasm identification in textual data
using a DCNN. Their study used sentiment polarity as a
feature set and extracted feature vector using the skip-gram
word2vec model technique. The authors further fed the

feature into the convolutional neural network. Their study
performed optimally well but has a limitation of word sense
not being captured separately. Ghosh and Veale [15] pro-
posed a DNN model for sarcasm classification in tweets.
The study integrated machine learning with a deep learn-
ing model (a hybrid of CNN, DNN, and LSTM). How-
ever, the proposed model’s predictive results outperformed
the baseline approach for sarcasm detection by attaining
an F-score of 92% [38]. Similarly, Onan [39] conducted
a study on ‘‘Topic-Enriched word embedding for sarcasm
Identification.’’ The study employed a deep learning method
by comparing Topic-enriched word-embedding models with
traditional word embedding variations: GloVe, Word2vec,
LDA2vec, and FastText. Besides, the author also exper-
imented with conventional features, including pragmatic,
incongruity (implicit & explicit), and lexical features. The
experimental analysis was performed on a dataset by consid-
ering various subsets, ranging from 5,000 to 30,000. How-
ever, the aforementioned model’s performance showed that
LDA2vec produced a better result compared with other word
embedding schemes. Besides, the fusion of conventional
pragmatic features, lexical, explicit, and implicit incongruity
with the word embedding scheme enhance the model’s pre-
dictive performance. Recently,

In a recent study, [40] employed multimodal features that
consist of textual, speech, and video features to recognise
Sarcasm. The textual features in the data sets were repre-
sented using BERT (Bidirectional Encoder Representation
from Transformer) [41], a specification for sentence rep-
resentation. On the other hand, speech feature extraction
was extracted using Libnsa, a well-known library for speech
extraction [42], by considering only the low-level feature
for audio data to exploit the audio modality information.
Also, pool five layers of an ImageNet [43] were utilised on
each frame for visual feature extraction in video pronounce-
ment. However, the experimental analysis indicated that mul-
timodal features produced a better predictive performance
than the unimodal features with about a 12.9% reduction
in error rate. Recently, [44] presented an effective sarcasm
identification framework on social media data by considering
a deep learning approach with neural language models such
as FastText, GloVe, and word2vec. The authors introduced
inverse gravity moment based on weighted word embedding
with trigram. The empirical analysis of the proposed frame-
work attained an accuracy of 95.3%, which indicates the
effectiveness of the proposed framework.

In this study, a novel context-based features technique
is proposed for sarcasm identification in three benchmark
datasets. Two learning models were constructed for the pro-
posed technique. The first model uses semantic features based
on word embedding using a global vector (GloVe). Word
embedding helps in learning the representations and relation-
ships among words. The GloVe is a count-based model that
captures the relationship between words in a sentence (relat-
edness) and constructs the learned representation of a real
value words vector. Moreover, it helps map all the tokenised
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FIGURE 1. Systematic flow of a deep learning approach.

words in every tweet to its corresponding word table vector.
Thus, the generated features are employed to train and test the
model for sarcastic and non-sarcastic categories. The second
model is constructed based on transformer learning (BERT)
and feature fusion that comprised BERT feature, hashtag fea-
ture, sentiment related feature, syntactic feature, and Glove
embedding feature. BERT is the state-of-the-art model that
captures the context in sarcastic expression.

III. AUTOMATIC SARCASM IDENTIFICATION
The automatic sarcasm identification model primarily con-
sists of five major components: (i) Data acquisition (ii) Data
preprocessing. (iii) Feature Extraction (iv) Construction of
classification model, and (v) Evaluation of the constructed
model. In this study, two learning model approaches have
been considered to automatically identify sarcasm in tex-
tual data. They include a deep learning-based approach and
a transformer-based approach. Each of the approaches is
explained in the sections below.

A. DEEP LEARNING BASED APPROACH
This section provides a methodological description of the
deep learning methodology. The framework for the deep
learning process is depicted in FIGURE 1. Each of the
framework segments is described below.

1) DATA ACQUISITION
The sarcasm identification tasks begin with the collection
of datasets for the study. Dataset is very crucial in any data

mining studies. In this approach, two benchmarks Twitter
dataset were utilised to construct sarcastic and non-sarcastic
datasets. Twitter, social media platform, enables users to
exchange their ideas, news, and emotion with their co-users.
With the help of Twitter API, a connection between the
Twitter server and users is provided to make the tweet archive
easily accessible. One of the major advantages of Twitter
data is that one can collect as many tweets as possible since
people posts messages daily. In this approach, two benchmark
datasets that natural language processing researchers popu-
larly use were employed, including the Riloff dataset [14]
and Ghosh and Veale [15]. Riloff dataset is the first public
tweet dataset for sarcasm identification collected by [14].
The dataset is manually annotated and validated by experts.
Ghosh and Veale obtained their tweet dataset with a hashtag
labelled as #sarcastic, #sarcasm, #ironic [26]. The authors
employed a feedback-based approach that enabled them to
validate the sarcasm label by consulting the authors. The
statistical description of the two datasets is given in Table 1.

2) DATA PRE-PROCESSING
The first step in the preprocessing of tweets is tokenisation.
Each text data (tweet) is divided into smaller parts in the
tokenisation step, either into words or sentences. Tokenisa-
tion tasks can be performed using the NLTK library. Next is
the elimination of unwanted information. Most of the social
media data, especially Twitter, come along with some noise
and, as a result, requires a preprocessing step to eliminate
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TABLE 1. Statistical description of the dataset.

those unwanted items. For instance, tweets may contain stop
words, punctuations, special characters (such as @, #, etc.),
and URL links. Thus, all the items that do not contribute
to the classification task are eliminated before the feature
extraction process. Data set can be prepared by removing
those unwanted items from the tweet contents, such as spe-
cial characters, numbers, hashtags, tweets composed in other
languages than English, stop words, tweets shorter than three
words length, and URL links [45], [46]. Also, the other basic
preprocessing methods, including text normalisation (stem-
ming, lemmatising, lower case conversion, word equivalent
number conversion, and handling of the misspellings), and
POS (parts of speech) tagging are also performed in this
stage, which can be implemented using the Natural Language
Processing (NLP) toolkit. The processed data is required to
be transformed into an array representation of the features to
simplify the model training.

3) FEATURE EXTRACTION
In this approach, the word embedding feature (glove) feature
has been utilised. Textual word is usually regarded as discrete
and categorical features. Thus, it is required to be represented
in a vector format. The vector representation can be carried
out by converting the text to the vector space model (VSM).
This process can be performed in two different stages. In the
first stage, a dictionary of the dataset’s term is created (tweets
dataset in this study). In so doing, each unique dataset term is
defined in the vector space with a unique identity.

On the other hand, in the second stage, the numerical
representation of terms’ is obtained and added to the vec-
tor space. The representation can be done by employing
some methods such as TFIDF, TF, and word embedding.
However, word embedding representation is used in this
study. Word embedding can be considered the state-of-the-
art approach for word representation in low dimensional
vector space without compromising the contextual similar-
ity. Also, an almost similar representation can be obtained
on the words with the same meaning. In contrast, optimum
performance can be attained by training the embedding with
a large amount of textual data. Most popular embedding
methods include GloVe, BERT, XLNet, Word2Vec, Fast-
Text, and ElMo [47]. However, we employed pre-trained
GloVe in this study due to its outstanding performance
with BILSTM compared with other pre-trained embed-
ding based on our related studies’ analysis. In summary,
the preprocessed tweets produce a two-dimensional vector
space model (GloVe embedding). However, each word in
a processed tweet is a representation of each row in this
vector.

4) CLASSIFICATION
Deep learning consists of the learning of deep representation
of data that helps in building an optimised solution from
algorithm to solve conventional machine learning problem.
Deep learning is a powerful learning algorithm that surpasses
finding a word representation of data in any particular task.
It can automatically extract novel features from the varying
sets of features in the training data without human effort.
In other words, it extracts more features in the absence of
labels on the dataset [48]. In this study, a deep learning model
approach that uses the Bidirectional LSTMmodel (a subset of
RNN) was validated on the benchmark dataset to enhance the
performance results on sarcasm analysis has been validated
on the benchmark dataset to improve performance results of
sarcasm analysis. The model selection motivation is that the
model has obtained promising results in many NLP appli-
cations since it runs both forward and backward operations
on the input clause information. As a result, it has a better
understanding of the context in sarcastic expression. The
semantic feature, also known as word embedding features in
this study, has been proved important in any deep learning
approach for NLP tasks.

In this study, GloVe, a word embedding scheme that auto-
matically captures contextual features from the text, was
utilised [49]. GloVe is a word embedding scheme that relies
on the weighted least-square model and trains not only on
the local context information of the word (usually used by
word2vec) but also on the global word-to-word co-occurrence
count in a corpus to obtain a word vector. This process is
referred to as parallel implementation, and it facilitates the
GloVe in modelling on a large dataset. Thus, it integrates the
discriminative features obtained from two model families:
‘Global matrix factorisation’ and ‘Local content window’
to construct a new one [38], [50]. In this pre-trained word
embedding approach, the preprocessed data will be employed
to extract word vectors using word embedding (GloVe), and
these features will be utilised as a feature for modelling.
In this case, the text is usually represented in numerical form.
The deep learning model comprises machine learning and
an artificial neural network that characterises the core of the
network as it contains multiple hidden layers. The deep learn-
ing model consists of neural networks with various layers
that contain a wide range of parameters. The network layers
are situated in one of the fundamental network architectures
such as convolutional neural network, recurrent neural net-
work, and recursive network. Convolutional neural network
architecture consists of the input layers, convolutional layers,
pooling layers, and output layers. The input data are fed
through the input layer and then pass to the convolutional
layer. In the convolutional layer, feature maps are extracted,
bypassing the convolutional filter on input data. However,
multiple filters are utilised to input data for multiple feature
extraction. The final decision is made by the fully connected
layer, connected to the output layer and the previous layer.
A recurrent neural network is a standard network that uses an
edge to feed into the next time slides instead of feeding into
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Algorithm 1 :Algorithm Representation for Deep Learning
Approach for Sarcasm Identification Training Process
Input: Training on processed data using Bi-LSTM with
pre-trained GloVe
Output: Sarcasm prediction report

1. Data collection and preprocessing
Obtain benchmark dataset
Read the dataset
Preprocess the data
Apply tokenisation on data using the NLTK tech-
nique
Split data into train, test and validation set

2. Feature Extraction
Apply pre-trained word embedding
Load GloVe embedding
Create embedding matrix by assigning vocabulary
with pre-trained word embedding

3. Set the parameter for the network
Set the value of the hidden unit
Minimum batch size
Dimension of GloVe vector
Max epoch value
Mini batch size
Regularisation value Optimise the Bi-LSTM network
parameter

4. Add callback
6 Obtain the network output
7 Train the model

Train the Softmax layer using the supervised
approach
Stack the Bi-LSTM and Softmax layer

8 Apply the fine-tuning strategy
9 Test the model using the pre-trained network and test

data
10 Obtain the prediction
11 Output the prediction report

the next layer in a similar time slide. It contains a cycle that
signifies the existence of short memory in the network. On the
other hand, the recurrent neural network operates similarly
to a hierarchical network that does not require time slides
allocation to the input sequence but rather processes the input
in a hierarchical tree structure. As stated above, this study
will employ Bi-LSTM to construct a deep learning model for
sarcasm identification.

a: LONG-SHORT TERM MEMORY (LSTM)
LSTM was created as an enhanced form of the standard
recurrent neural network [51], [52] to modify its state to
verify what to retain and what to discard. LSTM is created by
increasing thememory capability of RNNs [53]. The core aim
of creating LSTM is to address the exploding and vanishing
gradient problem found in the standard RNN. During the

FIGURE 2. LSTM representation.

training process, LSTMmaintains the error to back-propagate
using deeper layers in which learning continues over various
steps. LSTM is created to learn long-distance dependencies
within the sequential data. It keeps the contextual semantic
information for dependencies in a long-range context using
special memory cells. In each LSTM unit, which consists of
the input, forget, and output gate is employed to coordinate
and decide on the fraction of information to hold, discard, and
move to the next step. It also decideswhen to issue read, write,
and delete permission through gates that either pass or block
information flow through the LSTM unit. LSTM architecture
is depicted in FIGURE 2. To compute the input, forget,
and output gate together with the input cell state, equations
1-6 below can be employed.

it = σ (Wiyxt +Wizht−1 + bi) (1)

f t = σ(W f yxt +W f zht−1 + bf ) (2)

ot = σ(Woyxt +Wozht−1 + bo) (3)

d t = (Wdyxt +Wdzht−1 + bd) (4)

ct = f t ⊗ ct−1 + it ⊗ d t (5)

ht = tanh(C t )⊗ Ot (6)

where ⊗ represents element products; bibf bobd represents
bias vectors. tanh represents a hyperbolic tangent function,
σ = sigmoid function that represents gate activation

function.WiWfWoWd represents theweighing factors utilised
for mapping input cell state and three gates with the input
hidden layers.

rht = [ht−n . . . . . . . . . . . . ht−1] epresents the final LSTM
layer output (i.e., a vector of all output)

b: BI-DIRECTIONAL LSTM (BI-LSTM)
As indicated by [54], Bi-LSTM can capture composi-
tional information in a sentence (for each input sentence).
Bi-directional LSTM is made up of the forward operation
network that reads the clause information in the forward
direction between word 1 and n, and the backward opera-
tion network that reads the clause information in the back-
ward direction. Thus, the generated hidden states from both
directions (forward and backwards) are joined to form hidden
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FIGURE 3. Systematic flow of BERT model and feature fusion approach.

states for Bi-LSTM. The output of the network generates both
future and past contexts. Thus, each output vector element
obtained by Bi-LSTM is computed by applying equation 7
[55]

yt = σ (h→, h↔t) (7)

where σ is a function that outputs two sequences, the function
can be used for summation, multiplication, average, and con-
catenation function. However, a vector representation can be
employed to represent the final output of a Bi-LSTM layer,
as shown in the equation below.

Yt = [yt−n, . . . . . . . . . yt−1] (8)

Thus, concatenating the Bi-directional layer and LSTM
layer constructs Bi-LSTM, and the LSTM results will be
automatically concatenated.

B. TRANSFORMER APPROACH AND FEATURE FUSION
This section provides a methodological description of the
BERT approach and features a fusion technique for sarcasm
identification. The framework for the transformer and fea-
ture fusion process is depicted in FIGURE 3. Each of the
framework segments is described below.

1) DATASET
In order to provide a complete evaluation of the proposed
approach, the internet argument corpus version (IAC-v2)
dataset has been utilised. The IAC-v2 dataset was made
publically available by [16]. It contains three sub-corpora,
in which the highest one is referred to as ‘‘generic,’’ contain-
ing 3260 posts per class obtained from iacv2 prepared for the
sarcasm detection dataset. Many scholars on sarcasm detec-
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tion study tasks have utilised the dataset. The distribution of
train, test, and validation sets are provided in table1.

2) DATA PREPROCESSING
In this section, a similar preprocessing technique used for the
deep learning approach was employed in this section.

3) FEATURE EXTRACTION
In addition to the BERT feature, three other handcrafted
features that comprised hashtag features (positive and neg-
ative hashtag) were proposed and extracted for feature fusion
classification. These features are described below.

a: HASHTAG FEATURE
A hashtag is sometimes used to express some emotional con-
tent. The hashtag is used to disambiguate the actual meaning
by the Twitter user to pass a message. For example, in a
tweet, ‘‘Thank you for always sending me money, #i hate
you.’’ In this expression, the hashtag ‘‘#i hate you’’ shows
that the user is not really expressing thanks to the intended
but tremendously hating him for not sending him money.
We call the utterance mentioned above a negative hashtag
token. Hashtag features can be represented as a positive or
negative hashtag. In this study, three hashtag features are
defined: a positive hashtag, a negative hashtag, and the posi-
tive and negative hashtag co-existence. The hashtag features
are extracted by using a sentiment lexicon that consists of a
list of negative hashtag words such as ‘‘#hate, #pity, #waste,
#discrimination, etc.,’’ and a list of a positive hashtag such as
‘‘#happy, #perfect, #great, #goodness, etc.’’ However, using
this lexicon, the number of positive hashtags and negative
hashtags present in the tweet text is computed and added
as a feature. The third feature is extracted by checking the
co-occurrence of positive hashtags and negative hashtags in
the same token. However, if there is co-occurrence, one is
measured; otherwise, zero (0) is measured.

b: SENTIMENT RELATED FEATURE
Sentiment-related feature: the most common form of Sar-
casm that occurs in social media is a whimper. In whimper,
the composer of sarcastic utterance uses positive sentiment
to describe a negative situation. In this regard, the expres-
sion of Sarcasm makes use of contradicting sentiment that
can be observed in the expression of the negative situation
using positive sentiment as found in the study conducted
on sarcasm analysis by Riloff, et al. [14]. For example, ‘I
love being always cheated.’ In this study, we investigated the
contradiction between the word’s sentiment and other tweets’
components to recognise such sarcastic statements. To this
end, sentiment-related features are extracted from each tweet
and counted. A SentiStrength [56] lexicon was utilised to
obtain the sentiment scores of the words. SentiStrength is a

sentiment lexicon that utilises linguistic rules and information
to detect English text sentiment. The lexicon usually pro-
vides the polarity sentiment (positive and negative) of words
like question words, emotion words, booster words, negation
words, idioms, slangs, and emoticons. The score uses an inte-
ger that ranges from −5 to +5, in which the larger absolute
value represents the stronger sentiment. In addition, we also
extracted more features that show the contrast between the
sentiment components that include; positive words, highly
emotional positive words, negative words, and highly emo-
tional negative words. Finally, we defined two more fea-
tures that check the contrast between different components
(co-occurrence between negative and positive components)
within the same tweet. Therefore, the sentiment-related
feature vector contains 8 features.

c: SYNTACTIC FEATURE
The syntactic feature plays a significant role in offering infor-
mation about the syntactic structure of tweets. This research
defines Parts of speech feature, laughing expression, and
interjection word as syntactic features extracted from the
tweet’s content. However, the NLTK tokeniser library was
employed to perform tokenisation on the processed tweets.
Firstly, we extracted the POS feature using the parts of the
speech library, and the count of its presence in the sarcastic
text is taken. This study only concentrated on POS with some
sentimental contents such as nouns, adverbs, and adjectives.
Furthermore, POS tags are mapped with each corresponding
POS group, and only the tokenised words that correspond
with the chosen three parts of speech groups as aforemen-
tioned were preserved in the text. This research utilised a
similar approach used in [57] and extracted adverbs, adjec-
tives, and nouns. Secondly, to extract the second feature,
we identified laughter words used to express pleasures or
joy. Thus, we added laughing features: the sum of internet
laughs, represented with lol, hahaha, hehe, rofl, and imao.
The feature is extracted by creating a list containing the
most common laughing words, and it was employed to find
the frequency of such words. Then, the frequency of such
words present in the text was computed and added as a fea-
ture. The third feature is extracted by identifying interjection
words such as woo, oh, wow, etc. in the tweets and the
frequency of interjection words is computed and added as
a feature.

4) CLASSIFICATION
BERT is a multi-layer bidirectional transformer encoder
trained on BooksCorpus [58] and English Wikipedia that
contain 800M and 2,500M tokens, respectively, which can
learn deep bi-directional representations and, in the future,
can be fine-tuned to perform various tasks like NER. How-
ever, Data is tokenised before pre-training using WordPiece
embeddings. In the pre-training phase, two unsupervised
methods are used, Masked Language Model (MLM) and
Next Sentence Prediction (NSP). In MLM, also known as
masked language prediction task, 15% of the word in the
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input sequence are marked out; thus, the whole sequence is
provided to a deep bidirectional transformer [59] encoder,
and the masked words are predicted by model learning.
In sentence prediction, on the other hand, BERT takes input
sentences A and B for learning the relationship between
sentences. Empirically, its established bidirectional nature
allows the model to understand the features from data effi-
ciently. Unlike the traditional sequential or recurrent models,
the entire input sequence is being preprocessed by atten-
tion architecture once, enabling the parallel processing of
input tokens. FIGURE 3 provides the visualisation of BERT
architectural layers. The fine-tuning of the pre-trained BERT
model by adding an extra layer could produce state-of-the-
art results in various natural language processing tasks [60].
BERT model is comprised of two separate models called the
BERTbase model and BERTlarge model. On the one hand,
the BERTbase model consists of an encoder with 12 layers
(also known as transformer blocks), 110 million parameters,
and 12 self-attention heads. On the other hand, the BERT-
large model is comprised of 340 million parameters,
16 attention heads, and 12 layers. In the BERTbase model,
the number of hidden dimensions extracted from embedding
is 768 [41].

a: INPUT AND OUTPUT REPRESENTATION
BERT accepts the utmost length of 512 sequences of
tokens as input and represents the token sequences of a
768-dimensional vector as an output. In BERT, the maxi-
mum of two-segment insertion can be made in each input
sequence, including [SEP] and [CLS]. Special classification
token ([CLS]) embedding is usually the initial input sequence
token. It holds a special classification embedding chosen as
the first token in the last hidden layer to represent the full
sequence in a sarcasm classification task. However, the last
hidden state that correlates to this token is employed as
the aggregate sequence to represent sarcasm classification
tasks. In addition, pairs of a sentence are crowded together
in one sequence. These sentences can be differentiated into
two methods. Firstly, a special token ([SEP]) embedding
is employed to separate the sentences. In our classification
task, we shall employ only [CLS] embedding input sequence
tokens. Secondly, a learner embedding is added in every token
with an indication that shows the sentence that each sentence
belongs to (either A or B).

In our sarcasm detection task, we use social media data,
which requires first to carry out an essential step of analysing
the contextual information obtained from the pre-trained
BERT layer and fine-tune the model using annotated dataset.
This is carried out because the BERT model is pre-trained on
general corpora. During fine-tuning, the weight is updated by
utilising a labelled dataset that is new to the previously trained
model.

5) FEATURE FUSION APPROACH
Word embedding features is not enough in capturing all the
sarcasm clue in sarcastic utterances, owing to the drawback

in word embedding feature. One of the major limitations of
word embedding is that it ignores the sentiment polarity of
words [61], [62]. Though word embedding based word vector
captures the word’s context, words having opposite polarity
are mapped into close vectors. For example, the two different
words ‘‘like’’ and ‘‘unlike’’ can occur in the same context as
illustrated in sentences below:

‘‘I like that footballer’’ and ‘‘I dislike that footballer.’’
Thus, the word embedding (word vector) feature lacks
enough sentiment information in performing sarcasm clas-
sification, and it does not precisely capture the overall
sentiment of the sarcastic expression.

Thus, a feature fusion approach is proposed that comprised
of BERT feature, hashtag feature, sentiment related feature,
syntactic features, and GloVe embedding feature for sarcasm
classification to address the sentiment polarity problem in
sarcasm utterances. To the best of our knowledge, this is the
first study that integrates the BERT feature and Word embed-
ding with linguistic and sentiment-related features to improve
the classification performance for sarcasm identification to
address the context and sentiment polarity issue in sarcastic
utterances.

IV. EXPERIMENTAL DESIGNS
In this section, various empirical analysis is performed to
implement the proposed contextual feature-based technique
for sarcasm identification using a deep learning model. Ana-
conda framework was utilised to implement the proposed
approach for the sarcasm detection model. The system con-
figuration is window ten (10) pro (64-bit operating sys-
tem), running on Intel core i7 processor with 12 GB RAM.
A detailed explanation of the parameter settings and their
impact on the model performance and how the fine-tuning
of the parameter was carried out to enhance the proposed
deep learning technique’s performance are provided in the
subsequent sections.

A. EXPERIMENTAL SETTINGS
1) DEEP LEARNING APPROACH
The first step before experimenting is data preparation. The
detail of data preparation is described in section 3. In this
study, pre-trained word embedding (GloVe) was adopted
for the deep learning model [49]. Here, the word embed-
ding serves as an input layer. The study employed Twitter
GloVe word embedding obtained from 2B tweets and 27B
tokens, containing 1,2M vocabulary with 200d vectors with
the word data level. GloVe word embedding scheme with
word feature vector dimension k is fixed at 200. However,
some fine-tuning of the embedding was performed during
the training process, and a dropout of 0.2 rates was utilised
to prevent the over-fitting problem in the model. The hyper-
parameter dimension d for Bi-LSTM hidden units’ layers
is fixed at 100 for the forward direction and 100 for the
backward direction (total of 200). Conversely, 50 epoch max-
imum was trained for the model. The minimum training
batch size for both datasets is tuned to 128 mini-batch sizes.
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TABLE 2. Hyperparameter settings.

The initialisation of all weight matrices was performed
by sampling in a similar direction and setting biases to
zero. Adam algorithm optimisation [63] was adopted for
model parameter optimisation with the learning rate set to
0.001 rates. Tensorflow and Keras were used for the imple-
mentation of the architecture. It is crucial to select the optimal
parameter to obtain the best predictive results. Table 2 depicts
the summary of the Hyper-parameter setting for this study.

2) TRANSFORMER (BERT) APPROACH
In this setting, the dataset was preprocessed by filtering some
unwanted items that could reduce the classification perfor-
mance, such as user mention, URL links, hashtags, foreign
language characters, stop words removal, and non-English
ASCII character. The preprocessed training set is randomly
split into two training (70%) and validation (30%). The exper-
iment was carried out on a system running on window 10with
64-bit operating systems. The system uses an Intel CoreTM

i7-4770 CPU @ 3.400GHz with 16GB Random Access
Memory (RAM) capacity.

The proposed model uses BERTBase for encoding the input
preprocessing text and produces a 768-dimensional hidden
state of classification token [CLS]. The study utilised Adam
optimiser [64] for optimisation, using the learning rate of
0.001. The model is trained for 35 epochs with a batch size
of 16. Moreover, the maximum sequence length is set to 128,
the reprocess input data and overwrite output directory is set
to true.

B. EVALUATION MEASURE
Evaluation measures are the performance indicators that have
been established to measure the output of the classifica-
tion algorithms. In the evaluation phase, the constructed
model predicts the class of unlabelled text (sarcastic or
non-sarcastic) using the training data sets. The predictive
performance of the constructed model can be evaluated by
employing the following parameters:

Accuracy (ACC) provides the percentage ratio of the pre-
dicted instances. It measures the overall correctly classified
instances. It is computed by dividing the overall number
of true instances (that consists of true positive and true

negative) by all the instances. Precision (PRE) provides
model accuracy in the existence of false positive instances.
Thus, the model accuracy provides the overall occurrence
of false positive instances with the rejection of positive
instances. Precision is computed by finding the ratio of true
positive over a positive result. Recall (REC) is used to mea-
sure accuracy, which shows the model performance in the
existence of a false negative instance. It is the proportion of
actual positives, which are predicted positive. Thus, the false
negative shows the wrongly predicted instance on the data.
It mathematically denotes the true positive ratio against all
the true results. F-measure (F-M) is a cumulative factor to
test the overall effect of the recall and precision in order
to find the overall impact of false negative instances and
false positive instance over the whole accuracy. It denotes
the harmonic mean of precision and recall in the presence
of critical equality of false positive and false negative. The
standard F-measure is F1-score, which provides equal impor-
tance of recall and precision. The true positive (TP)result
is noticed when the predicted tweet is found to be sarcastic,
and the result of the classification shows exactly sarcastic
after the experimental evaluation. True negative (TN) The
true negative result is obtained when the predicted tweet is
not sarcastic, and the classification result also validates it
as not sarcastic. False positive (FP) occurs in a situation
where a true negative result is obtained when the predicted
tweet is not sarcastic, but the classification result indicates
that the tweet is sarcastic. False negative (FN) occurs when
the true positive result is obtained when the predicted tweet is
sarcastic, but the classification result shows that tweet is not
sarcastic. Sensitivity (SEN) determines the model’s appro-
priateness in detecting the positive class outcome (detection
probability). Specificity (SP) determines the exactness of
positive class assignment (True negative rate) Confusion
matrix: Also known as the error matrix, is a unique table
representation that gives the picture of the classifier’s exe-
cution, especially the supervised learning classification. The
confusion matrix consists of two instances (‘‘predicted’’ and
‘‘actual’’) of the same sets of classes. Basically, the negative is
discarded, whereas the positive is identified. Thus, after the
classification, true positive is the instance that is accurately
classified, whereas false positive is not correctly classified.
False positive instances symbolise type 1 error, indicating that
the number of instances is not correctly indicated as positive.
On the other hand, true negatives are those instances that are
correctly discarded, and false negatives denote the incorrectly
classified instances. False negative symbolises type 2 error,
indicating that the number of instances is incorrectly clas-
sified as negative. The pictorial diagram of the confusion
matrix is depicted in Table 3

Acc =
TP+ TN

TP+ TN + FP+ FN
(9)

PRE =
TP

TP+ FP
(10)

REC = TP
TP+FN (11)

48512 VOLUME 9, 2021



C. I. Eke et al.: Context-Based Feature Technique for Sarcasm Identification in Benchmark Datasets

TABLE 3. Confusion matrix.

TABLE 4. Performance results of the deep learning model.

F −M = 2 ∗ (
PRE ∗ REC
PRE + REC

) (12)

SP =
TN

TN + FP
(13)

SEN =
TP

TP+ FN
(14)

Where TP represents a true positive number, TN denotes a
true negative number, FN represents a false negative number,
and FP represents a false positive number.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS
This section discusses the results obtained in the experi-
mental analysis of the proposed technique. The experimen-
tal results on the three benchmark datasets are reported
in Table 4 and Table 7, whereas the performance comparison
of deep learning based on two Twitter datasets is represented
in FIGURE 6. Also, both datasets’ confusion matrices are
represented in FIGURE 4 and FIGURE 5. Precision has
been utilised as the key performance metric. However, other
standard evaluation metrics that include accuracy, F-measure,
recall, sensitivity, and specificity were also employed as sup-
plementals to evaluate the proposed model with the baseline
approach. The performance evaluation has been established
with three benchmark datasets for sarcasm classification to

FIGURE 4. Confusion matrix for Riloff dataset.

FIGURE 5. Confusion matrix for ghosh and vale dataset.

FIGURE 6. Performance results of the deep model on two datasets.

evaluate the proposed technique’s effectiveness. The evalua-
tion of the proposed approach is done based on the baseline
study and dataset.

A. DEEP MODEL PERFORMANCE RESULTS ON RILOFF
DATASET
In Table 4, the predictive results obtained on the Rillof
data are presented. It can be observed from the table that
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TABLE 5. Comparison results of Riloff dataset with baseline.

the predictive performance attained a precision of 98%.
We can also observe that the model achieved almost perfect
prediction with other performance measures such as recall,
f-measure, and accuracy. The result also shows a 100% pre-
diction with specificity. However, the sensitivity measure
recorded the least result with a predictive result of 95.56%.
Our deep learning approach on the Riloff dataset was also
evaluated with four baseline studies on sarcasm analysis.
Table 5 and FIGURE 7 present the comparison results. It can
be observed from Table 5 that our model improved the
baseline performance substantially. Our proposed approach’s
highest result is represented in bold, whereas the highest
performance on the baseline approaches is indicated in italic.
The results show that our approach outperformed the baseline
in terms of precision, recall, f-measure, and accuracy by
attaining a precision of 98%. Our proposed technique on this
dataset nearly attains the perfect model performance with an
accuracy of 99%, recall of 99.5%, precision of 98%, and
f-measure of 99% of our model. It also shows that the Zhang
approach outperformed other baseline approaches in terms of
precision only, but Ghosh and Tay’s approach outperformed
in terms of accuracy, recall, and F-measure. It should also
be noted that the Riloff approach performed least in terms
of precision, f-measure, and recall when compared to other
baseline approaches but outperformed the Tay approach in
terms of precision. Thus, the proposed context-based feature
technique using the deep learning approach attained average
detection precision between 1.23% to 33% compared to the
existing method using the Riloff dataset.

B. DEEP MODEL PERFORMANCE RESULTS ON GHOSH
AND VALE DATASET
Table 4 also depicts the predictive results obtained on the
Ghost dataset. It can be observed from the table that the
predictive performance attained a precision of 98.5%.We can
also observe that the model achieved high-performance
results with other performance measures such as recall,
f-measure, and accuracy. The result also shows specificity
attained the prediction of 98.63% when compared with other
performance measures. However, the sensitivity measure

TABLE 6. Comparison results of ghosh and vale dataset with baselines.

FIGURE 7. Performance evaluation of the deep learning model compared
to the baseline on Riloff dataset.

recorded the least result with a prediction of 97.9%. Thence,
to evaluate the proposed technique on this dataset, two
baseline studies have been utilised. The results of the eval-
uation are depicted in Table 6 and FIGURE 8. Our pro-
posed approach’s highest result is indicated in bold, whereas
the highest result obtained from the baseline is in italic.
It can be observed that our proposed deep learning approach
outperformed all baseline approaches by attaining accuracy
of 98.21%, precision of 98.5%, recall of 98%, and f-measure
of 98%. Referring to the baseline studies, it can be noticed
that Ghosh’s study has the least performance in terms of
precision, recall, and F-measure. However, the author did
not determine the accuracy performance in their study. The
evaluation of our proposed approach with the baseline shows
that our proposed deep learning approach outperformed the
Xiong approach in terms of accuracy with 18.12%, preci-
sion with 22.11%, recall with 14.44%, and f-measure with
24.08%. Also, it supersedes the Ghosh and vale approach in
precisionwith 25.2%, recall with 14.44%, and f-measure with
24.08%. Thus, the proposed context-based technique using
deep learning attained average detection precision between
22.11% to 25.2% compared to the existing method using
the Ghosh dataset. The result shows that models involving
Bi-LSTM can learn the contextual information from the

48514 VOLUME 9, 2021



C. I. Eke et al.: Context-Based Feature Technique for Sarcasm Identification in Benchmark Datasets

FIGURE 8. Performance evaluation of the deep learning model compared
to the baseline on ghosh dataset.

TABLE 7. Comparative results of the deep learning model, Transformer
(BERT) model, and feature fusion on IAC-v2 dataset.

sarcastic expression and uses the information to a large
magnitude by enhancing the model performance.

C. BERT AND FEATURE FUSION PERFORMANCE RESULTS
ON IAC-v2 DATASET
In Table 7, the predictive results obtained on the IAC-v2 data
is presented. It can be observed from the table that the
comparative results of the deep learning model (Bi-LSTM),
BERT model, and feature fusion are presented. The deep
learning model attained the highest precision of 68.4%, trans-
former approach 80%, and feature fusion 81.2%. There-
fore the proposed feature fusion slightly outperformed the
BERT approach. We can also observe that the feature fusion
approach achieved outperformed other performance mea-
sures such as recall, f-measure, and accuracy. The feature
fusion approach with BERT on the IAC-v2 dataset was also
evaluated with three baseline studies on sarcasm analysis to
show the significance of the proposed approach. Table 8 and
FIGURE 9 present the comparison results. It can be observed
from Table 5 that the proposed feature fusion with the BERT
approach improved the baseline performance substantially.
The proposed approach’s highest result is represented in bold,
whereas the highest performance on the baseline approaches

TABLE 8. Comparison results of the proposed feature fusion with the
baselines.

FIGURE 9. The comparative performance of the feature fusion with BERT
and baselines.

is indicated in italic. The results show that our approach
outperformed the three baselines in terms of precision, recall,
and f-measure by attaining a precision of 81.2%. The pro-
posed feature fusion on this dataset outperformed baselines
in terms of recall and f-measure by attaining a recall of 78.5%
and an f-measure of 79.8%. It also shows that out of the
three baselines evaluated on the proposed approach, the
Poria, et al. [68] approach outperformed other baselines in
terms of precision only by attaining a precision of 77.5%.
However, Oraby, et al. [16] approaches outperformed the
Poria, et al. [69] and Gangi, et al. [68] in terms of recall
and f-measure. It should also be noted that the Gangi, et al.
[68] approach performed least in terms of f-measure and
recall when compared to other baseline approaches but out-
performed the Poria approach in terms of precision. Thus,
the proposed context-based feature technique using the fea-
ture fusion approach with BERT attained average detection
precision between 3.7% to 10.2% when compared to the
existing method using the IAC-v2 dataset.
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Based on the two datasets’ overall results, it can be
observed that the proposed approach can address the sar-
casm identification on the tweet domain. It indicates the
efficiency of the deep neural model that uses a Bidirec-
tional long short term memory network. The result shows
that models involving Bi-LSTM can learn the contextual
information from the sarcastic expression and uses the
information to a large magnitude by enhancing the model
performance. Also, BERT features can capture some con-
textual information and word sense in sarcasm expression,
and feature fusion with BERT features can address word
embedding-based features commonly found in deep learning
approaches.

VI. CONCLUSION
Sarcasm identification has been a crucial challenge in nat-
ural language processing. The sarcasm identification task
is a classification problem aimed at distinguishing sarcas-
tic utterances from the non-sarcastic counterparts. Accurate
identification of sarcasm can enhance the sentiment analysis
and opinion mining study. This study has focused on the
context-based feature technique for sarcasm identification
using deep learning, transformer learning, and conventional
machine learning models. Two Twitter and Internet Argu-
ment Corpus, version two (IAC-v2) benchmark datasets
were utilised for classification using the three learning mod-
els. The first model uses embedding-based representation
via deep learning model with bidirectional long short term
memory (Bi-LSTM), a variant of recurrent neural network
(RNN), by applying Global vector representation (GloVe)
for the construction of word embedding and context learn-
ing. The second model is based on Transformer using a
pre-trained Bidirectional Encoder representation and Trans-
former (BERT). In contrast, the third model is based on fea-
ture fusion that comprised BERT feature, sentiment related,
syntactic, and GloVe embedding feature with conventional
machine learning. The effectiveness of this technique is tested
with various evaluation experiments. However, the tech-
nique’s evaluation on the two Twitter benchmark datasets
attained 98.5% and 98.0% highest precision, and the IAC-v2
dataset attained the highest precision of 81.2%, respectively.
When evaluated with the baselines, the obtained results on
the three benchmark datasets outperformed all the baselines
approaches, which shows the significance of the proposed
technique for sarcasm analysis. Though this technique has
been experimented with on the benchmark dataset, it can also
be employed on the randomly generated live tweet dataset
to test the model’s predictive performance. Besides, other
deep learning models have produced promising results as
reported in several NLP tasks, especially the augmented
and attention-based neural networks. The architecture can be
considered in further study. Accordingly, the advancement
text-image feature engineering approach, in which text is
represented as an image, also shows the effectiveness of social
media utterances is another promising research direction for
sarcasm classification.
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