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ABSTRACT The reliable distributed monitoring system provides the real-time video observation from the
power cable tunnels when the preinstalled communication system is disabled in an emergency. The spherical
robotic prototypes are designed as the sensor node based on the analysis of the robot dynamic model. A novel
self-constructed mobile wireless sensor network (MWSN) is proposed to realize the communication and
positioning functions through the fusion of the Ad-Hoc and ultra-wideband (UWB) approaches. The Ad-
Hoc network consists of multiple robot nodes as sensor carriers and relay stations to transmit large amounts
of data from the accident scene to the monitoring terminal. The UWB network consists of UWB tags and
bases on each node and implements the leader-follower (LF) strategy to create the robot formation. In order
to maximize the monitoring area and maintain the reliability of the network, the traditional LF strategy is
optimized based on the N-X algorithm subjected to the constraints of node number, Ad-Hoc communication
and UWB positioning range, and the power tunnel boundaries. A self-constructed MWSN consisting of five
robotic nodes (N = 5) is capable of covering 40 m of power cable tunnel, when the value of X is selected
as 3. The network failure probability reduces from 73.5% (X = 0) to 0.2% (X = 3) when the malfunction
probability of sensor node is 23.3% due to the accident condition in the tunnel. Finally, the simulation and
experimental results show that the optimized LF algorithm increases 20.2% coverage of the network in the
curve formation. The network transmits a monitoring video streaming with a 320× 240 pixel resolution and
a delay less than 150 ms. The real-time video observation from the accident scene is significant to formulate
the emergency countermeasure and investigate the direct cause of the accident.

INDEX TERMS Power cable tunnel, monitoring system, spherical robot, mobile wireless sensor network,
leader-follower strategy, formation optimization.

I. INTRODUCTION
Underground power cables have gradually replaced tradi-
tional overhead lines as the dominant power distribution
method in modern cities, because they have ad-vantages in
urban planning, transmission reliability, and anti-interference
ability [1]. However, power cable breakdown and explo-
sion frequently occur due to the complicated environment
of the tunnel. Consequently, fixed and mobile automatic
monitoring systems are equipped in the tunnel in order to
reduce the risk of inspection opera-tors and improve the
inspection efficiency [2]. However, the preinstalled mon-
itoring systems are likely to become disabled due to the
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paralyzed communication system, when a fire ignition or
cable explosion accident occurs in an enclosed space [3], [4].
Moreover, the severe pass loss and fading of wireless trans-
mission signals in power cable tunnels cause conventional
communication and positioningmethods like global position-
ing system (GPS) malfunction [5], [6]. The construction of
an independent wireless sensor network (WSN) is a feasible
method to solve these problems [7]. Therefore, this paper
proposes a monitoring system with multiple sensor nodes
to construct a large-bandwidth wireless communication and
positioning network. This mobile WSN (MWSN) is capable
of transmitting the real-time video from the accident scene in
the power cable tunnel.

The spherical robot is the network node as well as a mobile
platform to carry the camera terminal. The spherical structure
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of the robot node is selected for three reasons according to
the specific accident environment of the power cable tun-
nel. Firstly, the spherical robot is not prone to overturn due
to its spherical geometry and low center of gravity in its
internal structure, which is suitable for the uneven tunnel
surface [8]. In addition, the small rolling friction between
the spherical shell and the ground improves its energy effi-
ciency [9], [10]. Moreover, the control and camera mod-
ules are integrated inside the shell to protect the modules
from the potential threat of accidents in the tunnel and to
improve the anti-interference ability of the system [11], [12].
Therefore, the spherical node provides the support for the
self-constructed wireless communication network and forma-
tion control.

The self-constructed MWSN is the fusion of the Ad-Hoc
communication network and the ultra-wideband (UWB) posi-
tioning network.Multiple Ad-Hoc andUWBmodules carried
by the sensor nodes are served as the relay stations and nav-
igating devices for communication and positioning, respec-
tively. On the one hand, the nodes in the Ad-Hoc network can
enter and leave the network as long as the minimum number
of nodes in the network is satisfied, so that the communication
network has characteristics of rapid deployment and strong
invulnerability [13]. On the other hand, UWB is a wire-
less carrier positioning technology to measure the distances
between the base and tag with high bandwidth [14], [15],
which provides the distance information for each sensor node
to optimize the topology of the network.

The positioning network applies the leader-follower (LF)
formation strategy to construct the network topology. Since
LF strategy only requires the leader information for the fol-
lower, it simplifies the network structure and increases the
tolerance of the node loss [16]. In order to improve the flock
monitoring ability, this article designs a formation optimiza-
tion strategy to maximize the monitoring coverage area and
ensure the reliability of the WSN. The topology of spherical
robot flock is optimized every 500 ms, which makes sure that
the flock maintains the optimal formation dynamically.

Finally, this paper develops physical prototypes of the
proposed system, and experiments are conducted in the power
cable tunnel to verify the model accuracy.

The rest of this paper is organized as follows.
Section 1 introduces the overall description of the system
developed in this paper. Section 2 displays the related works
about this article. Section 3 provides the design of the
emergency accident monitoring system. Section 4 presents
the modelling and prototype design of the sensor node.
Section 5 describes the principle of robot flock formation
control strategy. Section 6 provides the simulation analysis
of the robot flock formation control strategy. Section 7 illus-
trates the experiment verification of the system. Finally,
Section 8 draws the conclusion of the paper.

II. RELATED WORKS
WSNs are used in various applications due to its advantages
of flexibility to the environment, cost saving on long distance

wires and data security during transmission [17]–[19].
Bhuiyan et al. implemented the WSN to monitor the heath
and operation status for structures [20]. Rahman et al. devel-
oped a 3D-Collaborative wireless network with air, water
and ground based on communication infrastructures to rescue
victims in flood-affected areas [21] . In order to trackmultiple
objectives in the network, many researchers have investigated
various algorithms increases the performance of the WSNs.
The distributed tracking algorithms were proposed to predict
the target’s movements in the mobile target tracking [22].
Alqaralleh et al. introduced a reliable multi-object tracking
model through the methods of deep learning and energy
efficient WSN [23]. Liu et al. provided the secure search
methods and intelligent route plans for the sensor cloud com-
puting [24]. When the WSN is used in a mobile network,
the mobility of the node changes the network formation con-
tinuously and increases the probability of network failure due
to the loss or inappropriate range of nodes [25], [26]. In order
to mitigate the impact of node mobility, Zafar proposed two
mobility-aware hierarchical clustering algorithms forMWSN
based on three-layer clustering hierarchy [27]. Energy effi-
ciency of MWSNs also has a significant impact on the net-
work reliability in a long period [28]–[30]. This paper focuses
on the system to realize emergent monitoring function when
the accident occurs. LF strategy is implemented according to
the boundary geometry of the power cable tunnel.

LF strategy is a widely used method for robot formation
control in many fields [16], [31]–[33]. Jia and Wang pro-
posed a distributed flocking algorithm for multiple robotic
fishes group to execute the cohesive flocking and forma-
tion flocking task on the water surface based on the LF
strategy [34]. Xie et al. applied LF strategy to the field of
new energy power generation, proposed a heliostats cluster
control method to improve the control precision and reduce
the control cost of solar tower power plants [35]. To pre-
vent the complete disintegration of robot flock, Zheng et al.
proposed a bidding-based queue control strategy for spher-
ical robot flock to improve the formation’s invulnerability
when the leader robot is damaged [36]. The accidents in
the power cable tunnel creates extremely high temperature
or humidity environment, and significantly increases damage
probability of sensor nodes. Therefore, this paper optimizes
the traditional LF strategy by maximize the coverage range
and maintain the reliability of the network.

III. SYSTEM DESCRIPTION
The monitoring system consists of the PC terminal and the
mobile spherical robot flock in the power cable tunnel. On the
one hand, the PC terminal serves as the information receiving
equipment to display the real-time video from the emergent
accident scene. On the other hand, the mobile spherical robot
flock serves an essential role in data collection, formation
movement, and wireless signal transmission. Firstly, each
spherical robot carries the camera sensor terminal, which
defines its role as the information collecting equipment.
Moreover, each robot integrates three UWB modules to
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achieve the LF formation control strategy. Eventually, an Ad-
Hoc module is integrated in each robot to form the data
transmission network (Figure 1).

FIGURE 1. Diagram of the monitoring system.

As shown in Figure 1, the operator selects the robot clos-
est to the accident scene as the leader robot under control.
Each robot is a relay station for wireless signal transmission.
The monitoring information collected by the leader robot is
transmitted back to the PC terminal in a multi-hop way. The
collected information assists the maintenance personnel to
make an emergency plan (Figure 2).

IV. MODELLING AND PROTOTYPE DESIGN OF THE
SENSOR NODE
A. DYNAMIC MODELLING OF THE SENSOR NODE
The sensor node adopts a two-wheel differential driving cart
as the internal driving system (Figure 3). The rolling of the
spherical shell is driven by two forces. Firstly, left driving
torques τl and right driving torques τr are applied to the
spherical shell through the friction between the wheels and
the spherical shell. In addition, the internal cart generates
the vertical inclination θ due to the reaction torque of the
spherical shell. Therefore, the gravity of the internal cart also
contributes the driving force to the spherical shell. The differ-
ence between the two driving torques generates the steering
angle ϕ. The distance between the cart’s centroid G and the
center of the ball C is l. 8 is the rolling angle of spherical
shell.

Euler-Lagrange equation is used to analyze the dynamic
model of the spherical robot. The dynamic model con-
sists of seven generalized coordinates that are coupled with
each other. Three non-holonomic constraint equations in the
model perplex the coupling among those coordinates instead
of reducing their amount. Therefore, this paper established
the rectilinear motion dynamic model and steering motion
dynamic model separately to reduce the model complex-
ity. The number of generalized coordinates is reduced to
3 and non-holonomic constraints are removed in the dynamic
model through the separation.

The Euler–Lagrange equation with dissipation function ψ
is expressed as

d
dt
(
∂L
∂ q̇j

)−
∂L
∂qj
+
∂ψ

∂qj
= Qj (j = 1, 2, 3 · ··,m) (1)

FIGURE 2. System workflow diagram.

FIGURE 3. Motion diagram of the spherical robot.

where L is the difference between the kinetic energy and
potential energy of the system, Qj is the generalized force
corresponding to the number j generalized coordinate.

When the spherical robot performs a zero-radius steering
motion, the position of the inner cart’s centroid remains
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unchanged. The system can be described solely by one
parameter ϕ. Adopt viscous damping coefficient ξ1 to repre-
sent the viscous frictions in motor bearing and between the
spherical shell and the wheels during the steering process.
The dynamic equation of steering motion is derived as

Jmϕ̈ + ξ1ϕ̇ = τr − τl (2)

where Jϕ is the spherical robot’s moment of inertia during the
steering motion, Jϕ = (md2 + 2MR2/3).

When the spherical robot performs a rectilinear motion,
the position and attitude of the spherical shell can be solely
described by 8 due to the complete constraint xC = R8
between the ball center C’s abscissa xC and the rolling
angle 8.
The position and attitude of the internal cart can be solely

described by θ due to the complete constraint between the
cart’s centroid G’s position (xG, zG) and θ as follows{

xG = xC + l sin θ
zG = R− l cos θ

(3)

To sum up, the rectilinear motion of spherical robot can be
described by two generalized coordinates q = (8, θ)T .
L is derived as

L = T1 + T2 − V1 − V2

= (
1
2
Mẋ2C +

1
2
I8̇2)+ [

1
2
m
(
ẋ2G + ż

2
G

)
+

1
2
Jθ θ̇2]

−MgR− mg (R− l cos θ) (4)

where T1 and V1, T2 and V2 represent the kinetic energy and
potential energy of the spherical shell and the internal cart,
respectively.M and m refer to the mass of the spherical shell
and the cart, respectively. R refers to the radius of the shell. I
is mass of the spherical shell moment of inertia, I = 2MR2/3.
Jθ is the moment of inertia of the cart’s centroid around the
sphere center, Jθ = ml2.{

Q8 = τr + τl + Ff · R
Qθ = τr + τl

(5)

where Ff is the rolling friction between the ground and the
spherical shell, Ff = µ (M + m) g · sgn(8̇). sgn(8̇) is the
direction function limiting the direction of friction always
opposite to the rolling direction of the spherical robot. µ is
the rolling friction coefficient.

Adopt viscous damping coefficient ξ2 to represent the
viscous frictions during the rectilinear motion process. The
dissipation function is derived as

ψ =
1
2
ξ2(θ̇ + 8̇)2 (6)

Combining the equation 1 and 3-6, the dynamic equation
of rectilinear motion is expressed as

(
5
3
M + m

)
R28̈+ mRl cos θ · θ̈ − mRl sin θ · θ̇2

+ξ2(8̇+ θ̇ ) = τr + τl − µ (M + m) g · sgn(8̇) · R
2ml2θ̈ + mRl cos θ · 8̈+ mgl sin θ
+ξ2(θ̇ + 8̇) = τr + τl

(7)

B. HARDWARE DESIGN OF THE PHYSICAL PROTOTYPE
According to the dynamic model, the parameters of the robot
prototypes are determined and shown in Table 1. It can be
observed that the prototype has the advantages of portability
and low cost, which is suitable to serve as a consumable
device to deal with emergencies.

TABLE 1. Parameters of the physical prototype.

In Table 1, optimal distance refers to following distance
between two adjacent robots in the formation. It is illustrated
in section 5.

Figure 4 presents the mechanical structure of the wheel-
driven spherical robot composed of two parts: the external
transparent spherical shell and the internal cart. The shell
provides support and protection for the internal cart from
possible damage in the power cable tunnel. The structure
of the internal cart consists of multiple layers, including the
UWB platform, motor layer, and battery layer located from
top to bottom. Two-wheel driving structure realizes the zero-
radius steering in a narrow space. The combined structure has
an anti-toppling ability to ensure the movement of the robot
in complicated tunnel conditions.

FIGURE 4. Mechanical structure of the wheel-drive spherical robot.

The structure of the internal cart is introduced from top to
bottom as follows. The UWB platform supports the tracking
and ranging between spherical robot nodes. Three UWB
modules is located at the middle and both ends of the plat-
form. The independent DC motors drive the wheels under the
control of the microprocessor unit. The Ad-Hoc communica-
tion module and the camera sensor terminal are responsible
for real-time video collection and transmission. The power
consumption of each module for the robot node is listed
in Table 2.
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TABLE 2. The power consumption of each module in the robot.

FIGURE 5. The structure diagram of the mobile node measurement and
control circuit system.

Therefore, the battery weight layer is equipped with two
7.4V/3000mAh lithium batteries to ensure continuousmove-
ment and monitoring for 6.9 hours. To maintain voltage
stability and avoid the chip’s overheating, each robot node’s
continuous working time is limited less than 5 hours. In addi-
tion, a counterweight slot at the bottom of the battery slot is
designed to lower the center of gravity of the spherical robot.

Figure 5 shows the structure diagram of the spherical
robot’s measurement and control circuit system.

V. ROBOT FLOCK FORMATION CONTROL STRATEGY
Spherical robot formation control utilizes a formation opti-
mization strategy based on LF formation method to explore
the power cable tunnel during an emergent accident. The
aim of this strategy is to maximize the monitoring area and
maintain the communication network reliability when one of
the nodes drops out from the flock.

A. ROBOT FLOCK KINEMATIC MODEL
BASED ON LF STRATEGY
LF strategy is a decentralized formation control method
(Figure 6). Every two adjacent robots form a LF structure,
and the follower robot adjusts its motion to track the leader
robot according to leader robot’s position information, which
is extended to the whole flock by analogy [31]. The follower

FIGURE 6. Diagram of the line formation following strategy based on the
UWB ranging method.

robots are served as the data transmission relay nodes and
the potential leader in case that the leader is damaged in the
accident.

The follower robot uses UWB positioning technology to
locate the leader robot. Each robot is equipped with three
UWB modules, the middle module serves as the tag, and the
modules on both sides serve as the base stations. The distance
di tag and the angle θ i tag between two tags represent the
distance Llf and angle θf between two robots. The distance
between the left (or right) base stations of the follower robot
and the tag of the leader robot is d il (or d

i
r ), and the distance

between the two base stations is measured as Lrl . The dis-
tance Llf and angle θf are calculated according to the robot
geometry.
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The schematic diagram of the LF method is shown in
Figure 7. The kinematic equation of the leader robot is
obtained from the geometric relationship:

ṗl =

 ẋlẏl
θ̇l

 =
 cos θl 0
sin θl 0
0 1

[ vl
ωl

]
(8)

FIGURE 7. The schematic diagram of robot’s kinematic model based on
LF strategy.

The target position pdf and current position pf of the fol-
lower robot are formulated as

pdf =

 x
d
f
ydf
θdf

 =
 xl + Ldlf cos(ϕdlf + θl)yl + Ldlf sin(ϕ

d
lf + θl)

θl

 (9)

pf =

 xfyf
θf

 =
 xl + Llf cos(ϕlf + θl)yl + Llf sin(ϕlf + θl)

θf

 (10)

The inertial coordinate system OXY is selected as the ref-
erence frame, and the body coordinate system Of Xf Yf is
attached to the follower robot itself, in which the direction
Xf is the velocity direction and Yf is the vertical direction of
the velocity. xe, ye are used to represent the distance error
between the follower robot and the leader robot in the Xf
direction and Yf direction respectively, and θe is the angle
error.

elf =

 xeye
θe

 =
 cos θf sin θf 0
− sin θf cos θf 0

0 0 1


 x

d
f − xf
ydf − yf
θdf − θf

 (11)

Substitute equation 9 and equation 10, equation 11 can be
rewritten as

elf =

 xeye
θe

 =
 L

d
lf cos(ϕ

d
lf + θlf )− Llf cos(ϕlf + θlf )

Ldlf sin(ϕ
d
lf + θlf )− Llf sin(ϕlf + θlf )

θdf − θf


(12)

where θlf = θl − θf .

The optimization goal is to reduce errors close to 0, which
is formulated as

lim
t→∞

elifi+1(t) = 0 (i = 1, 2, · · · ,N ) (13)

B. LF STRATEGY OPTIMIZATION BASED ON N−X
ALGORITHM
Themobile wireless Ad-Hoc network can automatically form
a new topology with other undamaged nodes to ensure the
adjacent robot within the communication range, when one of
the nodes drops out of the network, the network (Figure 8).

FIGURE 8. Schematic diagram of Ad-Hoc network’s invulnerability.

In order to maximize the coverage and improve the reli-
ability of the mobile network, a formation optimization is
designed based on LF strategy to create an approximately
one-dimensional linear structure of robot flock according to
the long and narrow geometry of the power cable tunnel. The
LF strategy is optimized according to the N −X algorithm to
insure the reliable communication when X robot nodes drop
off from the flock. The optimization objective is formulated
as

max
∫ Tt

0

∫ L

0
F(x, t)dxdt (14)

where Tt is the total operation time, L is the range constraint
and F(x, t) refers to the continuous trajectories of the robot
flock. According to the periodic control and number of robot
nodes, Equation 10 is discretized as

max
K∑
k=1

N∑
n=1

∥∥f (n+ 1, (k + 1)Tp)− f (n, kTp)
∥∥ (15)

whereK is the number of control period since the initial state,
N is the number of robot nodes, Tp is the control period and
f (n,kTp) refers to the coordinates of robot node n at k th control
period subjected to the following constraints.

The movement of the spherical robot in power cable tunnel
is subject to four constraints. The first constraint is the geo-
metric constraint of the power cable tunnel’s motion plane.
The movement of the spherical robot is limited within the
power cable tunnel. The radius of the power cable tunnel is
R, the diameter of the drainage ditch on both sides is d , set
security margin isM , then the constraint is formulated as

−R+ d +M ≤ xi ≤ R− d −M (i = 1, 2, · · · ,N ) (16)

On one hand, the distance between two adjacent monitor-
ing robots cannot exceed the positioning range of UWBmod-
ule. On the other and, the robot flock topology needs to satisfy
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the network stability constraints to ensure the reliability of the
network. The N − X algorithm is proposed and applied for
the constraints of Ad-Hoc and UWB communication ranges.
The algorithm is described as follows. The communication
range of each spherical robot covers X+1 number of adjacent
robot nodes. Therefore, the remaining functional robots can
communicate directly to ensure the integrity of the network,
when the intermediate robots are disabled in the network.

The positioning range of UWB chip is DstUWB, the posi-
tioning constraint is formulated as

0 ≤ |yi+x+1 − yi| ≤ DstUWB (i = 1, 2, · · · ,N − 1) (17)

The maximum positioning range of UWB module is 55 m
according to the measurement results in the environment of
underground power cable tunnel. Therefore, DstUWB is set as
50 m to ensure the reliability of UWB communication.

The communication range of Ad-Hoc module is DstWiFi,
the network stability constraint is formulated as

0 ≤ |yi+x+1 − yi | ≤ DstWiFi (i = 1, 2, · · · ,N − 2) (18)

The maximum communication range of Ad-Hoc chip
is 35 m according to the measurement results. Therefore,
DstWiFi is set as 30 m to ensure the stability of Ad-Hoc
communication.

According to theN−X strategy, the maximum optimal dis-
tance between two adjacent robots is set as DstWiFi/X . There-
fore, the maximum coverage of N robot nodes SCoverMax is

SCoverMax = (N − 1)
DstWiFi
X

(19)

The mobile wireless network failure probability is calcu-
lated as

PNetwork =
N∑

n=X+1

(N − n)(PNode)n(1− PNode)N−n (20)

where PNode is the malfunction probability of sensor node.
Through the test under the accident condition in the power
cable tunnel, the value of PNode is set as 23.3%.

The values of SCoverMax and PNode are shown in Table 3
when the total number of sensor nodes is 5. It can be seen that
there is a negative correlation between SCoverMax and PNode.

TABLE 3. The values of SCoverMax and PNode under different X value.

Table 3 indicates that the network failure probability
reduces from 73.5% to 0.2% as the value of X increases from
0 to 3. Therefore, the value of X is selected as 3 to enhance
the network reliability in the emergent condition of the power
cable tunnel.

VI. SIMULATION RESULTS
Straight lines and curves are the typical structures of the
power cable tunnel. The robot formations in above two struc-
tures are simulated to evaluate the performance of the for-
mation optimization strategy. Five sensor nodes are placed in
the power tunnel in order as the initial state. In the simulation,
the optimal distance between adjacent sensor nodes is set as
1.5 m to observe the trajectories and evaluate the optimiza-
tion performance of the MWSN in line and curve formation
movements.

A. LINE FORMATION OPTIMIZATION
The optimal result of line formation optimization is shown
in Figure 9. The simulation model is designed based on the
boundary geometry of the actual power cable tunnel. The
solid lines on both sides represent the wall of the power cable
tunnel, the area between the dotted line and the solid line is
the drainage ditch on both sides of the power cable tunnel,
and the area between the two dotted lines is the area for the
robot operation.

FIGURE 9. The result of line formation optimization. (a) Initial state;
(b) Flock state at 5 s; (c) Flock state at 10 s; (d) Flock state at 13 s.
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Figure 9 (a) is the initial state with static robot flock in a
line formation. Figure 9 (b) shows that the leader robot first
moves in a straight line in the power cable tunnel controlled
by the PC terminal. After the distance between the leader
robot and its follower robot reaches the optimal distance,
the follower robot begins to follow the leader robot. Then,
the second follower robot starts to move after the distance
between the first follower robot and the second follower robot
reaches the optimal distance, which expands to the whole
formation by analogy (Figure 9 (c)), and finally forms the
optimal formation shown in Figure 9 (d).

B. CURVE FORMATION OPTIMIZATION
The optimal result of curve formation optimization is shown
in Figure 10, where (a) is the same initial state with the line
formation optimization. The leader robot is set at the entrance
of the curve. Figure 10 (b) shows that after starting the forma-
tion optimization, the leader robot starts to move in the power
cable tunnel under the control of the PC terminal. In order to
enable the spherical robot formation to pass the curve with
the shortest path, we control the leader robot to move along
the border of the curve. The follower robot follows its leader
robot in turn, and its movement in the curve is also close to
the border of the curve (Figure 10 (c)). Finally, Figure 10 (d)
shows that the spherical robot formation forms an optimal
formation through the curve. The simulation results show that
the coverage of the network increases 21.7% when compared
to the results without the optimized LF strategy in curve
formation.

FIGURE 10. The result of curve formation optimization. (a) Initial state;
(b) Flock state at 5 s; (c) Flock state at 10 s; (d) Flock state at 13 s.

VII. EXPERIMENTAL RESULTS
Both straight line and curve formation optimization experi-
ments are conducted in the power cable tunnel. The power
cable tunnel is 2.5 m wide, and the drainage ditches on both
sides are 0.5 mwide. Above the drainage ditches, eight power
cables with different voltage levels are placed on the support
frame. The initial conditions are exactly the same as the
simulation.

A. LINE FORMATION OPTIMIZATION
The experimental results of the line formation optimization
are shown in Figure 11. The experimental initial state param-
eters are consistent with the simulation. The position of the
spherical robot formation is captured by a camera every 1 s.
The leader robot first makes a rectilinear motion in the power
cable tunnel under the control of the PC terminal, and then
the other robots follow each other in turn when the distance
between them reaches the optimal distance. Finally, the spher-
ical robot group performs the monitoring task in the power
cable tunnel in the form of line optimal formation.

FIGURE 11. The experimental result of line formation optimization.
(a) Initial state; (b) Flock state at 5 s; (c) Flock state at 10 s; (d) Flock state
at 13 s.

The experimental trajectories of the robots are divided
into x-axis and y-axis displacements (Figure 12). The sim-
ulation results are compared with the experimental results.
Table 4 shows the x-axis and y-axis displacement errors in
the line formation optimization experiment.
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FIGURE 12. Results of the line formation optimization experiment.
(a) The displacement of robots on the x-axis; (b) The displacement of
robots on the y-axis.

TABLE 4. Errors in line formation following experiment.

Figure 12 shows that the simulation and experimental
results remain consistent. However, the disturbances exist
during the experiment for the following reasons. First,
the positioning error using the proposed UWB positioning
method amplifies with the increase of the distance between
robots. The uneven ground and the obstacles in the power
cable tunnel also affect the control reliability. As shown
in Table 4, the line formation errors on the x-axis |1x| and
y-axis |1y| were less than 0.03 m and 0.06 m, respectively.
Compared with the half of the power cable tunnel’s width
(1.25 m) and the optimal distance between adjacent robot
nodes (1.5 m), the relative errors of |δx| and |δy| are 2.4%
and 4%. The disturbances have little effects on the robot
formation control, because the errors are relatively small
when compared with the geometric dimension of the power
cable tunnel.

B. CURVE FORMATION OPTIMIZATION
The experimental result of the curve formation optimization
is shown in Figure 13. Figure 13 indicates that the leader robot

FIGURE 13. The experimental result of curve formation optimization.
(a) Initial state; (b) Flock state at 5 s; (c) Flock state at 10 s; (d) Flock state
at 13 s.

first moves to one side and moves along the border of the
drainage ditch in the power cable tunnel under the control
of the PC terminal. The follower robots follow each other
in turn. Eventually, the spherical robot group performs the
monitoring task in the power cable tunnel in the form of curve
optimal formation.

Similar to Figure 12, Figure 14 presents a comparison
between the results of the simulation and experiment for
curve formation optimization. The experimental results show
that the coverage of the network increases 20.2% when com-
pared to the results without the optimized LF strategy in curve
formation, which verifies the simulation result.

As shown in Table 5, the curve formation errors on the x-
axis |1x| and y-axis |1y| were less than 0.05 m and 0.07 m,
respectively. Similarly, the relative errors of |δx| and |δy| are
4% and 4.7% respectively. It is concluded that the control
reliability of the proposed system was competent for the
detection mission in the power cable tunnels because the
dimension of the power cable tunnel could tolerate the errors.

During the process of the formation optimization experi-
ment, the PC terminal showed a monitoring video streaming
captured by the monitoring robot in a 320×240 pixel resolu-
tion instantaneously. The average delay of video transmission
was less than 150 ms.
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TABLE 5. Errors in curve formation following experiment.

FIGURE 14. Results of the curve formation optimization experiment.
(a) The displacement of robots on the x-axis; (b) The displacement of
robots on the y-axis.

VIII. CONCLUSION
This paper illustrates the theory and application of a novel
self-constructed MWSN based on the fusion of Ad-Hoc and
mobile network. The dynamic model for the sensor robotic
node demonstrates the advantages of spherical geometry on
flexible movement and anti-toppling ability in a narrow envi-
ronment. The Ad-Hoc relays andUWB stations are integrated
to create a MWSN with the communication and positioning
functions. The communication network consisting of five
robots is capable of covering 40 m of power cable tun-
nel. The implementation of N − X algorithm significantly
increases the reliability of the network and reduces network
failure probability from 73.5% (X = 0) to 0.2% (X = 3).
The network transmits a monitoring video streaming with a
320 × 240 pixel resolution and a delay less than 150 ms.
The robot flock topology of the network is determined by the
formation optimization method based on LF strategy, which
increases 20.2% coverage of the network in curve formation
of the power cable tunnel. The real-time video observation
from the accident scene is significant to formulate the emer-
gency countermeasure and investigate the direct cause of the

accident. Therefore, the proposed system compensates for
the insufficiency of traditional monitoring methods in power
cable tunnels when the preinstalled network is disabled.
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