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ABSTRACT Chronic Obstructive Pulmonary Disease (COPD) is a life-threatening lung ailment and a
significant cause of morbidity and fatality globally. The early detection of COPD can provide timely proper
medication and reduce the mortality rate. To obtain proper treatment and lessen the death rate, this study
proposes a novel ensemble model: the Multistage Ensemble model (MSEN) with an optimized weighted
voting technique to detect COPD early and help clinicians provide proper and timely medication. In this
study, there are two pools of classifiers created in which four classifiers are placed in each pool. These
two pools of classifiers are employed to form two weighted ensemble models based on a weighted voting
strategy. This study combines those generated ensemble models using a weighted voting technique to form
anMSENmodel. The genetic algorithm is utilized to optimize the hyperparameters of each classifier in each
pool. The weights of two generated ensemble models and each classifier are optimized using the grid search
technique. This study employs the K-Nearest Neighbors approach to fill in the missing values, isolation
forest to remove the outliers, and the LightGBM with Recursive Feature Elimination for feature selection.
An evaluation of the suggested MSEN model is conducted on a real-world Exasens dataset to validate the
suggested model’s effectiveness which exhibits that the proposed model obtains better performance to detect
COPD and provides superior performance than other machine learning models and existing benchmark
techniques.

INDEX TERMS COPD detection, ensemble learning algorithm, genetic algorithm, LightGBM algorithm,
machine learning, recursive feature elimination, voting classifier.

I. INTRODUCTION
Chronic Obstructive Pulmonary Disease (COPD) is a chronic
respiratory life-threatening lung ailment, inducing breathing
problems in sufferers because of airflow restrictions in the
lungs [9], [13]. This disease severely warns each person’s
health and has a vast death rate worldwide. It is a growing
illness, increasing gradually over time, while its indications
are usually worse than other diseases. COPD’s primary cause
is the long-term risk of subjects to either smoking or other
lung irritants, such as industrial dust, chemical fumes, or air
pollution [9]. However, in rare incidents, a hereditary disease
known as alpha-1 antitrypsin deficiency may further provide
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lung damage and COPD [9]. Based on the report by the
global initiative for COPD (GOLD), this ailment is usually
correlated with airway or alveolar irregularities created by
notable appearance to deadly gases or particles [13]. As one
of the most widespread lung illnesses globally, COPD con-
tinues a perfidious course with a usually long-lasting undi-
agnosed primary stage, influencing many people and causes
significant economic pressure on healthcare systems [9].
COPD has become the third foremost reason for mortality
worldwide, according to the report provided by the world
health organization, and in 2020, it will fit one of China’s
leading respiratory ailments [13]. COPD’s main symptoms
are abnormal sputum (mucus) generation, chronic coughs,
shortness of breath, chest tightness, wheezing [9]. Although
a perfect medicine to reverse induced lung damages has still
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to be discovered, early analysis has proved to have a crucial
task in the powerful management of COPD [9].

Among available analysis and discovery techniques,
the spirometry pulmonary function test is the most funda-
mental, well-organized primary care approach for COPD
diagnosis [9]. Along with this test, patients’ lung capac-
ity is estimated while breathing in-out cycles [9]. The
morbidity and mortality associated with COPD are widely
under-diagnosed because of the spirometry test’s limited sen-
sitivity in the range of 64.5–79.9% [9], [13], [14]. Therefore,
a helpful machine learning approach with healthy clinical
reliability is a crucial need for diagnosing, treating, and
self-management of COPD [9]. However, machine learning
(ML) is a valuable technique that can foretell medical con-
ditions and enables caregivers to make medical decisions
precisely. Among numerous ML classification approaches:
Support Vector Machines (SVMs), Logistic Regression (LR),
eXtreme Gradient Boosting (XGB), Gradient Boosting (GB),
and principal component analysis are among the most
well-known approaches employed for classifying the health
disease-relevant data [9]. However, various feature selection
and extraction techniques are also employed to classify vari-
ous medical data.

In this regard, ML-based methodologies can perform com-
plex computational processes to determine the diseases from
the massive volume of data. Such ML-based models have
recently assisted by lessening the healthcare field’s possi-
ble errors and making precise early identification of Parkin-
son’s disease, heart disease, Alzheimer’s disease, cervical
cancer, liver cancer, breast cancer, and several other dis-
eases [16]. Hence, such ML-enabled approaches can help
physicians in their decision-making regarding various kinds
of health diseases, including COPD and alleviate the work-
load of the physicians and make a precise and timely
treatment.

Each ML researcher’s main target is to provide a stable
and precise predictive model with the most desirable per-
formances. Medical data exploration is the most significant
issue because of its close connection to a life of individuals.
However, such afore-mentioned ML classification models
have obtained lower performances to detect any disease,
including COPD.

To address this issue and provide the lowest error rate
regarding diagnosis and treatment, we propose a novel
ensemble model: multistage ensemble learning (MSEN)
model based on the weighted voting strategy to detect COPD.
Recently, various past research works have utilized various
ensemble learning-based methodologies to predict several
health diseases and solve the problems that occur after uti-
lizing the state-of-art ML approaches.

However, according to our understanding, this is the first
research to introduce a multistage ensemble model based on
the weighted voting strategy for detecting COPD. In this
study, there are eight classificationmodels: eXtremeGradient
Boosting Machine (XGB), Extra Trees (ET), Random Forest
(RF), Gradient Boosting (GB), Logistic Regression (LR),

Support VectorMachine for Classification (SVC) and its vari-
ant NuSVC, and K-Nearest Neighbors (KNN), are employed
to generate the suggested MSEN model using weighted vot-
ing strategy [9], [19]. In this regard, there are two pools
of classifiers created in which four classifiers are placed in
each pool. XGB, ET, RF, and GB classification models are
placed in the first pool, and the remaining classifiers: LR,
SVC, NUSVC, and KNN, are placed in the second pool.
Those four classifiers of each pool are employed to generate
two ensemble models individually using the weighted voting
technique. However, the generated two ensemble models are
further utilized to combine and generate a new MSEN model
using a weighted voting strategy.

The primary contribution of this study is conducted by four
folds that are described below.

1. Introduce a novel ensemble model: MSEN, to achieve
the most reliable result. There are eight classifiers used
in this study to generate two ensemble models using
the weighted voting strategy. Thus, these two ensemble
models are further employed to combine and introduce
a new model: MSEN. The genetic algorithm is utilized
to tune each classification model’s hyper-parameters in
each pool to enhance performance. However, the grid
search strategy is utilized for optimizing the weight
of each classifier in each pool. Moreover, it also
optimizes the weight of each generated ensemble
model.

2. K-nearest neighbors approach is utilized to fill the
missing values to gain more reliable data in terms of
quality and isolation forest to detect and remove the
outliers from the given preprocessed dataset for pro-
viding better prediction accuracy.

3. The LightGBM algorithm is utilized to provide the
importance score of each feature and sort them based
on their score, and the recursive feature elimination
approach is employed to choose the essential features
from them and provide help to the proposed model by
enhancing its performance.

4. An evaluation of the suggested model is conducted
employing a real-world publicly available Exasens
dataset. The performance comparison between the pro-
posed model and the various ML algorithms demon-
strates that the proposedmodel achieves amore reliable
performance for detecting COPD. A comparative study
with the current benchmark methods shows that the
proposed model gains the most reliable performance
to detect COPD compared to the previous benchmark
models.

Therefore, this study’s remainder is constructed in the
following. Section 2 exhibits some of the relevant previous
works and research gaps, while Section 3 elaborates the
suggested model with the data utilized in our methodology.
On the other hand, Section 4 illustrates the proposed model’s
experimental results on the chosen dataset and discusses.
Section 5 outlines the conclusion and explains the future
works regarding this study.
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II. RELATED WORKS AND RESEARCH GAPS
ML and deep learning-basedmethods are growing speedily in
the health sector and may better detect and diagnose disease.
In this regard, to precisely classify COPD patients’ severity,
several researchers have examined numerous ML and deep
learning models to help clinical decision-making.

A. TRADITIONAL ML-BASED METHODS
Regarding previous research works relevant to traditional
ML models, Spathis and Vlamos used the RF classifica-
tion algorithm to foretell COPD [1]. They used 132 clinical
records with 22 features corresponding to unique patients.
The authors gained a precision value of 97.7% after
employing an RF classifier to predict COPD patients.
Gawlitza et al. [2] utilized quantitative computed tomography
and five partial ML models for predicting COPD after utiliz-
ing 75 patient records in which the KNN model, polynomial
regression, and Gradient boosting obtained the lowest mean
relative error: 16%. Halder et al. [3] utilized variousML algo-
rithms: KNN, SVM, LR, DT, and discriminant analysis (DA)
to predict COPD after employing 30 COPD-affected sufferers
and 25 healthy controls’ records. Such clinical records were
gathered from the All India Institute of Medical Sciences,
Raipur, Chhattisgarh [20, 21]. The authors obtained 100%
accuracy by the SVM and LR classification algorithms.

On the other hand, While Fang et al. [4] presented an inte-
grated model: direct search simulated annealing [4] approach
with SVM to diagnose COPD using a knowledge graph
after utilizing the COPD dataset. In this COPD dataset,
there are 1200 samples available, of which 750 samples are
belonging to COPD sufferers, and the remaining 450 samples
are belonging to non-COPD sufferers. They utilized an
adaptive feature subset selection approach [4] to select the
most optimal features from the given input dataset. They
obtained the performance in terms of accuracy value: 95.1%
to diagnose COPD. Zheng et al. [5] developed a com-
bined approach: serum metabolic and least-squares SVM
(LS-SVM) biomarkers for classifying COPD. They gath-
ered data from the First Affiliated Hospital of Wenzhou
Medical University [5] after recruiting 54 COPD patients
and 74 patients, excluding COPD [5]. The authors declared
that the linear and polynomial least-squares support vec-
tor machine models obtained the performances in terms of
accuracy values: 80.77% and 84.62%, and the AUC val-
ues: 0.87 and 0.90 for the diagnosing the COPD. While
Peng et al. developed a C5.0 decision tree [6] classification
model to foretell acute exacerbation COPD hospitalized suf-
ferers’ prognosis with objective clinical symptoms [19]. The
medical reports exhibited that 410 hospitalized [19] acute
exacerbation COPD subjects are gathered from the respira-
tory unit database of TAHSYU. [6], [19], and 28 features are
chosen. This data is randomly split into a training set and a
testing set. The accuracy obtained by the C5.0 decision tree
classification model is 80.3% [19].

While Wang et al. [7] utilized five machine learning algo-
rithms (RF, SVC, LR, KNN, and naïve Bayes) to build

acute exacerbation COPD classification models [7], they col-
lected 303 electronic medical records (EMRs) data from the
China-Japan Friendship Hospital between February 2011 and
March 2017 [7]. One hundred thirty-five records relevant
to COPD subjects and 168 records related to non-COPD
subjects are available from the China-Japan Friendship Hos-
pital. The authors declared that the SVM model obtained
the sensitivity value: 0.80, specificity value: 0.83, and AUC
value: 0.90. Moll et al. [8] developed an ML mortality pre-
diction model [8] for predicting the severity of COPD. They
collected data from the COPDGene and ECLIPSE studies [8]
in which they selected 30 clinical, spirometry, and imag-
ing features [8]. The authors implemented random survival
forests and Cox regression for selecting features [8].

In contrast, Soltani Zarrin et al. [9] utilized various
machine learning models to obtain high classification accu-
racy for detecting COPD. The authors employed two samples
with different sizes (80 samples and 239 samples) of the
Exasens COPD dataset. In this regard, 80 samples contain
dielectric properties and demographic information. On the
other hand, 239 samples comprise only demographic features
without using dielectric properties. In this research work,
the authors concluded that the XGB model obtained an accu-
racy value of 91.25% after using 80 samples of the Exasens
dataset. On the other hand, the authors also declared that the
XGB model also achieved an accuracy value of 92.05% after
utilizing 239 samples of the same dataset.

B. DEEP LEARNING-BASED METHODS
In comparison toMLmodels, there are various deep learning-
based models developed in previous studies. In this regard,
Nunavath et al. [10] exhibited a feed-forward neural network
for distinguishing the COPD sufferers, and a long short-term
memory to early foretell COPD exacerbations and the fol-
lowing triage [6]. The authors employed data extracted from
the ‘‘United4Health’’ based on EU-funded-project while an
entire home monitoring period predicts COPD exacerba-
tions [20]. Xu et al. [11] built a full-group artificial neu-
ral network model to predict COPD after using full group
datasets consisted of 18471 proper clinical records. Their
developed model obtained an accuracy value: 86.45% and an
F1 score value: 82.93%. Tang et al. [12] built four-layer deep
learning [6] approach, which uses a specifically configured
recurrent neural network [6], to managing temporal change
in COPD progression [6]. The complexity of their approach
directed to a flawed interpretation [6].

While Wang et al. [13] developed a COPD-enabled trans-
fer learning [13], termed a balanced probability distribution
(BPD) algorithm [13]. It integrated instance and feature-
enabled transfers [13] to enhance the correctness of their
approach. They applied the COPD dataset given by the
Clinical Medical Science Data Center [13], and more than
360 varieties of features were employed. One thousand
two hundred samples were then selected from the COPD
dataset [13] from the partner healthcare system’s electronic
medical records. Hence, it incorporated 750 subjects affected
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TABLE 1. Description of all utilized features and target variable of exasens dataset with relevant information.

by COPD and 450 subjects without COPD. The authors
obtained an accuracy of 92.1% to classify the COPD subject
and non-COPD subject. Zarrin et al. [14] presented a mem-
ristive neuromorphic platform for the on-chip recognition
of the saliva samples of COPD subjects and healthy per-
sons after utilizing the UCI repository-based publicly avail-
able Exasen dataset [14]. The authors employed 80 samples
of the Exasens COPD dataset to perform their developed
model. The performance of their developed model obtained
89% of the accuracy value for the detection of COPD.
Du et al. [15] built a deep convolutional neural network [15]
to evaluate three-dimensional lung airway trees from com-
puter vision [15], thereby generating models to recognize
COPD while utilizing 280 participants CT scan records col-
lected between 2016 and 2018 from the Central hospital affil-
iated with Shenyang medical college [15]. The authors also
utilized the Bayesian optimization approach to optimize the
hyperparameters of the generated deep convolutional neural
network [15]. Their generated model achieved the perfor-
mance in terms of accuracy values: 88.6% and 86.4% using
grey and binary snapshots.

After investigating the previous research works, it has
been exposed that most of the studies involved in devel-
oping either deep learning-based methods or utilized tra-
ditional machine learning models to detect COPD. Such
researchers did not focus on developing a new ensemble
learning model, achieving the most desirable prediction accu-
racy for detecting COPD. Hence, this study fills this research
gap.

There are no previous research works available which
already developed an ensemble learning approach for detect-
ing COPD, according to our knowledge. Therefore, this
paper introduces a multistage ensemble learning model
through which to achieve the most reliable and desirable
outcomes and outperforms previous benchmark strategies for
detecting COPD.

III. MATERIALS AND METHODS
In this section, the materials and the method utilized in
our suggested research are examined. Additionally, we also
examined the Exasens dataset employed to perform in our
proposed model.

A. EXASENS DATASET
In this paper, this study employs an open access Exasens
dataset [9], which is available in the UCI ML repository for
implementing our proposed model. The researchers utilize
eight features in this dataset to precisely classify and recog-
nize COPD patients’ saliva samples and healthy people [9].
There are 239 samples collected as demographic informa-
tion for detecting COPD in which dielectric characterizations
were performed on 80 samples out of the available 239 sam-
ples [9] because of the biosensor’s limited life-cycle [9].
However, in this study, for highlighting the vital function
of demographic attributes for detecting COPD, analyses are
conducted on 239 samples of this dataset with dielectric
properties. In this study, two groups of saliva samples, such as
160 samples for healthy controls and 79 samples for COPD
sufferers [9], are used for investigating the performance of
our proposed ensemble model. This dataset is elaborated in
detail in Table 1, in which 33.26% of whole data are missing
in the Exasens dataset.

B. METHODOLOGY
In this section, various stages of the recommended approach
are exhibited in Figure 1. Such stages are the feature engineer-
ing stage (fill inmissing values, outlier detection and removal,
data normalization, and LightGBM-RFE for feature selec-
tion), the multistage ensemble model based on the weighted
voting technique, and the model evaluation stage. The central
components of each stage are briefly elaborated on as follows.

1) FEATURE ENGINEERING STAGE
In this stage, several sub-stages are performed in this study to
enhance the performance of the suggested ensemble model.
Such sub-stages are given below.

a: FILL IN MISSING DATA
In this study, four attributes have missing values, which are
exhibited in Table 1. In this regard, to fill the missing data in
the Exasens dataset, this study applied the k-nearest neighbor
approach [18]. It can retain the original input data distribution
by [18] choosing a proper K (where K = 5, in this study)
value. The nearest neighbor’s method delivers it feasible
to determine the missing values based on various closest
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FIGURE 1. Block diagram of the proposed Multistage ensemble model for detecting COPD.

samples [18]. It is a more reliable, precise estimation than the
traditional approach: mean, median, and mode, to fill in the
missing values. Achieving more reliable quality data directs
the development of a helpful classification model.

b: OUTLIER DETECTION AND REMOVAL
The existence of outliers is one of the common reasons to
degrade the performance of any ML model. So, it is neces-
sary to detect and remove the outliers from the given input

dataset. However, in this study, Figure 2 exhibits the outliers
that are available in the Exasens dataset. In this regard, this
study employs an Isolation Forest (IF) to remove the outliers
from the input dataset. According to Liu et al., the IF is
based on the principles in which outliers are the minority and
have abnormal behavior on variables, compared to typical
cases [27]. Hence, given a decision tree whose sole purpose is
to identify a specific data point, fewer dataset splits should be
required for isolating an outlier than for isolating a common
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FIGURE 2. Outliers of the features corresponding to target classes.

data point [27]. The parameters used in IF are also exhibited
in Table 2 to remove outliers from the given data.

TABLE 2. Hyperparameters and their values assigned to remove outliers
using isolation forest.

c: DATA NORMALIZATION
After completing the above-stated sub-stages, a data normal-
ization approach is implemented. During data normalization,
the data is reorganized to use the data for further analysis [18].
Data normalization’s primary objective is to assort the data
and eliminate redundant data, which might seem inside the
dataset [18]. The standard normalization approaches are
z-score, min-max, and many more [18]. The most reli-
able normalization strategy relies on the data to be normal-
ized [18]. So, we utilized the min-max scalar approach for
normalizing Exasens data, and data is rescaled to the range
between 0 and 1 [18].

d: LIGHT GRADIENT BOOSTING MACHINE WITH RECURSIVE
FEATURE ELIMINATION ALGORITHM FOR FEATURE
SELECTION
The unrelated existence of features is one of the main
reasons for the overfitting of a classifier. Thus feature selec-
tion should be performed before starting to train the clas-
sification model. The reason is that the feature selection
process can enhance the classification methodology’s per-
formance, leading to faster and more cost-effective methods.
Hence, this study utilizes a LightGBM [26] with the recur-
sive feature elimination (LightGBM-RFE) algorithm, which
comprises two approaches: LightGBM and recursive feature
elimination (RFE) utilized to choose the essential attributes
and assist in enhancing the performance of this proposed
ensemble model. This study uses the Exasens dataset fea-
tures, supplied as an input to the LightGBM-RFE algorithm
(a wrapper-based feature selection approach), after perform-
ing the above-stated sub-stages on the given input dataset.

In implementing the LightGBM-RFE approach in this pro-
posed research, it can select the essential feature subsets after
removing unimportant features and diminishing the overfit-
ting from the given input set of features (A), where A = {a1
a2, . . . , am}, where m exhibits the number of input attributes
relating to the input dataset D and select the essential features
subset X; X = {x1, x2, . . . , xn}, where n represents the
number of most essential features selected from A. Hence,
X ⊂ A then such vital features X passed to the proposed
ensemble model for further processing.

Microsoft researchers introduced the LightGBM algo-
rithm [26] that is primarily implemented for classification.
However, the LightGBM algorithm can select features to rely
on its feature importance value. This algorithm is imple-
mented to sort given features rely on their feature importance
score. In this regard, the LightGBM algorithm is utilized to
obtain a notable score of each attribute and assign weights
to those attributes. Later, the weighted sum of each feature’s
scores in all boost trees is employed to gain the ultimate
significant value. Next, these features are sorted rely on their
ultimate score. Hence, the importance of each feature is
estimated using the following equation.

yPi =
∑Q

q=1
fq(ai) (1)

where fq(ai) ∈ importance score of the ith feature vec-
tor on the qth tree, input dataset D, where D =

{(ai,1, yi), (ai,2, yi), . . . , (ai,m, yi)}, and element (ai,m, yi) sig-
nifies that the mth feature vector’s label is yi.

The objective function of the LightGBM algorithm is
expressed by the equation as follows:

Obj(t) =
∑

i
l(yi, y

P
i )+

∑
q
�(fq)+ c (2)

where l(yi, y
P
i ) exhibits the loss among the actual value yi and

the foretold value yPi , whichmakes the difference between the
LightGBM and the rest of the Gradient boosting decision tree
in terms of computational performance speedup and method
workability,

∑
q�(fq) refers to the regular function, which

indicates the complexity of the approach, and c represents an
extra parameter that restricts overfitting and tunes the tree’s
depth.

VOLUME 9, 2021 48645



J. Dhar: MSEN With Weighted Voting and GA Optimization Strategy

FIGURE 3. Importance score of each feature of COPD dataset in descending order.

After gaining each input feature’s A importance score, then
sorted such features based on their importance, and after then,
recursive feature elimination can eliminate the least essential
features from the given input feature set. These processes
iterate N intervals until the needed number of features X is
achieved.

In this study, each feature’s importance score by the Light-
GBM algorithm is exhibited in sorted (descending) order
in Figure 3.

2) PROPOSED MULTISTAGE ENSEMBLE LEARNING MODEL
BASED ON WEIGHTED VOTING TECHNIQUE WITH THE
GENETIC ALGORITHM OPTIMIZATION STRATEGY
In this section, this study introduces a novel multistage
ensemble model (MSEN), which incorporates optimized
weights through a grid search strategy for each classifier for
detecting COPD. In the first stage for generating the proposed
ensemble model, eight classifiers are employed to develop
two ensemble learning models with the help of the weighted
voting technique. The hyperparameters of each classifier are
optimized by the genetic algorithm (GA). The grid search
strategy optimizes the weights of each classifier. In the sec-
ond stage for generating the MSEN model, those above-said
generated ensemble models are combined to generate a new
multistage ensemble model after utilizing a weighted voting
strategy.

Furthermore, the grid search technique also tunes the
weights of each above-stated generated ensemble model to
enhance the prediction. The process of developing a new
ensemble model, MSEN, based on weighted voting technique
was divided into three main procedures: (1) base model
generation, selection, and optimization, (2) two ensemble
learningmodels generations, and (3) a newmultistage ensem-
ble learning model generation. Such procedures mentioned
above and other relevant techniques are elaborated as follows.
Figure 4 exhibits the flowchart of the proposed multistage
ensemble model in analyzing Exasens data for classifying the
disease.

a: BASE CLASSIFIERS
In this section, eight different classification models: XGB,
ET, RF, GB, LR, SVC, NuSVC, and KNN, are used in

this study to generate a new multistage ensemble model.
In respect to this matter, firstly, there are two pools of classi-
fiers created in this study to generate two different ensemble
learning models with the help of a weighted voting technique
in which four classifiers: XGB, ET, RF, and GB, are placed
into the first pool and utilize as the first pool of classifiers
to form a weighted voting-based ensemble learning model.
On the other hand, the other four classification models: LR,
SVC, NuSVC, and KNN, are placed into the second pool and
employed as a second pool of classifiers to generate another
ensemble learning model.

b: GENETICALLY OPTIMIZED BASE CLASSIFIERS
The hyperparameters are one of the primary causes to
enhance the performance of a classification model. Thus,
optimal hyperparameters are beneficial for improving the
accuracy of a classification model. So, generating the opti-
mal hyperparameters should be performed before utilizing
the classification model. Hence, in this study, each base
classifier’s hyperparameters are optimized using a genetic
algorithm (GA). Generally, GA is the most well-knownmeta-
heuristic methodology in which the chromosomes with the
fittest continuation ability [25] and suitability to the envi-
ronment are further possibly to persist and proceed on their
potentials to coming generations [23], [25]. The following
generations will further acquire their parents’ features and
involve more suitable and unsuitable chromosomes [23]. The
more suitable chromosomes will be further able to survive
and have fitted offspring [23], [25]. However, unsuitable
chromosomes will progressively vanish [25]. The fittest suit-
able chromosomes will be recognized as the global optimum
after performing several generations [23], [25].

GA is implemented as the hyperparameter optimization
methodology in which each chromosome represents as a
hyperparameter. In each evaluation, the decimal value of
each chromosome is the hyperparameter’s real input value.
Each chromosome has several genes and each of which is
a binary number [23]. The crossover and mutation opera-
tors are delivered on the genes of this individual [23], [25].
The population comprises every probable value within the
initialized individual; on the other hand, the fitness function
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FIGURE 4. The flowchart of the proposed multistage ensemble learning model.

(AUC assessment metric) indicates the hyperparameters’
assessment metrics [23], [25]. While the hyper-parameter
values are randomly initialized, such hyper-parameters fre-
quently do not include the best hyperparameter values;
various GA-based operators, namely selection, crossover,
and mutation, must be conducted to recognize the best
optimal hyperparameters based on the fittest suitable
individuals.

The selection operator selects those individuals with the
best-fitted function values. Individuals with best-fitted func-
tion values tend to move to the following generation with
a higher possibility. They produce new individuals with the
best aspects of parents to hold the population size fixed.
Selecting the individual assures that each generation’s signif-
icant aspect can be moved to the next generations [23]. The
crossover operator is then utilized to produce new individuals
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by swapping the proportion of genes in various individu-
als [23]. After then, the mutation or variation operator is
too employed for generating new individuals by randomly
modifying one or more than one individual’s genes [23]. The
crossover and variation processes allow the next generations
to have several properties and diminish the possibility of los-
ing helpful information. The time complexity for generating
the best individuals as the best optimal hyperparameters by
the genetic algorithm isO(n2). Table 3 outlines the parameters
that are utilized to perform the genetic algorithm as the hyper-
parameter optimization methodology. Algorithm 1 exhibits
the procedure to perform GA for hyperparameter optimiza-
tion purposes. Furthermore, Table 4 demonstrates the hyper-
parameters list used by each above-said classification model
for optimization purposes using GA.

TABLE 3. List of parameters used to perform the GA.

c: BASE MODEL GENERATION, SELECTION, AND
OPTIMIZATION OF WEIGHTS
In this section, generating the base model is the primary
procedure to build a new ensemble model. In this regard,
the genetically optimized base classification models are uti-
lized for training and willing to combine to form an ensem-
ble classification model. However, base classifier selection
is an essential component for developing a new ensemble
classifier model because a satisfactory accuracy of any clas-
sification model is necessary to build any new ensemble
learning model. If any classifier’s accuracy becomes low
or any classifier obtains unsatisfactory performance, then
the performance of the newly generated ensemble model
becomes degrading. InMSEN, each base classifier is selected
based on the average of all classification models’ accuracy
values. However, the weight of each selected base classifier
is optimized through a grid search strategy. In this study, there
are two pools of classifiers (PoCs) created in Algorithm 6
that exhibits to fetch only one pool of classifiers at each ith
iteration from the list of PoCs for generating the base model.

On the other hand, Algorithm 2 exhibits the procedure
for generating the base model. Algorithm 2, which utilizes
such four classifiers of the selected pool with the genet-
ically optimized hyperparameters for those classifiers of
the selected pool exhibited in Algorithm 1, are utilized for
training and generating an ensemble learning model. While
Algorithm 3 exhibits the procedure to select the base model
and provide help for generating an ensemble learning model

with higher accuracy. Algorithm 3 exhibits the results in the
base model that is used in the process of combining the
models.

In this section, the training dataset DTrain is assigned as
(Xm, Ym) with m training samples as input, where m rep-
resents the total number of instances in DTrain. On the other
hand, the testing dataset DTest is assigned as (Xn, Yn) with
n testing samples, where n exhibits the total number of
instances in DTest from the class set Y = (y1, y2, . . . , yr),
where r represents the number of classes available in DTrain
and DTest. In the stage of base model generation in Algo-
rithm 2, it utilizes Algorithm 1 for optimizing the hyperpa-
rameters of each base classifier to enhance the performance
of the suggested model and generate each base model with
genetically optimized hyperparameters.

In respect of selecting the base classifier in Algorithm 3,
the generated base model accepted the probability value set
P = (P1, P2, . . . ,Pn) and the predicted result set R = (R1,
R2,. . . , Rn) that was derived from the probability of classify-
ing the testing sample set (DTest). Then estimate the average
of all utilized base classifiers’ accuracy value (µACC) after
estimating the accuracy value of each base classifier. How-
ever, the accuracy (ACC) value is equal to the numbers of
all accurate predictions split by the total number of test data
instances. The average of all classifiers’ accuracy value is
further employed to select the base model with the following
equation’s help.

For each base classifier:

µACC ≤ ACC (3)

In the above equation, if an µACC is equal to or less than
the actual ACC of each base classifier, then such classifier
model(s) are selected for generating an ensemble model;
otherwise, rejected.

Algorithm 4 exhibits the procedure for generating weight
for each selected base classifier model using the grid search
optimization technique. In this regard, assign the weight of
each selected base classifier model after utilizing cc num-
bers of combinations, where c represents the number of the
selected base classifiers, then implement grid search opti-
mization strategy for tuning the weight of each selected base
classifier and generate a most reliable optimized weight for
each selected base classifier model.

For example, we assume that there are two Classifier
models available and the weight of each classifier model is
assigned for optimization purpose as [[0, 0], [0, 1], [1, 0],
[1, 1]]. Hence, there are generating four combinations (that
means 22) available for assigning the weight of two classifier
models.

d: COMBINING STRATEGY FOR THE GENERATION OF A NEW
ENSEMBLE MODEL
Algorithm 5 demonstrates the combination strategy of each
selected base classifier model with the help of the weighted
voting technique to generate an ensemble learning model.
In this algorithm, the optimized weight of each selected base
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TABLE 4. Hyperparameters utilized in each classifier for optimization using genetic algorithm.
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Algorithm 1 Genetic Algorithm
Input:
Training dataset: DTrain = (Xm,Ym) with m training samples
and Testing dataset: DTest = (Xn,Yn) with n testing samples;
hyperparameters of the employed classifier;
Number of generation: ng;
Crossover probability, mutation probability, and tournament
size: = 3;
Procedure

1. Generate initial population randomly, Pop, where Pop
ε entire search space;

2. Encode Pop as individuals, where genes ε hyperparam-
eter values;

3. Estimate an AUC of the utilized classifier as a fit-
ness function for each individual: F(individual) = max
AUC/100;

4. Perform selection operation using ’Roulette wheel;’
5. Perform crossover operation using ’Single point

crossover;’
6. Perform mutation operation using ’Flip bit mutation;’
7. Generate new population Popnew;
8. Compute the AUC of each individual in Popnew;
9. if AUC(individual in Popnew) > AUC(individual in

Pop):
10. /∗ Replace the individuals of Pop with the fitter

individuals of Popnew based on AUC value ∗/
11. AUC(individuals in Pop)← AUC(individuals in

Popnew)
12. else: return to step 4;
13. if ng to process:
14. return to step 3;
15. else:
16. return optimal hyperparameters;

classifier is utilized to generate a better ensemble learning
model. The following equation is utilized to perform as the
weighted voting enabled combining strategy to form a new
ensemble learning model, which is shown in the following.

EN(Xm) =
∑E

e=1
ωϕc ENe(Xm) (4)

where ωϕc represents the optimized weight of each selected
base classifier model, EN(Xm) represents a newly generated
ensemble model based on weighted voting technique, and
ENe(Xm) represents each selected base classifier model.

e: GENERATION OF A NEW MULTISTAGE ENSEMBLE
LEARNING MODEL
This section describes generating a new multistage ensem-
ble learning model (MSEN) using a weighted voting strat-
egy. The proposed MSEN model combines two generated
ensemble learning models depends on the weighted voting
technique. The weight of each generated ensemble model
is optimized through a grid search optimization strategy.
In this regard, Algorithm 6 demonstrates generating a new

Algorithm 2 Base Model Generation
Input:
Training dataset: DTrain = (Xm, Ym) with m training samples
and Testing dataset: DTest = (Xn, Yn) with n testing samples;
Procedure

1. for each classifier from T, where T = 1 to t: /∗ T = the
number of classifiers ∗/

2. θT = Call genetic algorithm for hyperparameters
optimization in Algorithm 1;

3. Generate base models with optimized hyperpa-
rameters: Mb(θT) = {m1(θ1),m2(θ2), . . . ,mt(θt)};

4. Return Mb(θT);

Algorithm 3 Base Model Selection
Input:
Training dataset: DTrain = (Xm,Ym) with m training samples
and Testing dataset: DTest = (Xn,Yn) with n testing samples;
Procedure

1. Call base model generation in Algorithm 2;
2. Generate the probability value Vi of eachMb(θT) of the

test sample:
3. Vi = {v1, v2, . . . , vn};
4. Generate the prediction Ri of each Mb(θT) of the test

sample:
5. Ri = {r1, r2, . . . , rn};
6. Estimate accuracy, ACC of each Mb(θT);
7. Estimate average of all classifiers’ accuracy: µACC =

1
T

∑T
t=1ACCt, where ACCt ∈ the accuracy of each

base classifier;
8. for each classifier t from T:
9. if µACC ≤ ACCt:

10. Select the base classifier;
11. else: rejected;
12. end for;
13. return selected base classifiers;

multistage ensemble model based on the weighted voting
technique.

In the first stage of the proposed ensemble model, it creates
two pools of classifiers (PoCs), which acts as an input in
Algorithm 6 and utilizes to generate two ensemble learn-
ing models simultaneously using a weighted voting strategy.
InAlgorithm 6, only one pool of classifiers is fetched from the
PoCs at each ith iteration and generates an ensemble learning
model. This process continues until the PoCs available. In this
algorithm, generate j number of ensemble learning models,
which are further used to combine and formed an MSEN
model after utilizing the algorithm of ensemble learning
model generation. In this study, the value of j is assigned as 2.

In the second stage of the proposed model, it assigns the
weight of each generated ensemble model with jj combina-
tions similar to assigning the weight of each selected base
classifier model shown in Algorithm 4, where j represents the
number of the generated ensemble model. Next, utilize the
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Algorithm 4 Optimized Weight Generation
Input:
Training dataset: DTrain = (Xm,Ym) with m training samples
and Testing dataset: DTest = (Xn,Yn) with n testing samples;
Procedure

1. Call base model selection in Algorithm 3;
2. Generating optimized weights:
3. (a) Assign a weight of each selected base classi-

fier model from 1 to c: /∗ c represents the number of
selected base classifiers ∗/

4. ω = {cc}; such that 0 < c < number of
selected classifier model, whereω ∈ the weight of each
selected base classifier;

5. (b) Apply the grid search optimization strategy for
optimizing the weightω of each selected base classifier
model.

6. (c) Generate the most suitable optimized weight
for each base classifier:

7. ω(ϕ)
= {ω

ϕ
1 , ω

ϕ
2 , . . . , ω

ϕ
c }; where ϕ ∈ applied grid

search technique for optimizing each weight of each
selected base model;

8. Return ω(ϕ);

Algorithm 5 A New Ensemble Model Generation
Input:
Training dataset: DTrain = (Xm,Ym) with m training samples
and Testing dataset: DTest = (Xn,Yn) with n testing samples;
Procedure

1. Call base model generation in Algorithm 2;
2. Call base model selection in Algorithm 3;
3. Call weight generation through optimization in Algo-

rithm 4;
4. Utilize the weighted voting strategy to form an ensem-

ble model:
5. for each selected base classifiers from 1 to c:
6. EN(Xm) =

∑E
e=1 ω

ϕ
c ENe(Xm);

7. end for;
8. Output a new ensemble model

grid search optimization technique to optimize the weight of
each above-said generated ensemble learning model and gen-
erate the most optimal weight for each generated ensemble
learning model. Finally, a weighted voting enabled combi-
nation strategy is used in both generated ensemble learning
models and combined to build a new multistage ensemble
learning model for detecting COPD.

3) MODEL EVALUATION USING EVALUATION METRICS AND
CROSS-VALIDATION TECHNIQUE
To assess the performance of the suggested ensemble model,
we have utilized five performance assessment metrics: AUC,
precision, recall, F1-measure, accuracy, in which four metrics
are estimated using a confusion matrix.

Algorithm 6 Multistage Ensemble Learning Model
Generation
Input:
Training dataset: DTrain = (Xm, Ym) with m training samples
and Testing dataset: DTest = (Xn, Yn) with n testing samples;
Pool 1 = [‘XGB’, ‘ET’, ‘RF’, ‘GB’]; /∗ First pool ∗/
Pool 2 = [‘LR’, ‘SVC’, ’NuSVC’, ‘KNN’]; /∗ Second pool
∗/
PoCs = [Pool 1, Pool 2]; /∗ Two pools of classifiers ∗/
j = 2 /∗ number of PoCs ∗/
Procedure

/∗ First stage for generating the proposed ensemble
learning model ∗/

1. for each iteration from 1 to j: /∗ for each ensemble
model development up to j ∗/

2. for each ith iteration: /∗ where i = 1 to 2 ∗/
3. Select PoCs[i]; /∗ Select one pool of classi-

fiers in each iteration ∗/
4. ENj(Xm) = call ensemble learning model

generation in Algorithm 5.
5. i = i+ 1;
6. j = j+ 1;
7. end inner for;
8. end outer for;
/∗ Second stage for generating the proposed ensemble

learning model ∗/
9. Generating optimized weights for each ensemble

model ENj(Xm):
10. (a) Assign a weight of each ENj(Xm) from 1 to j:

/∗ j represents the number of generated ensemblemodel
∗/

11. ωEN
= {jj}; such that 0< j< 2, whereωEN

∈

weight of each ENj(Xm);
12. (b) Apply the grid search optimization strategy for

optimizing the weight ωEN of each ensemble ENj(Xm)
model;

13. (c) Generate the most suitable optimized weight:
14. ωEN(ϕ)

= {ω
EN(ϕ)
1 , . . . , ω

EN(ϕ)
j }; where ϕ ∈

applied grid search technique for optimizing each
weight of each ensemble model;

15. Utilize the weighted voting strategy to form a multi-
stage ensemble model:

16. for each ENj(Xm) from 1 to j:
17. MSEN(Xm) =

∑E
e=1 ω

EN(ϕ)
j ENj,e(Xm),

where ENj,e(Xm) ∈ each generated ensemble
model;

18. end for;
19. Output: Generate a new multistage ensemble model

MSEN(Xm);

1. Accuracy: It is computed by equation (5).

Accuracy =
TP+ TN

TP+ TN+ FP+ FN
(5)
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FIGURE 5. PR-REC and ROC curves of the proposed MSEN model for the COPD dataset after utilizing a 10-fold CV technique.

2. Precision (PR): It is estimated by equation (6).

PR =
TP

TP+ FP
(6)

3. Recall (REC): It is determined by equation (7).

REC =
TP

TP+ FN
(7)

4. F1-measure: It is achieved from precision and recall
metrics. The following equation exhibits it:

F1-measure = 2×
PR× REC
PR+ REC

(8)

5. AUC: The area under the Receiver Operating Char-
acteristic (ROC) curve is employed to estimate the
AUC metric [24].

In this study, the stratified 10-fold cross-validation [15]
(CV) technique is implemented to guarantee that dependent
class frequencies are almost maintained in each training and
validation fold [18]. In this technique, the test and train
datasets are formed by randomly choosing the Exasens data
individually for each class during keeping the proportions
among classes [18]. In this regard, the CV is conducted on
the whole available dataset.

IV. EXPERIMENTAL RESULTS AND DISCUSS
The resulting performance accomplished by the suggested
ensemble model conducted on the Exasens dataset using a
10-fold CV technique is shown in Table 5. In this regard,
the proposed MSENmodel obtains the mean precision value:
0.9800, recall value: 0.9600, F1-measure value: 0.9667, AUC
value: 0.9912, and accuracy value: 0.9820, respectively,
exhibited in Table 6 for the detection of COPD, after uti-
lizing a 10-fold CV technique. In this study, the ROC and

TABLE 5. The performance achieved by the suggested MSEN model using
a 10-fold CV strategy.

TABLE 6. The performance achieved by the proposed MSEN model after
using different performance evaluation metrics.

precision-recall curves of the suggested model are exhib-
ited in Figure 5. Such curves are used to demonstrate
the proposed ensemble model’s performance much better
and also give reality and provide a perfect view regarding
the proposed model’s performance after using the 10-fold
CV technique.

However, the proposedmodel achieves such above-declared
results after selecting six features from the given input feature
set of the Exasens dataset after utilizing the LightGBM-RFE
wrapper-based feature selection algorithm [22]. In this study,
the LightGBM algorithm emphasizes each feature and sorts
in descending order based on their feature importance score.
In this regard, the importance of each feature is exhibited
in Figure 3. In the next step, the RFE approach is employed to
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TABLE 7. Genetically optimized value of each hyperparameter for each classifier.

TABLE 8. The performance comparison of the suggested MSEN model with various ML models.

FIGURE 6. Performance comparison of the suggested MSEN model with various ML models.

choose themost significant features and eliminate unessential
features from the input feature set.

Table 7 exhibits the optimized hyperparameters and the
optimized values of each classification model. Table 7 com-
prises all the descriptions about optimized hyperparameters
of all utilized classifiers involve in the suggested ensemble
model.

A. PERFORMANCE COMPARISON WITH MACHINE
LEARNING ALGORITHM
In this section, the performance comparison of the suggested
ensemblemodel with variousmachine learning (ML)models:

XGB, ET, RF, GB, LR, NuSVC, and KNN after utilizing
the 10-fold CV approach are demonstrated in Table 8 and
Figures 6 and 7. In this regard, the suggested model achieves
the highest performance in terms of the precision value:
0.9800, recall value: 0.9600, F1-measure value: 0.9667, AUC
value: 0.9912, and accuracy value: 0.9820, respectively, for
detecting COPD. In this study, LR and NuSVC models
obtain the second-best recall value: 0.8982, while the XGB
model obtains the second-best accuracy value: 0.9330 and
F1-measure value: 0.8952 after utilizing the Exasens dataset.
In comparison, the RF model gains the second-best precision
value of 0.9356; on the other hand, the NuSVC model also
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FIGURE 7. Performance comparison of the suggested MSEN model with
various ML models.

obtains the second-best AUC value: 0.9730 after utilizing the
Exasens dataset.

Hence, this study exhibits that the suggested model
improves the performance than the LR, NuSVC, XGB, and
RF models in terms of the precision values: 10.28%, 9.17%,
4.58%, and 4.44%, recall values: 6.18%, 6.18%, 8.86%,
and 10.11%, F1-measure values: 8.27%, 7.85%, 7.15%, and
7.83%, AUC values: 3.19%, 1.82%, 2.88%, and 4.58%, and
accuracy values: 6.13%, 5.72%, 4.9%, and 5.32%, respec-
tively after utilizing Exasens dataset.

B. PERFORMANCE COMPARISON WITH GENETICALLY
OPTIMIZED MACHINE LEARNING ALGORITHM
In this section, the performance comparison of the suggested
ensemblemodel with various genetically optimizedMLmod-
els: genetically optimized LR (GOLR), genetically optimized
SVC (GOSVC), genetically optimizedNuSVC (GONuSVC),
genetically optimized KNN (GOKNN), genetically opti-
mized XGB (GOXGB), genetically optimized ET (GOET),
genetically optimized RF (GORF), and genetically optimized
GB (GOGB), after utilizing the 10-fold CV approach, are
demonstrated in Table 9 and Figures 8 and 9. In this regard,
the suggested model achieves the highest performance in
terms of the precision value: 0.9800, recall value: 0.9600,
F1-measure value: 0.9667, AUC value: 0.9912, and accuracy
value: 0.9820, respectively, for detecting COPD. In this study,
GOSVC model obtains second-best accuracy value: 0.9542,
recall value: 0.9250, and F1-measure value: 0.9313 after
utilizing Exasens dataset. On the other hand, the GOXGB
model obtains the second-best precision value: 0.9564 and
AUC value: 0.9740 after utilizing the Exasens dataset. Hence,
this study exhibits that the suggested model improves the
performance compared to the GOSVC and GOXGB models
in terms of the precision values: 3.61% and 2.36%, recall val-
ues: 3.5% and 7.61%, F1-measure values: 3.54% and 5.38%,

TABLE 9. The Performance comparison of the suggested MSEN model
with various genetically optimized ML models.

AUC values: 1.99% and 1.72%, and accuracy values: 2.78%
and 3.65%, respectively after utilizing Exasens dataset.

C. PERFORMANCE COMPARISON WITH GENETIC
ALGORITHM BASED WRAPPER ENABLED FEATURE
SELECTION APPROACH WITH MACHINE
LEARNING ALGORITHM
In this section, the performance comparison of the suggested
ensemble model with GA-enabled wrapper-based feature
selection approach with various ML classifiers after utiliz-
ing the 10-fold CV approach is exhibited in Table 10 and
Figure 10. In this regard, there are several ML classifiers
utilized, such as GA with LR (GA-LR), GA with SVC
(GA-SVC), GA with NuSVC (GA-NuSVC), GA with
KNN (GA-KNN), GA with XGB (GA-XGB), GA with
ET (GA-ET), GA with RF (GA-RF), and GA with GB
(GA-GB), to compare the performance with the suggested
MSEN model. The main reason is to select GA due to its
flexibility while working as a wrapper approach. The sug-
gested model achieves the highest performance in terms of
the precision value: 0.9800, recall value: 0.9600, F1-measure
value: 0.9667, AUC value: 0.9912, and accuracy value:
0.9820, respectively, for detecting COPD. In this study,
GA-LR model obtains second-best accuracy value: 0.9413,
F1-measure value: 0.9071, precision value: 0.9439, recall
value: 0.8839, and AUC value: 0.9732 after utilizing Exas-
ens dataset. On the other hand, the GA-XGB model obtains
the lowest accuracy value: 0.9159, F1-measure value:0.8684,
and the GA-KNN model obtains the lowest precision value:
0.9014 and AUC value: 0.9456, and the GA-GB model
obtains the least recall value: 0.8446 after utilizing the Exas-
ens dataset. Hence, this study exhibits that the suggested
model improves the performance compared to the above-
specified GA-enabled feature selection with variousML clas-
sifiers after utilizing the Exasens dataset.

D. PERFORMANCE COMPARISON WITH STATE-OF-ART
BENCHMARK TECHNIQUE
In this study, Table 11 exhibits the performance comparison
of our proposed ensemble model with the available bench-
mark techniques used to develop automated detecting COPD
using the publicly available Exasens dataset. A significant
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FIGURE 8. Performance comparison of the suggested MSEN model with
various genetically optimized ML models.

TABLE 10. The Performance comparison of the suggested MSEN model
with genetic algorithm-based feature selection with various ML models.

observation is that our proposed model achieved higher accu-
racy than the previously reported literature using the Exasens
dataset.

Regarding the performance comparison, Table 11 exhibits
that the suggested ensemble approach achieved the most
desirable outcomes than the previous benchmark techniques.
Our proposed multistage ensemble model has yielded the
most reliable and desirable performance for the detection
of COPD. The proposed MSEN model is the first work

FIGURE 9. Performance comparison of the suggested MSEN model with
various genetically optimized ML models.

FIGURE 10. Performance comparison between the suggested model and
GA based feature selection with various ML models.

TABLE 11. The performance comparison of the suggested ensemble
model with the state-of-art benchmark techniques for detecting COPD
using Exasens.

suggested to detect COPD. In [9], the authors obtained
good performance with two different data preparation types
(80 samples with dielectric properties and demographic
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information and 239 samples with demographic informa-
tion). However, the suggested ensemble model achieved the
most desirable performance, with 239 samples containing
dielectric properties and demographic information. In [14],
the authors obtained lower performance compared to our
proposed model. Hence, it may not be a desirable solution
for real-world applications.

According to our knowledge, this is the first research to uti-
lize the weighted voting-based multistage ensemble learning
model, which combines two ensemble learning models using
the weighted voting technique with genetic algorithm and
grid search optimization based hyperparameter optimization
techniques for intelligent detection of COPD.

The advantages of the suggested ensemble model are elab-
orated below:

1) This proposed model achieved the most reliable and
desirable accuracy.

2) Employed different types of classification models to
gain reliable outcomes.

3) The MSEN model utilized the genetic algorithm to
optimize each classifier’s hyperparameters to enhance
the proposed model’s performance.

4) The proposed model used LightGBM-RFE as a
wrapper-based feature selection algorithm to select the
most significant feature subset from the input feature
set to obtain a better result.

5) The MSEN model utilized the K-nearest neighbors
model to fill the missing values to achieve a better
quality of data.

6) Employed Isolation Forest to remove the outliers from
the input dataset to achieve a higher quality of data.

However, this proposed model also has limited disadvantages
that are discussed below:

1) Requires a long time to train the model.
2) The proposed ensemble approach is complex.
3) We require more datasets for generating a more durable

and precise approach. In this regard, we intend to vali-
date our model with more datasets.

The proposed multistage ensemble model (MSEN) is exhib-
ited in Figures 1 and 4, which comprises eight classification
models in two pools (four classifiers in each pool) in which
four classifiers of each pool utilized to generate two ensemble
learning models with the help of the weighted voting tech-
nique. The proposed model combines those newly generated
ensemble models to build a new ensemble model after utiliz-
ing a weighted voting strategy. However, the GA optimizes
each classifier’s hyperparameters exhibited in Tables 4 and 7
to enhance the suggested MSEN model’s performance. The
grid search strategy optimizes each classifier’s weights and
the newly generated ensemble model to generate a better
prediction. However, the LightGBM algorithm exhibited the
importance of each feature and sorted them in descending
order, exhibited in Figure 3. Next, the RFE algorithm selects
the most critical features and removes the irrelevant features
from the given input feature set; hence, improve the perfor-
mance of the suggested ensemble learning approach.

We can see the performance achieved by the proposed
MSEN model using a 10-fold CV strategy in Figure 5.
In Figures 6 and 7, we can see the proposed model’s
performance comparison with various ML models. In this
regard, the proposed model achieved the best performances.

On the other hand, a performance comparison of the sug-
gested model with various genetically optimized ML models
exhibited in Figures 8 and 9. The suggested ensemble model
achieved the best performance compared to all used genet-
ically optimized models. In respect to performance com-
parison, the performance comparison between the suggested
model and GA-based feature selection with various MLmod-
els exhibited in Figure 10. In this regard, the suggested model
achieved the best reliable performance than the GA-based
feature selection with the above-said various ML models.
While Table 11 exhibits the performances determined by the
suggested model and the previous benchmark techniques.
The best performance is achieved by our proposed MSEN
model achieved after comparing it with available benchmark
strategies. Hence, it is validated that the proposed multistage
ensemble model obtained the most reliable and the best clas-
sification performance.

V. CONCLUSION AND FUTURE WORK
This study introduces a novel multistage ensemble model
based on theweighted voting technique for the early detection
of COPD and helps clinicians to provide proper and timely
medication and, therefore, to save lots of human lives. In this
study, there are eight classifiers in two pools employed in
which four classifiers of each pool are utilized to generate two
ensemble learning models. These two generated ensemble
models are further combined with the weighted voting tech-
nique’s help to generate this proposed model. However, each
classifier’s hyperparameters and weight are optimized by the
genetic algorithm and grid search optimization technique.
Moreover, the grid search strategy also optimizes the weight
of each generated ensemble model. The LightGBM-RFE
algorithm selects the most significant features from the input
feature set. The performed investigations strongly validate
the effectiveness of the suggested multistage ensemble model
using the Exasens dataset. The primary conclusions of this
study are summarized below:

1) The suggested model is perfectly tailored to detect
COPD and obtaining the most desirable performances
in terms of precision value: 0.9800, recall value:
0.9600, F1-measure value: 0.9667, AUC value: 0.9912,
accuracy value: 0.9820, respectively.

2) The suggested model outperforms the different
machine learning algorithms and various genetically
optimized ML models and achieves the most desirable
performances.

3) The suggested model outperforms two recent state-of-
art benchmark techniques and verifies as the best model
for detecting COPD.

However, this proposed MSEN approach can still be
improved by appending more new classification mod-
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els (boosting) or remodeling the existing model. Perhaps
combining various neural networks may also enhance the
performance for classification. In this regard, the proposed
model’s future work is to add any of the above-said methods
and enhance the diagnostic performance in detecting COPD
and improve our proposed model’s performance.
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