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ABSTRACT Recently, a huge amount of online consumer reviews (OCRs) is being generated through social
media, web contents, and microblogs. This scale of big data cannot be handled by traditional methods.
Sentiment analysis (SA) or opinion mining is emerging as a powerful and efficient tool in big data analytics
and improving decision making. This research paper introduces a novel method that integrates neutrosophic
set (NS) theory into the SA technique and multi-attribute decision making (MADM) to rank the different
products based on numerous online reviews. The method consists of two parts: Determining sentiment
scores of the online reviews based on the SA technique and ranking alternative products via NS theory.
In the first part, the online reviews of the alternative products concerning multiple features are crawled
and pre-processed. A neutral lexicon consists of 228 neutral words and phrases is compiled and the Valence
Aware Dictionary and sEntiment Reasoner (VADER) for sentiment reasoning is adapted to handle the neutral
data. The compiled neutral lexicon, as well as the adapted VADER, are utilized to build a novel adaptation
called Neutro-VADER. The Neutro-VADER assigns positive, neutral, and negative sentiment scores to each
review concerning the product feature. In this stage, the novel idea is to point out the positive, neutral, and
negative sentiment scores as the truth, indeterminacy, and falsity memberships degrees of the neutrosophic
number. The overall performance of each alternative concerning each feature based on a neutrosophic
number is measured. In the second part, the ranking of alternatives is being evaluated through the simplified
neutrosophic number weighted averaging (SNNWA) operator and cosine similarity measure methods. A case
study with real datasets (Twitter datasets) is provided to illustrate the application of the proposed method.
The results show good performance in handling the neutral data on the SA stage as well as the ranking stage.
In the SA stage, findings show that the Neutro-VADER in the proposed method can deal successfully with all
types of uncertainties including indeterminacy comparable with the traditional VADER in the other methods.
In the ranking stage, the results show a great similarity and consistency while using other ranking methods
such as PROMETHEE II, TOPSIS, and TODIM methods.

INDEX TERMS Sentiment analysis, VADER, online reviews, neutrosophic set, ranking product, simplified
neutrosophic number, SNNWA operator, and decision making.

I. INTRODUCTION
The developments of e-commerce technology and platforms
of the era of big data has rapidly emerged. To date, many
social media networks and e-trade websites have provided
platforms for consumers to select their products and post their
online product reviews. The purchasing decision of expected
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customers is influenced to a certain degree by online reviews.
That is, before making the purchasing decisions, potential
customers can read and evaluate these reviews which help
them make an appropriate purchasing decision. However,
online reviews are not available for customers to read and
then to assess what they desire to buy. This is mainly because
of the diversity and the great number of these reviews.
Thus, the importance of way to rank the desired products is
clearly presented to help potential consumers make informed
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decisions. Recently few studies have used SA and MADM
methods together to rank alternative products through online
reviews [1]–[7].

SA adopts natural language processing which mainly
focuses on pointing out the writer’s moods, opinions, atti-
tudes, and feelings from the different texts about different
topics [8]. The sentiment orientation of each online review
is automatically identified in the SA technique. Then the
performance of alternative products and their features are
analyzed.

Decision-making process consists of the evaluation of
alternatives and the choice of the most preferable from them.
MADM refers to rank alternatives or to select the best choice
based on multiple attribute evaluation values of the different
alternatives. MADM firstly proposed by [9] is one of the
most significant research topics in decision theory. Both the
theory and the methods of the MADM have been used in
management, society, economy, military and engineering,
and other fields.

However, most of the previous studies [1]–[7] on the
combination of SA and MADM, do not handle neutral or
indeterminate data. The reviews with neutral sentiment orien-
tations represent the hesitant or uncertain evaluations of con-
sumers concerning products, should not be ignored because
they are also valuable for the potential consumer to make a
reasonable decision. As a variation of fuzzy and intuition-
istic fuzzy numbers, a neutrosophic number is a valuable
data form to represent information with hesitance, neutral-
ity, and uncertainty. Thus, based on the sentiment scores of
reviews with positive, neutral, and negative sentiment orien-
tations, neutrosophic numbers can be constructed to represent
the performance of alternative products concerning product
features.

For the first time, neutrosophy has been integrated with
sentiment analysis [10] as an attempt to find a method that
could solve the uncertainties arising from the discursive anal-
ysis. Then, it has been used in the sentiment analysis of
tweets [11] and speech sentiment analysis [12].

This paper proposes a novel method that combines SA
technique, MADM, and NS theory to rank the alternatives of
products determined by the potential customers according to
a set of product features and recommend the most preferable
alternative. This paper focuses on English online reviews
because English is the most represented language online.

The contribution of this research paper points out the
following. Firstly, this paper proposes a comprehensive
approach, which considers multiple factors of product selec-
tion such as product features, sentiment orientations of online
reviews, product feature weights, and posted time of reviews.
Secondly, VADER has been adapted to handle the neutral
data. Thirdly, a neutral lexicon consists of 228 neutral words
and phrases is compiled and then integrated into the adapted
VADER to develop a Neutro-VADER. Fourthly, neutrosophic
logic is utilized in SA and MADM processes simultaneously
to rank the alternative products through real online reviews.
Lastly, a comprehensive comparative study of the proposed

method and other decision-making methods is conducted to
validate the results in the decision process.

II. RELATED WORKS
There are three research areas related to this paper, namely
SA, ranking products based on online reviews and, NS theory
are discussed in this section.

A. SENTIMENT ANALYSIS
The processes of extracting, analyzing, and identifying opin-
ions or emotions within a text are known as SA or opinion
mining [13]. Whether the text is a document, a paragraph,
a sentence, or an entire paragraph [14]. SA terminology
and opinion mining first appeared in 2003 [15]. Given the
importance of SA, has enjoyed a huge of research activity.
Studies on SA have not been limited to the English language,
but included many languages such as Arabic [16], [17],
Chinese [18], [19], Indian [20], [21], and studies on other lan-
guages have been conducted in this direction. The following
discussion is about three different aspects of SA.

1- Classification of text polarity: SA is a method for
analyzing text to express polarity. Whether this classifica-
tion is binary classification (positive or negative) [22], [23],
or multi-class classification [24], [25].

[26], [27], are among the earliest studies in this domain.
Pang et al. [26] found the effectiveness of applying sup-
port vector machine and naïve Bayes on movie reviews for
the sentiment classification task. By two-class classification,
Vargas-Calderón et al [28] measured the extent of the posi-
tive impact by including the Real Academia Espanola de la
Lengua (RAE’s) dictionary definitions in Word2Vec’s neural
network (NN) training sentences. A crawler was built to
obtain such definitions. Khan et al. [29] proposed a multi-
lingual framework applied on seven benchmark datasets for
polarity classification with two different aspects of contri-
butions. Tellez et al. [30] presented a simple method called
enhanced SA and polarity classification (ESAP), to be a
multilingual framework easy to implement and use in Twit-
ter. Pang and Lee [31] dealt with the rating-inference issue,
by expanding the prediction from two-class classification
(positive or negative) into a star rating scale (3 or a 4 star).
Kim and Hovy [32] applied various classifiers to identify
the sentiment of text and holder of the text concerning a
given topic. Lei et al. [33], proposed a sentiment-based rating
prediction method (RPS) to improve prediction accuracy in
recommender systems. Where the researchers proposed a
social user sentimental measurement method for calculat-
ing user’s sentiment towards different products and various
items. The results shown the sentiment can characterize user
preferences.

2-Levels of the text in sentiment analysis: The SA can be
performed at three different levels of the text: Document-
level [26], [34], [35], sentence-level [36]–[38], and aspect-
level [39]–[41].

In document level. Bollegala et al. [40] proposed a method
to perform cross-domain SA using a sentiment-sensitive
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thesaurus (SST). Blitzer et al. [41] extended the struc-
tural correspondence learning (SCL). Where the pivots had
selected using the mutual information between a feature
(bigrams or unigrams) and the domain label. Li et al. [44]
proposed the SCL method for cross-lingual sentiment clas-
sification. This method used large amounts of monolingual
data as well as a small dictionary to learn meaningful one-
to-many mappings for pivot words. On the level of the sen-
tence, González-Ibánez et al. [45] attempted to find a solution
for the problem of automatic sarcasm detection in Twitter
messages. The researchers studied the effect of both prag-
matic and linguistic features of tweets in order to achieve the
automatic separation of sarcastic messages into positive and
negative ones. To sarcasm identification, Tsur et al. [46] pro-
posed a semi-supervised algorithm entitled SASI. This algo-
rithm recognizes sarcastic sentences through product reviews.
Appel et al. [37] presented a hybrid approach at the sentence
level to estimate the semantic orientation polarity and its
intensity for sentences. This is achieved by using a sentiment
lexicon enhanced with the assistance of SentiWordNet, natu-
ral language processing essential techniques, as well as fuzzy
sets. Fu et al. [47] presented a model using rhetorical struc-
ture theory for text parsing. This approach able to make the
representations concerning the relations between segments of
text, which can lead to improved semantic representations of
the text.

In the aspect level, Moghaddam and Ester [48] presented
an unsupervised method for aspect extraction from unstruc-
tured reviews using known aspects. This is useful in cases
where the customer satisfaction of services and products is
well understood [49]. Farhadloo and Rolland [50] proposed
a method to identify the aspects using cluster analysis. The
authors performed a sentiment classification of text fragments
into positive, neutral, and negative sentiments using score
representation. Where aspect identification was based on a
bag of nouns (BON).

3- Classification methods: The existing classification
methods which are proposed in the literature are categorized
into two groups: The machine learning approach, and the
Lexicon-based approach [51], [52].

In the machine learning approach, Abdul aziz and
Starkey [53] presented amethod known as contextual analysis
that can perform sentiment analysis without using any lin-
guistics resources. Bastıet al. [54] demonstrated that contem-
porary machine learning techniques are viable data analysis
tools for the critical assessment of initial public offerings
valuation. The decision tree in [55] is one of the most popular
inductive learning algorithms which is used in the supervised
sentiment classification approach. In the same line, the sup-
port vector machine (SVM) as a machine learning technique
that is based on statistical learning theory [56] is one of the
most famous supervised classification methods according to
the research report [57], [58]. This machine learning tech-
nique has high precision in text classification, which makes
this technique famous in sentiment classification [59]. On the
other hand, SVM is not probably suitable for large datasets

classification [60]. EL abdouli et al. [61] presented a way to
the SA on Twitter data written in multilingual. The tweets
were classified into positive and negative classes using the
symbols of emotion. The classification applied in this way is
based on naïve Bayes classifier.

In the lexicon-based approach, one of the categories of
lexicons approach is based on dictionary-based [62]–[65].
A set of hand-picked sentiment selected (features) are created
and then expanded using a thesaurus or tools like Word-
Net [66]. Liu’s lexicon [67] is a fully established exam-
ple of this approach. Qiu et al. [68] proposed a method
to assign polarities to newly discovered sentiment words in
a domain. They [69] also presented a technique based on
bootstrapping propagation and a few aspects like using of
word seeds. A scoring algorithm was used to determine the
polarity of tweets. Pandarachalil et al. [70] used the lexicon
method to analyze Twitter sentiments. The polarity of tweets
is estimated through three sentiment lexicons (SenticNet,
SentislangNet, and SentiWordNet). Saif et al. [71] presented
a lexicon-based approach to analyze the opinions on Twit-
ter called SentiCircle. A proposed approach can detect the
sentiment for both entity-level and tweet-level.

B. RANKING PRODUCTS BASED ON ONLINE REVIEWS
For the comparison of online products review, a prototype
system depending on the web has been done by [72]. Natu-
ral language processing has been employed to read reviews
automatically. For determining the polarity of reviews,
Rajeev and Rekha [73] applied naïve Bayes classification.
Also, they focused on both extracting the reviews of product
features and assigning the polarity of those features. They
applied their experiments on E-Commerce site: Flipkart,
on mobile phone reviews to prove that the system helps the
customers to choose the appropriate product.

To deal with the problem of online product ranking,
Najmi et al. [4] proposed an approach to solving the problem
of online product ranking by combining the SA of reviews,
product aspect analyzer, review usefulness analysis, and
product brand ranks. The authors applied their experiments
on two main categories, TVs and Cameras using English
online reviews (contains 197 products and 56,368 reviews
from Amazon). Experiments show progress in enhancing the
ranking process for new product releases when using the
brand rank in the field of information retrieval for ranking
online products.

Wang et al. [73] presented an econometric model that inte-
grates between the SA and econometric models. This model
helps in ranking product aspects through online reviews. They
have taken into consideration inspecting the effect of opinion
changes on sales volume to detect the aspect ranking. They
gave a case study using online reviews in English. They
collected their experimental corpora from Amazon to follow
386 digital cameras. Results showed that the aspect weight for
digital cameras outperformed HAC (High Adjective Count)
and TF-ID algorithms.
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Guo et al. [7] proposed a ranking method that com-
bines objective and subjective sentiment values. This method
has been applied based on different aspects of alternative
products through online reviews. This paper calculated the
objective sentiment value of the product by determining
the weights of aspects with the Latent Dirichlet Alloca-
tion (LDA) topic model. This study forms a directed graph
model to fuse heterogeneous online reviews. The authors con-
ducted a case study using Chinese online reviews. Besides,
the authors proved that experimental results have a strong cor-
relation with actual sales ranking by applying the Spearman
coefficient.

In the same year, Kumar J and Abirami [74] proposed a
framework to solve the problem of ranking alternative prod-
ucts (through reviews) based on aspects of products. They
used the OpinRank review dataset in English, which contains
42,230 reviews to identify the aspects and opinion words,
by applying a Harel-Koren fast multiscale layout. The prod-
ucts had been ranked based on positive and negative ranks
through applying a Spearman’s rank correlation coefficient
based opinion ranking method. For the task of aspect-based
sentiment classification, they performed the supervised learn-
ingmethods to the sentiment classification using naïve Bayes,
maximum entropy, and support vector machine.

To solve the problem of ranking alternative products
through online reviews, Wu and Zhang [5] presented a
method that combined SA techniques, intuitionistic fuzzy set
theory, and MADM. This research has taken into account
the attention degree to point out the weight of every feature.
In this paper, the weight vector has been calculated by com-
bining the frequency and attention degree of every feature.
To obtain the dataset, the authors used the web crawler that
has been written in Python to crawl reviews of related prod-
ucts from online shopping websites. Chinese online reviews
have been used in the case study.

Liu et al. [1] also proposed a method based on SA tech-
nique and intuitionistic fuzzy set theory to rank products
through online reviews. This process mainly contains two
phases: First, identifying sentiment orientations of the online
reviews through the SA technique. Second, ranking the alter-
native products through the intuitionistic fuzzy set theory.
This study presented a way to convert the identified sentiment
orientations into intuitionistic fuzzy numbers. According to
intuitionistic fuzzy numbers and feature weights suggested
by the consumer, an overall intuitionistic fuzzy number of
every suggested alternative product is calculated by using the
intuitionistic fuzzy weighted averaging operator. After that,
the alternative products are ranked by PROMETHEE II.

C. NEUTROSOPHIC SET THEORY
Fuzzy set [75] and intuitionistic fuzzy set theories [76] can
handle only uncertain and incomplete data but not neutral
data that exists usually in real situations. To handle all
types of uncertainty including neutrality, Smarandache [77]
originally gave a concept of a NS from a philosophical
point of view which is a part of neutrosophy. The words

neutrosophy and neutrosophic were introduced by Smaran-
dache in his 1998 book [78]. Etymologically, ‘‘neutrosophic’’
(noun) means knowledge of neutral thought, while ‘‘neu-
trosophic’’ (adjective), means having the nature of, or hav-
ing the characteristic of neutrosophy. NS is characterized
by a truth-membership function, indeterminacy-membership
function, and falsity membership function, denoted by T, I,
F , respectively, where the indeterminacy-membership func-
tion is independent of truth-membership function and falsity-
membership function. The ranges of the functions T, I , and
F are subsets of the real standard or nonstandard interval
]- 0, 1 +[. To constrain them in the real standard interval
[0, 1] for convenient science and engineering applications,
single-valued NS and its operators were introduced by [79]
as the subclasses of the NSs.

Next, Ye [80] introduced a simplified NS which includes
a single-valued NS, and proposed a MCDM method using
the aggregation operators and cosine similarity measure for
simplified NSs. However, Peng et al. [81] verified that in
some cases, the simplified NSs’ operations Ye [80] may
be impractical. Therefore, they re-defined the operations
and the aggregation operators for simplified neutrosophic
numbers and established a multi-criteria group decision-
making method based on the proposed operators. Later on,
simplified NS and its variations have been applied exten-
sively in MADM methods of operational research such as
PROMETHEE [82] ELECTRE [83], TOPSIS-based QUAL-
IFLEX [84], COPRAS [85], EDAS [86], TODIM [87], and
others.

III. BASIC CONCEPTS
This section recapitulates the concepts of SA, neutrosophic,
and simplified NSs. This section also provides an overview
of some relevant concepts.

A. SENTIMENT ANALYSIS
SA is known as the process of computationally identifying
and categorizing opinions expressed in any single piece of
text, especially to point out whether the writer’s opinion
to a specific topic, product, etc. is positive, negative, or
neutral.

SA techniques are classified into two main categories,
namely, SA techniques based on machine learning and
lexicon-based SA techniques. In turn, the SA techniques
based on machine learning can also be divided into three
subclasses, namely, (1) SA techniques based on supervised
machine learning, (2) SA techniques based on unsuper-
vised machine learning, and (3) SA techniques based on
semi-supervised machine learning. Meanwhile, the lexicon-
based SA techniques are divided also into two other sub-
classes, i.e., (1) dictionary-based SA techniques and, and (2)
corpus-based SA techniques. The corpus-based SA tech-
niques are mainly used to solve the problem of searching
and finding opinion words with context-specific orientations.
The basis of the techniques is to find the syntactic patterns
as well as a seed list of various opinion words. The basis
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of dictionary-based SA techniques is to construct the SDs.
In the dictionary-based SA techniques, a small set of senti-
ment words is manually determined at the beginning. After
that, new sentiment words are found out and consequently,
the number of the sentiment words is increased by looking
for both the synonyms and antonyms of the sentiment words
in the already known Corpora. The iterative process is carried
out until no new sentiment words can be further found, and
the SDs are composed in the light of the obtained sentiment
words.

1) TWITTER SENTIMENT ANALYSIS
SA is usually applied to the data that is collected from the
Internet and various social media platforms such as Facebook,
Twitter, Google+, and several blogs.

Twitter is one of the most popular microblog platforms in
which users can publish their thoughts and opinions. Twitter
SA is an application of SA on Twitter data (tweets) which
extracts meaningful information from tweets. Twitter SA also
gives results in terms of percentage sentiment on a particular
scale.

Now a day’s Twitter is considered a good resource for
getting user’s opinions, hence SA of the tweets can be con-
sidered as an effective way of calculating public opinion for
the business market as well as many other topics [88].

2) VADER SENTIMENT ANALYSIS
VADER is a model used for text SA. Vader model had been
introduced in 2014 to deal with social media texts, movie
reviews, and product reviews. VADER model is sensitive to
both polarity (positive/negative) and intensity (strength) of
emotion [89].

VADER has many advantages over other well-known
methods of SA, including acting well on social media type
text with no need for any training data. Furthermore, VADER
is fast enough to be used online with streaming data, and
it is not affected by a speed-performance trade-off. More-
over, VADER can detect sentiment from slangs and emo-
jis that constitute a real important part of the social media
environment.

VADER sentiment analyses are mainly based on certain
points:
• Punctuation: For example, the use of an exclamation
mark (!) raises up the magnitude of the intensity with-
out changing the semantic orientation. The following
tweet can be considered an example: ‘‘The food here is
good!’’, it is noted that it is more intense than the follow-
ing tweet ‘‘The food here is good.’’ and an increase in
the number of (!), leads to an increase in the magnitude
consequently.

• Capitalization: In the case of using upper case letters to
emphasize a sentiment-relevant word in the presence of
other non-capitalized words, this consequently increases
the magnitude of the sentiment intensity. For instance,
‘‘The food here is GREAT!’’ shows more intensity than
‘‘The food here is great!’’

• Degree Modifiers (Intensifiers):Degree modifiers affect
the sentiment intensity in two ways either increasing or
decreasing the intensity. For example, ‘‘The service here
is extremely good’’ is more intense than ‘‘The service
here is good’’, On the other hand, ‘‘The service here is
marginally good’’ does reduce the intensity.

• Conjunctions: Using conjunctions like ‘‘but’’ denotes a
change in sentiment polarity, with the sentiment of the
text following the conjunction being dominant. ‘‘The
food here is great, but the service is horrible’’ has mixed
sentiment, with the latter half directing the general
rating.

B. SCRAPESTORM
ScrapeStorm is a new generation of web scraping software.
ScrapeStorm is developed by the former Google search tech-
nology team and based on artificial intelligence technology.
It is used to extract data and to clean the extracted data during
the extraction process, which is a product tailored for aca-
demic research, data analysis, non-programming products,
sales, and e-commerce, as well as finance.

C. NEUTROSOPHIC SETS
To begin with, the definition of NS, followed by the definition
of simplified NS are recalled.
Definition (1) [77]: Let U be a universe of discourse.

A neutrosophic set N in U is defined as:
N = {< u;TN (u); IN (u);FN (u) >; u ∈ U}, where TN (u)

is the truth membership function, IN (u) is the indeterminacy
membership function, and FN (u) is the falsity member-
ship function. TN (u), IN (u) and FN (u) are standard or non-
standard subsets of ]−0; 1+[ respectively, that is T ; I ; F :
X →]−0; 1+[ and there is no restriction on the sum of TN (u),
IN (u) andFN (u), therefore−0 ≤ TN (u)+IN (u)+FN (u) ≤ 3+.

However, applying NSs to practical problems is diffi-
cult. Therefore, Ye [80] reduced NSs of nonstandard inter-
vals into a kind of simplified NSs of standard intervals as
follows.
Definition (2) [80]:LetU be a space of points (object) with

a generic element u in U . A simplified NS S in U is defined
as:
S = {< u;TS (u); IS (u);FS (u) >; u ∈ U}, where TS (u)

is the truth membership function, IS (u) is the indeterminacy
membership function, and FS (u) is the falsity membership
function. TS (u), IS (u) and FS (u) are singleton subintervals/
subsets in the real standard interval [0, 1], that is TS ; IS ; FS :
U → [0, 1] and 0 ≤ TS (u)+ IS (u)+ FS (u) ≤ 3.
This paper uses the simplified NS whose membership

values are singletons in the real standard interval [0, 1]. Thus,
each simplified NS can be described by three real numbers in
the real unit interval [0, 1].

IV. RESEARCH METHODS AND MATERIAL
This section presents the problem of ranking products
through online reviews and the method for ranking products
through online reviews as follows.
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A. THE PROBLEM OF RANKING ALTERNATIVE PRODUCTS
THROUGH ONLINE REVIEWS
We first formulate the problem of ranking products through
online reviews, and then briefly describe a resolution process
for it.

1) DESCRIPTION OF THE PROBLEM OF RANKING
PRODUCTS THROUGH ONLINE REVIEWS
Consider a consumerwhowants to purchase a product such as
a phone. First of all, the consumer identifies several suitable
suggested alternative phones. Although the consumer can
identify alternative phones, the consumer is hesitant to choose
the most suitable phone due to insufficient experience and
knowledge. To determine the most suitable phone for the
consumer among alternative phones, the consumer selects
several candidate phone features. Besides, determining fea-
ture weights according to personal preferences.

To support the consumer purchase decision, the online
reviews of the alternative products concerning the multiple
phone features are collected from a website rich in related
reviews. The issue addressed in this paper is how to rank
the alternative products based on the online reviews and the
feature weights determined by the consumer. The problem
of ranking alternative products through online reviews men-
tioned above is clearly shown in Fig. 1.

FIGURE 1. The problem of ranking alternative products through online
reviews.

The following notations will be used to denote the sets and
variables throughout the paper.
w = (w1,w2, . . . ,wm) : denotes the vector of weights

of m features, provided by the consumer, where wj denotes

the weight of feature fj such that wj ≥ 0 and
n∑
i=1

wj = 1,

j = 1, 2, . . . ,m.
A = {A1,A2, . . .An} : denotes the set of n alterna-

tive products, where Ai denotes the i th alternative product,
i = 1, 2, . . . , n. Usually, the set A can be determined by the
consumer.

F = {F1,F2 . . .Fm} : denotes the set of product features,
Dik =

{
D1
ik ,D

2
ik , . . . ,D

m
ik

}
: denotes the sentence con-

cerning feature fj in the review Dik , i = 1, . . . , n, j =
1, . . . ,m , k = 1, . . . , qi.
S jik
(
ajik , b

j
ik , c

j
ik

)
: denotes the indicator vector which

represents the sentiment score of sentence or review Djik ,
where ajik , b

j
ik , c

j
ik are indicator variables for positive, neutral,

and negative sentiment score, respectively.
uposij , uneuij and unegij : denote the weighted aggregation values

of ajik , b
j
ik and cjik are used to all reviews on alternative

product Ai concerning feature fj respectively.

2) THE RESOLUTION PROCESS FOR THE PROBLEM OF
RANKING PRODUCTS THROUGH ONLINE REVIEWS
The resolution process for the problem of ranking products
through online reviews is clearly shown in Fig. 2. It can be
seen from Fig. 2 that the resolution process encompasses
three stages, i.e., 1) crawling and preprocessing the online
reviews, 2) computing sentiment scores of the online reviews
based on the SA technique, and 3) ranking alternative prod-
ucts via NS theory.

FIGURE 2. The resolution process for the problem of ranking products
through online reviews.

In the first stage, the online reviews of the alternative prod-
ucts concerning multiple features concerned by the consumer
are crawled and pre-processed.
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The second stage aims to point out the positive, neutral,
and negative sentiment scores as the truth, indeterminacy,
and falsity memberships degrees of the neutrosophic number.
Meanwhile, a neutral lexicon consists of 228 neutral words
and phrases is compiled and the VADER for sentiment rea-
soning is adapted to handle the neutral data. The compiled
neutral lexicon is used to establish a neutral dictionary in
the light of the obtained online reviews. Further, the positive
and negative dictionaries are established in the light of the
obtained online reviews and Vader_lexicon. The positive,
negative, and neutral SDs are established for each feature
of the alternative products. These dictionaries as well as the
adaptedVADER are utilized to build a novel adaptation called
Neutro-VADER which assigns positive, neutral, and nega-
tive sentiment scores to each review concerning the product
feature.

The last stage aims to rank alternative products via NS the-
ory. In this stage, the overall performance of each alternative
concerning each feature based on a neutrosophic number is
measured. The ranking of alternatives is also being evalu-
ated through the simplified neutrosophic number weighted
averaging (SNNWA) operator and cosine similarity measure
methods.

B. THE METHOD FOR RANKING PRODUCTS THROUGH
ONLINE REVIEWS
The detailed explanation of the resolution process shown
in Figure 2, is presented in this section. We begin by first
presenting the crawling and pre-processing stage. Then we
move to the stage of computing sentiment scores. Finally,
the ranking process is explained in more detail.

1) CRAWLING AND PRE-PROCESSING THE ONLINE REVIEWS
In this stage, the online reviews for multiple features of the
alternative products are collected using the crawler software.
Then, the obtained data are pre-processed. The details of this
stage will be described as follows:
Crawling the Online Reviews: This stage includes collect-

ing online textual reviews to do analysis, whether they are
obtained from a specific online site for purchase through the
internet or from social networking sites. Recently, the crawler
software is used to obtain online reviews, which crawls
reviews of related products from online shopping websites.
In this paper, the crawler software ScrapeStorm is used to
obtain Twitter online reviews about the mobile phone.

To choose a certain product from a various set of sug-
gested alternative products, the features of these products are
considered in the light of the consumer’s personal choices.
Moreover, the assignment of the consumer sets the weights
of these features directly.

After crawling the data, there is a need to pre-processing
the collected reviews.
Pre-Processing the Collected Reviews: Python has been

used in this paper for the pre-processing stage. To begin
with, Natural Language Toolkit (NLTK) has been imported,
which is used in most of the processes of the pre-processing

stage. The toolkit is one of the most powerful NLP libraries.
NLTK consists of the most common algorithms, whichmakes
machines understand human language and reply to that with
an appropriate response. Therefore, NLTK is a powerful
Python package that helps the computer to analyze, pre-
process, and to understand the written text. In this paper,
the pre-processing stage includes three main steps.

a: EXCLUDING REVIEWS BEFORE THE PRODUCT’S RELEASE
DATE
The reviews before the official release date of the product
have been excluded. This is because the opinions or the
evaluations will not be based on the actual use or the real
experience of the product by consumers.

Fig. 3 shows an example of the reviews on iPhone 8 before
the release date of the product on Sep 22, 2017. These reviews
have been crawled from Twitter on Nov 10, 2016.

FIGURE 3. An example of the review before the product’s release date
crawled from Twitter.

b: REMOVING DUPLICATE REVIEWS
In this step, the repeated reviews were removed. Fig. 4 shows
an example of the repeated reviews being posted by the same
reviewer, on the Samsung Galaxy Note 8 concerning sound
feature.

FIGURE 4. An example of repeated review obtained from Twitter.

c: WORD SEGMENTATION AND PART-OF-SPEECH (POS)
TAGGING
This method aims to tokenize the sentences into individual
words and categorize these words as nouns, verbs, adjectives,
etc.

d: FILTERING
This step encompasses the following
• Removing URL link, since URL link does not have
significant information regarding the sentiment of the
tweet [64].

• Removing numbers as they are not used whenmeasuring
sentiment.

• Removing Hashtags.
• Removing mention in Twitter.
• Removing stop words. Special stop words were added
for this research. Stop word removal eliminates the com-
mon and frequent words, which do not have a significant
influence in the sentence such as ‘‘a’’, ‘‘an’’, ‘‘the’’,
‘‘to’’, ‘‘of’’, ‘‘is’’, ‘‘are’’ and ‘‘for’’. Removing stop
words saves time and improves the effectiveness and
efficiency of SA.
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After collecting data and pre-processing the collected review,
then the sentiment scores will be computed.

2) COMPUTING SENTIMENT SCORES OF THE ONLINE
REVIEWS
In this stage, the positive, neutral, and negative sentiment
scores are calculated as the truth, indeterminacy, and fal-
sity memberships degrees of the neutrosophic number. Two
sections will be included in the stage, where the section of
establishing the dictionaries will be presented in item (a) and
the section of computing sentiment scores will be given in
item (b).

a: ESTABLISHING THE DICTIONARIES
Establishing a neutral SD as well as positive and negative
SDs are required to identify positive, neutral, and negative
sentiment orientations for each review. This section is divided
into two parts. The first part discussed establishing the neutral
SD, where the second part on the positive and negative SDs.
Establishing Neutral Sentiment Dictionary: Conventional

SA does not deal with a neutral or an indeterminate opinion
since conventional SA merely gives an overall opinion as
positive or negative.

VADER - as a popular SA tool - is sensitive to both polarity
(positive/negative) and intensity (strength) of emotion but not
to neutrality. Motivated by this, this paper is dedicated to
handling the neutrality of data through SA. For this, VADER
has to be adapted to handle the neutrality and due to its
lexicon-based approach with a design focus on social media
texts, this heightens the need for creating a neutral lexicon.
Consequently, in this paper, a newly neutral lexicon has been
compiled. This new lexicon consists of 228 neutral words and
phrases, which is mainly compiled by collecting data from
many resources. These resources are divided as follows.

• Encyclopedia (e.g. Encyclopedia Britannica,
Encyclopedia Americana).

• Websites (e.g. Learnenglish.britishcouncil.org,
Dictionary.com, and Thesaurus.com).

• Dictionaries (e.g. Oxford Dictionary, Cambridge
Dictionary).

• Online reviews.

In this paper, five neutral dictionaries were compiled.
A single dictionary for each of the different five features
of the alternative products. The researcher established these
dictionaries by making use of the common lexicon among the
obtained online reviews and the new neutral lexicon.
Establishing Positive and Negative Sentiment Dictionar-

ies: Both Positive and negative SDs differ in their features.
Consequently, a word can belong to both the positive SD of
a feature as well as the negative SD of another feature. For
instance, the word ‘‘slow’’ belongs to both the positive SD
of a feature ‘‘draining in battery’’ and the negative SD of
a feature ‘‘response in screen’’. This leads to the necessity
of establishing positive and negative dictionaries for every
feature of the alternative products.

In this paper, five positive and negative SDs were com-
piled. A single dictionary for each of the different five fea-
tures of the alternative products. The researchers established
these dictionaries by making use of the common words
among the obtained online reviews and the Vader_lexicon.

It is to be noted that there are some situations where identi-
fying the sentimental orientations of some sentimental words
using the Vader_lexicon SD is impossible. In this case, the
SenticNet-5.0 SD has been used to determine the sentiment
orientation and to score the sentiment words.

As mentioned above, Vader_lexicon has been adopted
by establishing positive and negative dictionaries as
Vader_lexicon contains many valuable advantages. To begin
with, the VADER sentiment lexicon is especially attuned to
social media contexts. Since the VADER sentiment lexicon is
sensitive to both the polarity and the intensity of sentiments
expressed in these microblogs. Also, an inspired list had been
constructed by examining existingwell-established sentiment
word-banks (LIWC,ANEW, andGI).Where, numerous com-
mon lexical features had been incorporated into sentiment
expression in microblogs, including:

A full list of Western-style emoticons, for example,:-)
denotes a smiley face and generally indicates positive sen-
timent.

Sentiment-related acronyms and initials (e.g., LOL and
WTF are both examples of sentiment-laden initials).

Commonly used slang with sentiment value (e.g., nah, meh
and giggly).

b: COMPUTING THE SENTIMENT SCORES
This section aims to demonstrate the process of calculating
the positive, negative as well as neutral sentiment scores of
each review concerning each product feature. The sentiment
score will be expressed by a neutrosophic number. So, this
research uses the simplifiedNSwhosemembership values are
singletons in the real standard interval. Thus, each simplified
NS can be described by three real numbers in the real unit
interval [0, 1].

Neutro-VADER is used to compute the positive, negative
and, neutral sentiment scores of each review. Neutro-VADER
is a new version of VADER which is sensitive to positivity,
negativity, neutrality, and intensity (strength) of emotion.

The construction of Neutro- VADER has been achieved by
integrating the positive, negative and neutral SDs that have
been established in Section 4.3 with an algorithm that has
been modified to compute the positive, negative and neutral
sentiment scores as follows.

Positive sentiment score is calculated by summing the
valence scores of each positive word in the lexicon, adjusted
according to the rules, and then normalized to be between
0 (less extreme positive) and 1 (most extreme positive).
Whereas the negative sentiment score is calculated by sum-
ming the valence scores of each negative word in the lexicon,
adjusted according to the rules to be processed to achieve
the absolute value. Then the absolute value is normalized to
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be between 0 (less extreme negative) and 1 (most extreme
negative).

The compound score is computed by summing the valence
scores of each word in the lexicon, adjusted according to the
rules, and then normalized to be between −1 (most extreme
negative), and +1 (most extreme positive).

To compute a neutral score, there are two cases:
1. In case there are neutral sentiment words or phrases in

the sentence, then the neutral sentiment score will be 1.
2. In case there are no neutral sentiment words or phrases

in the sentence, then we have the following cases.
a) If there are both positive and negative sentiment

words in the sentence, the neutral sentiment score
will be (1 − absolute value of compound score).

b) If there are only positive sentiment words in the
sentence or only negative sentiment words in the
sentence, then the neutral sentiment score will
be 0.

c) If there are neither positive nor negative sentiment
words in the sentence, then the neutral sentiment
score will be 0.

The last stage of the proposed method is ranking the products
via neutrosophic set theory.

3) RANKING THE PRODUCTS IN THE LIGHT OF THE
SIMPLIFIED NEUTROSOPHIC SET THEORY
The following is an approach used to rank the alterna-
tive products in the light of the simplified NS theory. The
approach comprises three steps:

a: DETERMINING THE SIMPLIFIED NEUTROSOPHIC
NUMBER OF EVERY ALTERNATIVE PRODUCT TO EACH
PRODUCT FEATURE
The simplified neutrosophic number can be expressed as
three components that represent simultaneously the degrees
of support, hesitation, and opposition of the evaluations about
some specific event. In this study according to the set of alter-
native products A = {A1,A2, . . .An} and the set of product
features F = {F1,F2 . . .Fm} it is supposed that the sentences
of the product features are extracted from the different online
reviews. Therefore, the Kth online review of an alternative
product Ai can be presented by Dik =

{
D1
ik ,D

2
ik , . . . ,D

m
ik

}
.

Where Djik denotes the sentence concerning feature fj in the
review Dik ,

i = 1, . . . , n, j = 1, . . . ,m , k = 1, . . . , qi.

Suppose S jik
(
ajik , b

j
ik , c

j
ik

)
denotes the indicator vector which

represents the sentiment score of sentence or review Djik ,
where ajik , b

j
ik , c

j
ik are indicator variables for positive, neutral,

and negative sentiment score, respectively. According to the
Neutro-VADER which assigns scores between 0 and 1 to
these independent indicator variables, and if ajik is consid-
ered a vote in support, bjik as hesitation and cjik as a vote
in opposition, then ajik , b

j
ik , c

j
ik can be considered as simpli-

fied neutrosophic components, and a simplified neutrosophic

number can be constructed to represent the performance of
an alternative product concerning a product feature. Besides,
in this paper, the greater importance degree of posted time
will be assigned to the newer online reviews as they are more
consistent and valid compared with earlier reviews. Let wjik
denotes the importance degree of the posted time of review
Djik , i = 1, . . . , n, j = 1, . . . ,m and K = 1, 2, . . . qi.

Najmi et al. [4] calculate wjik as

wjik = e
tjik−ti
tc−ti , i = 1, . . . , n, j = 1, . . . ,m and

K = 1, 2, . . . qi. (1)

where t jik denotes the posted time of review Djik . ti denotes
the release time of the product Ai, tc denotes the current time,
i = 1, . . . , n, j = 1, . . . ,m,K = 1, 2, . . . qi.
Let uposij , uneuij and unegij denote the weighted aggregation

values of ajik , b
j
ik and cjik to all reviews on alternative product

Ai concerning feature fj respectively. The values of u
pos
ij , uneuij ,

unegij can be respectively calculated by.

uposij =

qi∑
k=1

wjika
j
ik i = 1, . . . , n, j = 1, . . . , m,

K = 1, 2, . . . , qi, (2)

uneuij =

qi∑
k=1

wjikb
j
ik i = 1, . . . , n, j = 1, . . . , m,

K = 1, 2, . . . , qi, (3)

unegij =
qi∑
k=1

wjikc
j
ik i = 1, . . . , n, j = 1, . . . , m,

K = 1, 2, . . . , qi. (4)

Let V pos
ij , V neu

ij and V neg
ij be the normalized values of uposij ,

uneuij and unegij , respectively. Then V pos
ij , V neu

ij and V neg
ij can be

respectively calculated as:

V pos
ij =

qi∑
k=1

wjika
j
ik −

qi∑
k=1

ajik

(e− 1)
qi∑
k=1

ajik

(5)

V neu
ij =

qi∑
k=1

wjikb
j
ik −

qi∑
k=1

bjik

(e− 1)
qi∑
k=1

bjik

(6)

V neg
ij =

qi∑
k=1

wjikc
j
ik −

qi∑
k=1

cjik

(e− 1)
qi∑
k=1

cjik

(7)

i = 1, . . . , n, j = 1, . . . , m and k = 1, . . . , qi.

These values have been normalized, since they represent
degrees of the influence of the reviewers’ opinions in all
reviews concerning the alternative product Ai, concerning
each feature fj.
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It is clear from equations (5-7), that when wjik = e, for all
i, j, k . i.e. (the posted time of review is the current time), then
V pos
ij , V neu

ij and V neg
ij take their maximum values at 1, while

its minimum takes the value 0 when wjik = 1 for all i, j, k .
i.e. (when the posted time of review Djik is the release time of
the product Ai).
From the previous discussion, the values V pos

ij ,V neu
ij ,V neg

ij
∈ [0, 1] and 0 ≤ V pos

ij + V neu
ij + V neg

ij ≤ 3, which are also
independent.

According to the physical interpretation of simplified
neutrosophic number [80], a neutrosophic number Mij =(
Tij, Iij, Fij

)
is constructed to represent the performance of

the alternative product Ai concerning the feature fj, where
Tij = V pos

ij , Iij = V neu
ij , Fij = V neg

ij , denote respectively
the support, hesitation as well as opposition degree of alter-
native product Ai concerning feature fj.

b: CALCULATING THE OVERALL SIMPLIFIED NEUTROSOPHIC
NUMBER OF EVERY SUGGESTED ALTERNATIVE PRODUCT
According to simplified neutrosophic numbers
Mi1 = (Ti1, Ii1,Fi1) , Mi2 = (Ti2, Ii2,Fi2) , . . . ,Mim =

(Tim, Iim,Fim) and feature weights α1, α2, . . . , αm, given
by the customer, an overall simplified neutrosophic number
of suggested alternative products Ai can be calculated.
Several operators are proposed to aggregate the differ-

ent multiple simplified neutrosophic numbers such as the
simplified neutrosophic number weighted averaging opera-
tor (SNNWA) and simplified neutrosophic number ordered
weighted averaging operator (SNNOWA), etc [80]. Different
aggregation operators are based on different assumptions and
are suitable to be used in several types of problems. For exam-
ple, the SNNWA operator is appropriate to be adopted to the
problems in which the weights are pointed out to the product
feature, while the SNNOWA operator is used in the problems
where the weights are pointed out to the ranking positions of
feature values. This research paper assigns the weights to the
product features. Consequently, the SNNWA operator can be
used to calculate the overall simplified neutrosophic number
of every alternative product. For example,

SNNWAα (A1, . . . . . .An) =

〈1−
∏m

j=1

(
1− Tij

)αj , ∏m

j=1
I
αj
ij ,

∏m

j=1
F
αj
ij 〉 (8)

where ti = 1 −
∏m

j=1
(
1− Tij

)αj , ii = ∏m
j=1 I

αj
ij and fi =∏m

j=1 F
αj
ij present in order the overall support, hesitation, and

opposition degrees of product Ai, respectively.

c: DETERMINING RANKING OF THE ALTERNATIVE
PRODUCTS
After calculating an overall simplified neutrosophic number
of every alternative product, we proceed to rank the alter-
natives using two methods: (1) Cosine similarity measure
method, and (2) Score function method.

1) Cosine Similarity Measure: The ranking order of alter-
natives is performed through the cosine similarity measure

between an alternative Ai and the ideal alternative A∗ and the
best choice can be obtained according to the measure values.
The cosine similarity measure between A∗ and the alterna-

tive Ai : i = 1, . . . , n can be defined as follows.

Si
(
Ai,A∗

)
=

tit∗i + iii
∗
i + fif

∗
i√

t2i + i
2
i + f

2
i

√(
t∗i
)2
+
(
i∗i
)2
+
(
f ∗i
)2 (9)

where Ai = (ti, ii, fi) and A∗ = (t∗, i∗, f ∗). Since the ideal
simplified neutrosophic value is A∗ = (1, 0, 0), then

Si
(
Ai,A∗

)
=

ti√
t2i + i

2
i + f

2
i

. (10)

and the bigger the measured value is the better the alter-
native Ai is because the alternative Ai is close to the ideal
alternative A∗. We can also determine the better alternative
using the score function method as follows.

2) Score FunctionMethod: Peng et al [80] defined the score
function λ(A), accuracy function π (A), and certainty function
µ (A) of a simplified neutrosophic number as follows.
Definition (3) [81]: If A = 〈TA, IA,FA〉 is a simplified

neutrosophic number. Then the score function λ(A), accuracy
function π (A), and certainty function µ (A) of a simplified
neutrosophic number are defined as follows:

(a) λ(A) =
TA + 1− IA + 1− FA

3
,

(b) π (A) = TA − FA,
(c) µ (A) = TA.
Based on the above definition, the method for comparing

simplified neutrosophic numbers can be defined as follows.
Definition (4) [81]: If A and B are two simplified neutro-

sophic numbers. The comparison method can be defined as
follows.

a) If λ(A) > λ (B), then A is greater than B, that is, A is
superior to B, denoted by A > B.

b) If λ (A) = λ (B) and π (A) > π (B). Then A is greater
than B, that is, A is superior to B denoted by A > B,

c) If λ (A) = λ (B) , π (A) = π (B) and µ (A) >
µ (B). Then A is greater than B, that is, A is superior
to B, denoted by A > B:

d) If λ (A) = λ (B) , π (A) = π (B) and µ (A) =
µ (B). Then A is equal to B, that is, A is indifferent to
B, denoted by A ∼ B.

V. CASE STUDY
The arrival of the mobile phone and its rapid and widespread
growth may well be seen as one of the most significant
developments in the fields of communication and information
technology over the past two decades. Because of its dura-
bility and high-value consumers are discreet while selecting
a satisfied one among many mobile phones with different
brands. To support the consumer purchase decision and to
further illustrate the proposed method, we use a case study
of ranking mobile phone products based on online reviews.
Four alternative mobile phones are selected for the experi-

ment in this case study. The proposed method in section IV is
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applied to rank these four alternative mobile phones. Experi-
mental data statistics are shown in Table 1.

TABLE 1. Experimental data statistics for four alternative mobile phones.

Table 1 shows that there are four alternative mobile phones
which are listed as follows.
A1 : iPhone 8, A2: iPhone 8 plus, A3: Samsung Galaxy

Note8, A4: Huawei Mate 10 Pro
These four phones have been chosen for the following

reasons. To begin with, they have roughly the same official
release date. Also, they have a large number of online reviews
which is considered a great deal of information-rich content.
Moreover, these phones are also very popular. Also, in terms
of features, they can be considered flagship phones.

The following five features associated with alternative
mobile phones are considered:
f1 : Battery life. f2: Camera, f3: Screen, f4: Sound (Audio),

f5: Battery draining.
Meanwhile, the vector of weights of the five features is

provided by the consumer, i.e. w = (0.3, 0.3, 0.2, 0.1, 0.1)
In this case study, the dataset has been collected on
April 4, 2020. As mentioned in Section (4), crawler software
(Scrapestorm) is used to crawl data from Twitter. The original
plan for this study was based on more than 1500 reviews
whichwere later reduced to 1095 after removing the duplicate
reviews and excluding the reviews that are published before
the release date of the products.

Pre-processing is then performed using python for these
1095 reviews. The pre-processing stage includes Segmenta-
tion, POS tagging, and filtering (by removing unimportant
URLs, mention, numbers, and hashtags).

The numbers of obtained reviews are 371,427,208 and 89,
for the alternatives A1,A2, A3 and A4 respectively.

The obtained reviews can be expressed by

Dik =
(
D1
ik ,D

2
ik ,D

3
ik ,D

4
ik ,D

5
ik

)
;

i = 1, 2, 3, 4, k = 1, 2, . . . , qi, q1 = 371, q2 = 427, q3 =
208 and q4 = 89.

Now, using the Neutro-VADER the sentiment score of Djik
is identified; i.e. indicator vector S jik =

(
ajik , b

j
ik , c

j
ik

)
is set;

i = 1, 2, 3, 4, j = 1, 2, 3, 4, 5, k = 1, 2, . . . , qi, q1 =
371, q2 = 427, q3 = 208 and q4 = 89.

To illustrate this process, we take the following review
D1
13 = (@AppleSupport The latest iPhone update 11.2 is

destroying my battery life on my iPhone 8. I lose 10% battery
life in 15minutes since updating. This is disgraceful, FIX IT).

For pre-processing stage, the process begins with apply-
ing segmentation and POS tagging. Filter process (includes
removing URL, mention, numbers, and hashtags) is then
applied. The review D1

13 = (@AppleSupport The latest
iPhone update 11.2 is destroying my battery life on my
iPhone 8. I lose 10% battery life in 15 minutes since updat-
ing. This is disgraceful, FIX IT) includes mention which is
removed as shown in Fig. 5, this also includes numbers which
are removed as shown in Fig. 6.

FIGURE 5. Removing mentions.

FIGURE 6. Removing numbers.

The final step in the pre-processing stage is removing stop
words as shown in Fig. 7.

FIGURE 7. Applying stop word removing.

The next stage is to compute the sentiment score to the
battery life of iPhone8 as shown in Fig. 8.

FIGURE 8. Computing the sentiment score using Neutro-VADER.

The same steps are followed to find sentiment scores to
other indicator vectors S jik .
Then uposij , uneuij and unegij are calculated using Eqs (2 - 4),

i = 1, 2, 3, 4, j = 1, 2, 3, 4, 5,

k = 1, . . . , qi, q1 = 371, q2 = 427, q3=208 and q4 = 89.

The values of uposij , u
neu
ij and unegij are shown in Table 2.

Then, using Eqs. (5-7), the simplified neutrosophic number
Mij

(
Tij , Iij , Fij

)
of alternative Ai concerning feature Fj is

determined, i = 1, 2, 3, 4, j = 1, 2, 3, 4, 5. The obtained
simplified neutrosophic numbers are shown in Table 3.
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TABLE 2. The values of u pos
ij , u neu

ij and u neg
ij .

TABLE 3. The simplified neutrosophic number of Ai concerning feature fj .

Using Equation (8), the overall simplified neutrosophic
number Ri of alternatives Ai is calculated. i.e.
R1 = (0.3740 , 0.6674 , 0.6491),
R2 = (0.3519 , 0.3009 , 0.2398),
R3 = (0.2920 , 0 , 0.2474), and
R4 = (0.1813 , 0 , 0).
To determine the best alternative, the cosine similarity

measure method is applied. Using equation (10), each cosine
similarity can be measured Si (Ri, A∗) (i = 1, . . . , 4) as
follows.

S1
(
R1, A∗

)
= 0.3727, S2

(
R2, A∗

)
= 0.6748,

S3
(
R3, A∗

)
= 0.7629, and S4

(
R4, A∗

)
= 1.

From the measured value Si (Ri, A∗) (i = 1, 2, 3, 4)
between an alternative and the ideal alternative, the ranking
order of four alternative mobile phones is A4 > A3 >

A2 > A1.
Therefore, Huawei mobile phone is the best choice among

all mobile phones.

On the other hand, the scoringmethod to determine the best
choice can be utilized as follows.

Using Definition (3), the score function of Ri(i = 1, 2,
3, 4) can be obtained:

λ (R1) = 0.3525, λ (R2) = 0.6037,

λ (R3) = 0.6815, λ (R4) = 0.7271.

The score values are different; therefore, there is no need to
compute both accuracy function value and certainty function
value. Thus according to Definition (4), the final ranking is
still A4 > A3 > A2 > A1 and the best alternative is Huawei
mobile phone.

VI. COMPARATIVE ANALYSIS
This research paper proposes a novel method to the SA
technique as well as neutrosophic fuzzy set theory for rank-
ing alternative products. The most important contributions
in each stage can be summarized. The contributions of this
paper compared to the existing literature such as [1], [4],
[5], [7], [73], [74], [81], [87], [90]–[98] can be divided into
two parts, the sentiment analysis part and ranking part.

A. SENTIMENT ANALYSIS UNDER NEUTRALITY
In the SA part, the contributions can be presented as follows.

B. COLLECTION OF DATA
This paper collected a real dataset related to mobile phones.
Where this dataset was obtained by crawling online mobile
phone reviews on Twitter. These reviews were filtered by
removing the repeated reviews being posted by the same
reviewer. Also, the reviews before the official release date of
the product have been excluded.

C. PRE-PROCESSING
The word segmentation is required to tokenize the sentences
into individual words. In the light of this, reviews on Twitter
may contain hashtags or emoticons that cannot be analyzed
using word_tokenize. Fig. 9 shows the hashtag and emoticons
that are not analyzed.

FIGURE 9. An example of segmented review using word_tokenize.

TweetTokenizer (as a subset of word_tokenize) is mainly
used to handle this issue. TweetTokenizer keeps the hashtag
as shown in Fig. 10. However, there are still some short-
comings in analyzing some Emoticons as shown in Fig.11.
To solve this issue, we adapt TweetTokenizer by adding some
emoticon as shown in Fig. 12.

D. ESTABLISHING THE DICTIONARIES
Most studies and research on SA does not deal with a neutral
or an indeterminate opinion, this merely gives an overall
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FIGURE 10. An example of a segmented review using TweetTokenizer.

FIGURE 11. An example of Emoticon was not analyzed using
TweetTokenizer.

FIGURE 12. An example of emoticons that had been analyzed using
adapted TweetTokenizer.

opinion as positive or negative [1], [5]. Therefore, this paper
used VADER in SA. VADER is sensitive to both polarity
(positive/negative) and intensity (strength) of emotion but not
to neutrality. To deal the neutrality a newly neutral lexicon
has been compiled in this paper. This new lexicon consists
of 228 neutral words and phrases.

E. COMPUTING THE SENTIMENT SCORE CONCERNING
EACH PRODUCT FEATURE IN EACH REVIEW
This paper adaptedVADER to compute the positive, negative,
and, neutral sentiment scores of each review, namely Neutro-
VADER. Neutro-VADER is a new version of VADER which
is sensitive to positivity, negativity, neutrality, and intensity
(strength) of emotion. Neutro-VADER Highlights a novel
method that helps to handle fuzzy, intuitionistic fuzzy, and
neutrosophic data through SA.

The following example illustrates the difference between
the Neutro-VADER and the traditional Vader. Fig. 13 shows
how the traditional Vader computes the same neutral sen-
timent score (0.734) for two different sentences although,
the consumer in the first sentence was sure of his opinion,
while the consumer in the second sentence was completely
hesitant in his opinion.

FIGURE 13. Computing the neutral sentiment score using Vader.

On the other hand, Fig.14 shows how the Neutro-VADER
can deal successfully with this case. In the first sentence,

FIGURE 14. Computing the neutral sentiment score using Neutro-VADER.

when the consumer was sure of his opinion, the neutral score
is (0). While in the second sentence, the consumer is not sure
of his opinion. That is why the neutral score is 1.

F. RANKING PRODUCTS UNDER NEUTROSOPHIC
ENVIRONMENT
To validate the feasibility of the proposed decision-making
method based on the aggregation operators of simplified
neutrosophic numbers and cosine similarity measure, a com-
parative study was conducted with the following methods:
TODIM method for single-valued neutrosophic multiple
attribute decision making extended by Xu et al. [87],
PROMETHEE II along with the intuitionistic fuzzy weighted
averaging (IFWA) operator presented by Liu et al. [1],
TOPSIS method for multi-attribute group decision-making
under single-valued neutrosophic environment presented by
Biswas et al. [98] and the simplified neutrosophic number
weighted geometric operator (SNNWG) operator introduced
in Peng et al. [81].
Note that, to save space, in this section, only results are

presented. The ranking results by these methods and the
proposed method are shown in Table 4 by employing the case
study in Section IV.

TABLE 4. Ranking results of five different methods.

From Table 4, it can be easily seen that the same or simi-
lar ranking results are obtained using the method proposed
by Xu et al. [87], the method proposed by Liu et al. [1],
the method proposed by Biswas et al. [98] and the method
proposed in this paper. Also, It can be seen that the best
alternative is A4, followed by the alternative A3, where the
alternatives A1 and A2 lag behind these alternatives.

On the other hand, the final ranking is obtained by
utilizing the method presented by Peng et al. [81] is A3 >
A1 > A4 > A2 which is different from that obtained by
using the proposed method and the other existing methods.
There are different focal points between the weighted arith-
metic average operator and the weighted geometric average
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operator. The weighted arithmetic average operator empha-
sizes the group’s major points, whereas, the weighted geo-
metric average operator emphasizes personal major points.

VII. CONCLUSION
This research paper presents a novel method, which fully
uses the SA technique, NS theory, and MADM, to deal with
the problem of ranking alternative products in the Twitter
review. Firstly, the Twitter reviews of the alternative products
have been crawled then pre-processed. Based on the SA
technique, the sentiment scores are computed. Throughout
this phase, a neutral lexicon of 228 neutral words and phrases
is created. Neutro-VADER has been developed to handle the
neutral data. The positive, negative, and neutral dictionaries
are used in Neutro-VADER for the goal of assigning positive,
neutral, and negative sentiment scores for each review of
each product feature. A simplified neutrosophic number is
constructed to represent the performance of each alternative
product concerning each feature. Then the overall simplified
neutrosophic number of each alternative product is calcu-
lated using the simplified neutrosophic number weighted
average operator (SNNWA). Cosine similarity measure and
score function methods are used to rank the alternative prod-
uct. Further, a comparative analysis is provided to validate
the proposed method. In the future, we will develop the
Neutro-VADER by extending the lexicon to increase its clas-
sification accuracy. In particular, the neutral lexicon might
need more words, especially neutral words that are com-
monly used in social media texts. As a generalization of
neutrosophic logic, N-valued refined neutrosophic logic [99]
can also be integrated into sentiment analysis and MADM
methods to capture more room of uncertainty.
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