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ABSTRACT Target grouping, which is essentially a data clustering problem, is a research hotspot in the field
of battlefield situation assessment. To address an unknown battlefield environment, affinity propagation
based on an improved whale optimization algorithm (APBWOA) is proposed from the perspective of
clustering. First, we propose a whale optimization algorithm based on a chaotic map and nonlinear inertia
weight improvement called CPIW-WOA, which uses an improved circle map to generate initial populations
and introduces nonlinear inertia weights to improve its convergence efficiency. The test results on nine
benchmark functions show that the CPIW-WOA algorithm has superior performance to existing methods.
Second, based on the fact that it fully considers the weights of the attributes in a given sample, the weighted
Mahalanobis distance is adopted to replace the Euclidean distance. In addition, the silhouette index is
introduced to determine the optimal number of clusters. By iteratively updating through CPIW-WOA to
search for the optimal settings, the limitation of manually entering specified parameters can be overcome.
Test results on real-world datasets show that the new method is more accurate and effective than other
methods; therefore, it can provide effective solutions with respect to battlefield target grouping.

INDEX TERMS Clustering algorithm, affinity propagation, whale optimization algorithm, target grouping,
situation assessment.

I. INTRODUCTION
Target grouping, which requires taking a combination of
spatial geometric factors, temporal factors, and functional
dependencies into account, is an important issue in the field
of battlefield situation assessment. On the basis of key battle-
field elements, including the operational environment, human
geography, force distribution of enemies, and operational
strength, the state information of the target needs to be
extracted and mined. In that case, a clear view of the bat-
tlefield can be provided for situational understanding. From
the perspective of game theory, battlefield target grouping
is a process of forward reasoning and gradual simplifica-
tion of the amount of information. In fact, target grouping
is essentially a data clustering problem. By clustering and
analyzing the targets, the scattered units are grouped into
clusters, thereby effectively reducing the complexity of the
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battlefield view. At the same time, the relationships at each
level can be shown clearly for commanders, and this facili-
tates reasonable and scientific decisions.

In fields such as data mining and machine learning, clus-
ter analysis occupies an important position. The purpose of
clustering is to divide datasets into clusters of classes that
contain different information granularities by computing the
similarities between points. Therefore, objects in the same
class are more similar to each other, while objects in dif-
ferent classes are less similar to each other. In recent years,
clustering has been widely used in traffic scheduling [1],
health care [2], asset allocation [3], climate analysis [4],
energy consumption [5], and other fields. There are many
traditional clustering methods, but each has its limitations.
For example, k-means requires the manual specification of
initial clustering centers and the number of clusters, and it is
more sensitive to noise and outliers than other approaches [6].
Fuzzy c-means (FCM) clustering suffers from a high depen-
dence on the initial values, and it is prone to falling into
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local minima [7]. The density-based DBSCAN algorithm
has weaknesses such as high time complexity and is not
applicable to large datasets [8].

In 2007, Frey andDueck proposed a division-based cluster-
ing algorithm called affinity propagation (AP) [9]. Based on
factor graphs and the sum-product algorithm, it treats all data
points as potential clustering centers. Next, it continuously
passes messages along the edges of the network (a[i,k] vs.
r[i,k]) through an update loop. In this way, aggregation can be
achieved, and categories are identified. Compared with other
algorithms, such as k-means, affinity propagation does not
need to predefine the number of subpopulations and the ini-
tial clustering centers. Experiments have shown that affinity
propagation finds better clustering centers than those output
by the K-means algorithm [10]. Furthermore, affinity propa-
gation does not require the similarity matrix to be symmetric,
so it can solve problems such as those in non-Euclidean
spaces and large-scale matrix computations [11]. In addition,
affinity propagation recursively passes messages in the form
of factor graphs until the sum of similarities between each
data point and the clustering center is minimized, making the
sum of squared errors relatively low [12].

Despite the outstanding advantages of affinity propagation,
some problems have been exposed in its applications and
research process. First, message transmission between nodes
is achieved by a similarity measure. Therefore, the setting of
the similarity measure has a great impact on the performance
of the algorithm [13]. However, Euclidean distance is limited
by the dimensionality of the data. It is only applicable in cases
where the sample attributes are independent of each other, and
it performs poorly in cases of complex potential cluster distri-
butions, such as situations with high-dimensional sparsity and
nonlinearity. Thus, the applicability of the algorithm is lim-
ited [14]. Next, the preference needs to be input in advance,
and the accuracy of manual adjustment directly affects the
final clustering effect. Under this circumstance, since there is
no linear relationship between the preference and the number
of clusters corresponding to each other, it costs much time
to find the optimal clustering result. Third, it easily falls into
local optima and has difficulty guaranteeing convergence to
the global optimum.

To address the shortcomings of affinity propagation, many
scholars have proposed optimization solutions. These studies
mainly focused on three aspects. The first was to adjust
and improve the similarity measure so that the algorithm
could adapt to data distributions in different spatiotemporal
dimensional spaces. For example, Kun et al. [15] designed a
comprehensive similarity measure that combined topological
similarity with feature similarity to describe the feature infor-
mation among nodes. [16] introduced a global kernel function
with high generalization capability to define the similarity
measure of AP clustering and enhance the learning capability
of the global kernel. Taheri and Bouyer [17] proposed an
adaptive similarity matrix improvement method to reflect the
aggregation probabilities of data points using the centroids of
the samples in the clusters, and this resulted in an accuracy

improvement. Second, the data size was reduced and ana-
lyzed with respect to the time complexity problem. Two types
of parallel architectures were proposed in a study by [18] to
accelerate affinity propagation. Considering its large memory
size and great computing capacity, the distributed system
was chosen to minimize the global communication cost.
Jiang et al. [19] proposed an adaptive AP algorithm, which
continuously adjusts the threshold value according to the
association results. The aimswere to break through the spatial
limitation problem and effectively reduce the clustering time.
Li et al. [20] presented an adjustable preference affinity prop-
agation (APAP). The operational efficiency was optimized by
adjusting the preference during the iteration process. Third,
affinity propagation has been extended for applications in var-
ious fields. For instance, fault diagnosis and treatment [21],
face recognition [22], construction engineering [23] and radio
communication [24] were all examined.

Clustering is an optimization problem. Furthermore, find-
ing the best clusters is an NP problem [25]. In recent years,
as one of the research hotspots in the field of optimization,
metaheuristic algorithms have provided a novel research idea
for clustering analysis. Compared with heuristic algorithms
used for local search, metaheuristic strategies do not need
to draw on the information of the target gradient function
and the advantages of specific conditions, making them more
applicable and general [26]. Due to their simplicity and ease
of implementation, metaheuristic algorithms are usually able
to efficiently explore the search space for approximate solu-
tions. Therefore, it can be used to overcome the sensitivity
of AP to the initial parameters and its difficulty in finding
the best clusters [27]. On this basis, the clustering validity
of the original algorithms can be optimized. Some schol-
ars have conducted research and experiments. [28] applied
an improved fruit fly optimization algorithm to optimally
select the preference for affinity propagation. A novel adap-
tive affinity propagation based on improved cuckoo search
(CAAP) was introduced in the literature [29] to adjust the
preference and the damping factor. To enhance the ability
of AP to respond to dynamic environments, Liu et al. [30]
combined the particle swarm algorithm with the original
algorithm. The robustness and stability of the combined
algorithm were also improved. Hussain and Iqbal [31] clus-
tered data by using a genetic algorithmic framework. The
similarity function was defined as the differences between
clusters, and the labels were adjusted by greedily optimizing
the objective function. Combining quantum computing and
ant colony optimization algorithms, [32] introduced quantum
coding and quantum revolving gates to increase the popu-
lation diversity, making the algorithm powerful in terms of
global search. Wang et al. [33] conducted a study on semi-
supervised affinity propagation (SAP). The idea of fireworks
explosion was introduced to balance the global and local
searching abilities of the algorithm. All the above algorithms
havemade certain improvements in avoiding local optima and
improving the global search ability of AP. However, there was
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still some room for enhancement with regard to the search
efficiency of the algorithm.

Inspired by the hunting behavior of humpback whales,
Mirjalili and Lewis [34] proposed the whale optimization
algorithm (WOA) in 2016. The prey (the optimal solution) is
hunted by simulating the humpback whale bubble-net strat-
egy of circular contraction, random hunting, and updating
the spiral position. The algorithm obtains the local optimal
solution through its shrinking envelope mechanism and spiral
updatemechanism, and it acquires the global optimal solution
through the random search mechanism. The hunting behavior
is shown in Figure 1. Due to its fewer adjustment parameters
(A and C) than other algorithms, ease of implementation,
and applicability for solving various types of optimization
problems, it has received wide attention [35]. Nevertheless,
in the absence of any prior knowledge about the global opti-
mal solution, WOA uses a stochastic method to initialize the
population of individuals. In this case, useful information
from the solution space is not guaranteed to be extracted
effectively, and this may result in an uneven distribution of
the initial population. Consequently, this affects the solution
efficiency of the algorithm to some extent. In addition, like
other meta-heuristic algorithms, the classic WOA also has
shortcomings such as slow convergence and easy falling into
local optima [36].

FIGURE 1. The hunting behavior of humpback whales [34].

Since being proposed, researchers have designed many
variants and improvement schemes to solve the drawbacks
of the WOA, such as its slow convergence and its tendency
to fall into local optimality. The research has focused on
three main areas: adding noise disturbances, improving the
internal structure, and hybrid strategies. Noise disturbances
have become a popular technique with the main purpose
of preventing algorithms from falling into local optima and
better balancing exploration and exploitation [37]. Among
these methods, the most representative methods are Levy
flight (LF) and the chaos strategy. For example, Liu et al. [38]
proposed a hybrid WOA enhanced with Levy flight and dif-
ferential evolution (WOA-LFDE), which enhanced the global
search and iterative convergence and improved the diver-
sity of the population. Luo et al. [39] introduced a chaos
strategy to generate high-quality populations for initialization

and improve the convergence efficiency. The second type
of method enhances performance by improving the internal
structure of theWOA. Fan et al. [40] presented a new adaptive
inertia weight, which improved the convergence efficiency
and the solution accuracy. Guo et al. [41] improved the posi-
tion update strategy by calculating the adaptive neighborhood
radius. Consequently, the search agents can be learned in
their respective neighborhoods, replacing the original WOA
in the random learning and enhancing the ability of the
algorithm to jump out of local optima. Turgut et al. [42]
introduced the concept of topology to maintain exploration
and exploitation. On this basis, the exploitation of the fertile
areas can be maintained through interaction between topo-
logical neighbors. The third type of method combines the
WOA with other strategies or methods. Heidari et al. [43]
developed a variant of WOA, which mixed WOA with the
β-hill climbing (BHC) algorithm. The local search engine of
the BHC algorithm was further exploited during the develop-
ment phase. The purpose was to prevent the algorithm from
falling into local optima and enhance its local search capa-
bilities. Chakraborty et al. [44] presented an enhanced WOA
method (WOAmM), which combined the WOA with symbi-
otic organisms search (SOS). The location update strategy of
using randomly selected agents instead of the global best was
introduced to improve the search accuracy and convergence
performance. Ewees et al. [45] proposed a hybrid multiob-
jective optimization method based on differential evolution
(DE) and the WOA. By exploring the search space exten-
sively, further optimization was sought in the most salient
regions. Reddy et al. [46] presented a hybrid social whale
optimization algorithm. By combining the WOA with social
group optimization (SGO), the runtime was shortened, and a
balance between exploration and exploitation was achieved.

To address the above problems, this paper proposes affinity
propagation based on an improved whale optimization algo-
rithm (APBWOA). First, the weighted Mahalanobis distance
is used instead of the Euclidean distance to improve the sim-
ilarity measure in the original affinity propagation algorithm.
Considering the importance of attributes, the entropy weight-
ing method is introduced to the traditional Mahalanobis dis-
tance. The purpose of doing this is to overcome the defects
of the Euclidean distance and adaptively adjust the geometric
distribution of the given dataset. After that, a new algorithm
based on the whale optimization algorithm is defined for
automatically obtaining the optimal preference for affinity
propagation. The new algorithm overcomes the problem of
falling into local optima easily. In general, our work focuses
on the following three aspects.

(1) We propose a whale optimization algorithm based on
a chaotic map and nonlinear inertia weight improvement
(CPIW-WOA). The improved circle map is used to optimize
the initialization generation strategy, thereby enhancing the
traversal of the initial population. In addition, the nonlinear
inertia weight is introduced to improve the convergence effi-
ciency of the algorithm. The effectiveness of the algorithm is
verified on nine benchmark functions.
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(2) Furthermore, the CPIW-WOA algorithm is used to
perform a spatial search for the preference to address the
limitation that the parameters of affinity propagation need
to be input in advance. Additionally, the weighted Maha-
lanobis distance is defined to optimize the similarity mea-
sure. For overcoming the defect of the Mahalanobis distance,
the entropy weight method is introduced to consider the
importance of each attribute of the given sample. In addition,
the silhouette index is used for validity evaluation. On this
basis, the process of APBWOA is given.

(3) Finally, we explore the performance of APBWOA on
an artificial dataset and the UCI dataset. The F-measure, NMI
index and RI are applied to evaluate the clustering results
compared to those generated by AP, APAP, SAP and CAAP.
The experimental results show that the proposed algorithm
has higher accuracy these methods. To better illustrate the
superiority of APBOP in target grouping, a simulation sce-
nario is designed for testing purposes. The simulation results
show the correctness and effectiveness of the method.

II. BASIC THEORY
A. THE MODEL FOR TARGET GROUPING
Based on multisource information fusion, target clustering is
a correlation and clustering analysis of the location, heading,
movement status, task execution and other attributes of the
target. In the field of battlefield target clustering, it is a key
research component for excluding irrelevant and redundant
information from the large amount of information known
about the target. Next, an effective battlefield situation map
can be formed to deepen the understanding and judgment of
the battlefield situation. From the bottom up, the divisions
of spatial, functional, interaction and enemy identification
clusters are involved.

Assume a set of battlefield targets is denoted by K . K =
{T1,T2 . . . . . . Tn} consists of n objects. The attribute for
each target is represented as Ti(i = 1, 2 . . . . . . n). Ti =
{Ti1,Ti2 . . . . . . Tim}. Tim is the mth characteristic information
of the ith target, including its batch number, speed, location,
type, and identification friend or foe (IFF) system. A spatial
group is a cluster obtained based on the overall structure and
target location in a certain time and space range. By dividing
targets into clusters, the distribution characteristics of the
targets can be reflected. Therefore, members of the same
spatial cluster have similar attributes, locations and behav-
iors. In detail, the set K is divided into n clusters, where the
elements of any two clusters are not identical to each other.
The result of spatial grouping is shown as follows:

S=S1 ∪ S2 ∪ S3 . . . . . . ∪ Sn ∀p, q∈ [1, n],Sp ∩ Sq 6=∅, p 6=q

(1)

B. AFFINITY PROPAGATION
First, it is necessary to define the similarity between the given
data points through the negative Euclidean distance measure.

Assume a dataset xi = {x1, x2 . . . . . . xn} consists of n objects.

S(i, j) = −
∥∥∥x2i − x2j ∥∥∥ i, j ∈ [1, n] (2)

The similarity represents the degree to which a node serves
as a cluster center. The greater the similarity is, the more
likely it is to be selected as a clustering center. Unlike
other algorithms, such as k-means, affinity propagation does
not need to initialize the number of clusters and clustering
centers. In contrast, it requires specifying the preference in
advance, and it is usually set to a constant.

The algorithm conveys information by calculating the
responsibility and availability of each node. The responsibil-
ity represents the attractiveness of node j as a cluster center to
node i. The degree of availability represents the possibility of
node i selecting node j as a cluster center. Both are calculated
as follows:

r(i, j)=


S(i, j)−max

j6=k
{a(i, k)+ S(i, k)} (i 6= j)

S(i, j)−max
j6=k
{S(i, k)} (i = j)

(3)

a(i, j)=


min{0, r(j, j)+

∑
k 6=i,j

max[0, r(k, j)]} (i 6= j)∑
k 6=j

max[0, r(k, j)]} (i= j)
(4)

In the iterative process, a damping factor λ, which acts
on the responsibility and availability values, is introduced
to avoid oscillations. The smaller the value is, the stronger
the global search capability of affinity propagation and the
faster the iteration speed. The iterative process is shown in
Equations 5 and 6:

rt (i, j) = (1− λ)rt (i, j)+ λrt−1(i, j) (5)

at (i, j) = (1− λ)at (i, j)+ λat−1(i, j) (6)

Finally, the algorithm selects the largest node as the clus-
tering center through continuous iteration, as shown in Equa-
tion 7.

ci = argma
j
x{r(i, j)+ a(i, j)} (7)

C. WHALE OPTIMIZATION ALGORITHM
In this section, we focus on the model and workflow of the
WOA. The algorithm consists of three parts: an initialization
phase, a local search phase and a global search phase.

1) INITIALIZATION PHASE
Assume that there are N humpback whales in the D-
dimensional search space. The position of the kth whale in
the space is kth. Xk = {X1

k ,X
2
k . . . . . .X

D
k }(k = 1, 2 . . . . . .N ).

Therefore, the definition of the initialized population is as
shown in Equation 8.

Xmk (0) = lm + rand(0, 1)(um − lm) (1 ≤ m ≤ D) (8)

where um and lm represent the upper and lower bounds of the
mth dimension, respectively. The initial population P(0) =
{X1(0),X2(0) . . . . . .Xk (0)}.
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2) LOCAL SEARCH PHASE
The local search phase consists of two parts: the contracting
envelopemechanism and the spiral renewalmechanism. First,
the humpback whale population encircles the target when the
prey is locked. Since the global optimal solution is not known
a priori, the current optimal position of the humpback whale
population is set as the position of the target prey in theWOA
algorithm. After the nth iteration, the position of the target
solution is as follows:

Xdn = {X
1
n ,X

2
n . . . . . .X

D
n } (n = 1, 2 . . . . . . tmax) (9)

where tmax denotes the maximum number of iterations. Other
individuals adjust their own positions according to the posi-
tion of the target prey. The update equation for this process is
shown in Equation 10.

X (t + 1) = X ′(t)− A ∗ d(t) (10)

In the above equation, t represents the number of iterations.
The position of the optimal solution for the current population
is X ′. X is the current position of the individual. The covari-
ates A and d(t) control the step size, which is determined by
Equations 11 and 12.

A = 2 · a · r − a (11)

d(t) = |C · X ′(t)− X (t)| (12)

During the iterative process, r is a random number between
0 and 1, while C is a random number between 0 and 2. a
decreases linearly from 2 to 0, and this can be expressed as:

a = 2− 2 ·
t

tmax
(13)

By adjusting parameters A and C , the humpback whales
can be controlled to search for the current prey. At the same
time, the range of the envelope can be continuously reduced
by decreasing the value of a. When |A| ≤ 1, the humpback
whales in the group always move within the envelope to
complete the envelope surrounding the prey and search for
the local optimal solution. Second, humpback whales spiral
upward to hunt while decreasing the circle. The equation for
this spiral update is as follows:

X (t + 1) = D′ · ebl · cos(2π l)+ X ′(t) (14)

D′ =
∣∣X ′(t) − X (t)| (15)

In this process,D′ denotes the distance between the current
individual and the optimal individual. b is a constant that
defines the logarithmic spiral shape. l is a random number
between -1 and 1. To simulate the humpback whale predation
behavior, the WOA algorithm uses a coin toss to select the
chosen humpback whale behavior. In other words, the indi-
viduals have the same chance of contracting the envelope
and updating the spiral, both of which are 0.5, as shown in
Equation 16.

X (t + 1) =

{
X ′(t)− A ∗ d(t) (p < 0.5)
D′ · ebl · cos(2π l)+ X ′(t)] (p > 0.5)

(16)

3) GLOBAL SEARCH PHASE
When |A| > 1, the humpback whale leaves the current
enclosure and conducts a random search outside the enclo-
sure. Unlike in the enclosure search stage, the position of the
best individual is no longer used as a reference at this time;
instead, a random selection is made in the group. At this time,
d(t) represents the absolute value of the distance between the
current individual and the randomly selected individual. The
equations are shown as follows:

X (t + 1) = X ′′(t)− A ∗ d(t) (17)

d(t) = |C · X ′′(t)− X (t)| (18)

III. THE PROPOSED ALGORITHM
It can be found that in the traditional AP algorithm, there are
two main shortcomings that limit its clustering performance.
First, Euclidean distance is used to define the node similarity,
and this measure is easily affected by dimensionality. Fur-
thermore, the weighting relationships of sample attributes are
ignored. Thus, the final result may be biased compared with
the actual situation. Second, the preference and the damp-
ing factor in affinity propagation need to be set manually
in advance. The sizes of the parameters, which need to be
constantly and dynamically adjusted according to the actual
situation, directly affect the number of clusters generated.
To deal with these problems, APBWOA is proposed. First,
the entropy weight method is introduced to improve the
Mahalanobis distance and use it as the similarity measure.
Furthermore, a whale optimization algorithm based on the
chaotic circle map and nonlinear inertia weight improvement
(CPIW-WOA) is defined to globally seek the preference in
affinity propagation. Based on that, the problem of manually
entering parameters in affinity propagation can be solved
effectively. Finally, the silhouette index is used as the fitness
function to compare the clustering results obtained through
the use of different parameters.

A. WEIGHTED MAHALANOBIS DISTANCE
In the process of clustering analysis, the definition of the
similarity measure or distance directly affects the final clus-
tering results [47]. In previous studies, similarity calculations
have generally been performed in two ways. The first is to
perform feature projection on all objects, as this approach
visually reflects the association relationships through images.
The second is to calculate the distances, which reflect the
similarity relationships between objects by measuring the
differences between them [48]. In the traditional AP algo-
rithm, the similarity between two points is measured by
calculating the Euclidean distance. If the distance between
two points is lower, the similarity is greater. Although this
method is simple and easy to calculate, it only takes the
characteristics of the samples themselves into account and is
easily influenced by their magnitudes. In addition, the cor-
relations between different samples are ignored. Under this
circumstance, the relative importance degree of each sample
attribute is not taken seriously.
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Compared with the Euclidean distance, the Mahalanobis
distance [49] is independent of the magnitude and fully
accounts for the degrees of association between attributes
by normalizing the variance. Moreover, the Mahalanobis dis-
tance can adjust the data distribution tomake the relationships
between features more realistic so that the data clustering
process is more adaptive and different cluster shapes can be
identified.

For a single data point, the expression for the Mahalanobis
distance is shown in Equation 19.

DMx) =
√
(x − µ)T S−1(x − µ) (19)

where x = (x1, x2 . . . . . . xn)T denotes the vector of sample
data and µ = (µ1, µ2 . . . . . . µn)T represents the means of
the samples. S is the covariance matrix. For two different data
samples, the Mahalanobis distance is shown in Equation 20:

DMx) =
√
(x − y)T S−1(x − y) (20)

However, the covariance matrix usually represents the
overall sample covariance matrix in the Mahalanobis dis-
tance. Therefore, it cannot distinguish the relative importance
values of the sample categories. For this reason, the entropy
weighting method is considered for introduction into the
Mahalanobis distance. The entropy weighting method is an
objective assignment method that judges the dispersion of an
attribute based on its entropy value. The lower the weight is,
the greater the information entropy of the attribute, indicating
that the degree of dispersion of the attribute is smaller and that
its role in the evaluation process is smaller. Based on this,
the entropy weight method can reflect the importance of the
attribute. Assume there are m attributes in the nth sample. dij
denotes the jth attribute value of the ith sample. The weight is
calculated as:

pij =
dij
n∑
i=1

dij

(21)

The entropy of the jth attribute is shown as follows:

Ej = −
1
ln n

n∑
i=1

pij ln pij (22)

Then, the weight of the jth attribute is expressed by Equa-
tion 23:

ωj =
1− Ej

m∑
j=1

(1− Ej)
(23)

The weight ωj(j = 1, 2 . . . . . . n) should satisfy the follow-
ing equation.

n∑
j=1

ωj = 1 (24)

Thus, the weighted Mahalanobis distance is expressed as:

d(x, y) =
√
(x − y)TβT S−1β(x − y) (25)

where β denotes the weight matrix, β = diag(
√
ω1,
√
ω2 . . .

. . .
√
ωn). ωj is the weight of each attribute obtained based

on the entropy weighting method. The covariance matrix is
linearly transformed, and the weighted martingale distance
can be defined as:

d(x, y) =
√
(x − y)TβT S−1β(x − y)

=

√
(x − y)TβT S−

1
2 S−

1
2 β(x − y)

=

√
βT S−

1
2 (x − y)T ·

√
βS−

1
2 (x − y)

=

√
βTU3−

1
2UT (x − y)T ·

√
βU3−

1
2UT (x − y)

(26)

where λ1, λ2 . . . . . . λn represents the eigenvalues of the
sample covariance matrix. 3 = diag(λ1, λ2 . . . . . . λn).
U is a matrix composed of unitary eigenvectors, U =

(U1,U2 . . . . . .Un).

B. THE WHALE OPTIMIZATION ALGORITHM BASED ON A
CHAOTIC MAP AND NONLINEAR INERTIA WEIGHT
IMPROVEMENT
Compared with other heuristic algorithms, the whale opti-
mization algorithm is characterized by fewer adjustment
parameters and greater simplicity, but there are two aspects
that affect the improvement in the convergence speed of
the algorithm. First, the process for generating the initial-
ized population in this algorithm completely relies on ran-
dom probability and lacks traversal, so it cannot effectively
guarantee a uniform distribution for the population in the
search space. Consequently, the convergence efficiency and
accuracy of the algorithm are affected to a certain extent.
Second, the algorithmic process relies on the convergence
factor alone. Hence, it is difficult to achieve a balance
between local search capabilities and global search capa-
bilities. Therefore, CPIW-WOA is proposed to overcome
these defects. First, the initialized population is generated
optimally using an improved circle map from chaos theory
to improve the traversal and non-repeatability of the search
space. Second, a nonlinear inertia weight is introduced to
enhance the search accuracy and balance the local search
ability and global exploitation ability of the algorithm.

1) INITIALIZATION STRATEGY
In metaheuristic algorithms, the distribution of the initialized
population largely affects the convergence rate and accu-
racy of the algorithm [50]. In the WOA, the population is
initialized by means of a random probability distribution.
Although simple and easy to implement, it lacks traversal and
may result in an excessive concentration or loss of values,
thereby reducing the convergence speed [51]. Compared to
random search, which relies mainly on probability distribu-
tions, chaos maps allow for searching the space with a higher
probability and convergence rate, as well as with higher
ergodicity and sensitivity [52]. Research has found that com-
pared with other maps, circle maps have superior exploration
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ability and can significantly improve the convergence rate
of the algorithm [53]. Therefore, the improved circle map is
introduced to improve the initialization method in this paper.
In the solution space, the circle map can be expressed as:

zn+1 = zn+b− (
a
2π

) sin(2πzn) mod (1), zn ∈ (0, 1) (27)

To further enhance the ergodicity and distribution ranges
of chaotic sequences, we havemade some improvements. The
equation of the improved circle map is shown in Equation 28.

zn+1 = 2zn+b−(
a
4π

) sin(2πzn) mod (1), zn∈ (0, 1) (28)

where a = 0.5 and b = 0.2.With the same initial independent
variables, the logistic map, circle map and the improved
circle map are executed 1000 times. The results are shown
in Figure 2.

FIGURE 2. Comparison between the obtained distributions. (a) Logistic
map. (b) circle map. (c) The improved circle map.

As seen in Figure 2, the traversal of the improved cir-
cle map is wider, more nonrepeatable, and more uniformly
distributed in the space of [0,1] than those of the logistic
map and circle map. Therefore, the improved circle map is
used to initialize the population in this paper. The initialized
population is generated using chaotic variables and mapped
to (0,1) in the following way.

Xmk (0) = lm + zm(t)(um − lm) (1 ≤ m ≤ D) (29)

2) NONLINEAR INERTIA WEIGHTS
In the WOA, when the local optimal solution is obtained, all
other individuals in the space converge to it. Consequently,
the chance of finding other solutions is reduced, while the
algorithm may converge to the local optimal solution prema-
turely. Dealing with this problem, Shi et al. introduced inertia
weights into the particle swarm algorithm. By controlling the
sizes of the inertia weights, a balance between the global
search ability and local search ability of the algorithm can
be achieved [54]. To improve the convergence accuracy and
convergence rate, a nonlinear inertia weight is introduced in
this paper as follows:

ω = 0.01e
(1− tmax+ttmax−t

)

(30)

where t ∈ [0, tmax). In the early iterations of the global
search, the inertia weight is large, the rate of nonlinear change
is fast, and the global search ability is strong. The purpose
of this is to avoid falling into a local optimum, as doing so
affects the convergence accuracy of the algorithm. In the later

TABLE 1. Details of nine benchmark functions.

iterations, the nonlinear change rate is smaller and slower,
so the optimal solution is sought in a certain region. Further-
more, the development ability is strong, and the convergence
rate is accelerated. By introducing nonlinear inertia weights,
effective control over the positions of the particles can be
achieved, thus improving the optimization-seeking accuracy
of the algorithm. The improved position update formula is
shown in Equations 31 to 33.

X (t + 1) = ω ∗ X ′(t)− A ∗ d(t) (p < 0.5 and |A| ≤ 1)

(31)

X (t + 1) = ω ∗ X ′′(t)− A ∗ d(t) (p < 0.5 and |A| > 1)

(32)

X (t+1) = D′ ·ebl ·cos(2π l)+ω ∗ X ′(t) (p>0.5) (33)

3) VALIDATION CERTIFICATION
In this section, we verify the effectiveness of CPIW-WOA.
To show its superiority in terms of performance, the whale
algorithm (WOA) [34], grey wolf algorithm (GWO) [55] and
whale optimization algorithm using OBL (OBWOA) [56] are
selected. In addition, nine classic benchmark functions are
used for testing, all of which are all from the literature [34].
The definitions, dimension settings, upper and lower bounds
and reference function minima of these functions are listed
in Table 1. For the unimodal functions (f1(x) to f3(x)), there
is only one extreme point in the given search space, and it
can be used to detect the convergence rate and the accuracy
of the algorithm. f4(x) to f6(x) are multimodal functions
with multiple local extreme points in the given search space.
Therefore, they can be used to evaluate the global exploitation
ability. Additionally, the ability of each algorithm to jump out
of the local optimum can also be evaluated. Finally, f7(x) to
f9(x) are composite functions, which are used to study the
ability to balance exploration and exploitation. The simula-
tion experiment is implemented on an Intel(R) Core (TM)
i5-9300H CPU @ 2.40 GHz with 16 GB of memory and
the Windows 10 operating system, and it is programmed in
MATLAB R2019b.
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TABLE 2. Parameter settings of different algorithms.

TABLE 3. Comparison of the results obtained by different algorithms.

To make the experiment fairer, the parameters of WOA,
GWO, OBWOA and CPIW-WOA were set in compliance
with the original literature, which are shown in Table 2.
The parameters are kept consistent except for those listed
in the table. The population size SearchAgents_no of WOA,
GWO, and CPIW-WOA is set to 30, while the parameter is
set to 15 in OBWOA. The maximum number of iterations
Max_iter is 1000. The other parameters of the algorithms
are set identically. All algorithms are run 30 times, and each
time, the generated initialized populations are different. The
dimensions of the benchmark functions f1(x) to f6(x) are
all 30. Table 3 shows the means (Ave) and standard deviations
(Std) of the algorithms.

From the results shown in Table 3, it can be found
that CPIW-WOA achieves the theoretical optimal values
for f1(x), f4(x) and f5(x). Compared with other algorithms,
CPIW-WOA achieves the closest theoretical optima for other
functions. The accuracy of the obtained solution is greatly
improved on f2(x) and f6(x), and the results are stable and
unchanged. This demonstrates that CPIW-WOA has good
stability. Additionally, the WOA obtains the theoretical opti-
mum for the function f4(x) and ranks second in terms of
performance with f1(x), f2(x), and f7(x). GWO has better
stability in solving functions f8(x) and f9(x). Overall, CPIW-
WOA has the best performance, and OBWOA has the worst
performance.

The above results demonstrate the superiority of the
CPIW-WOA algorithm. In comparison with other algorithms,
CPIW-WOA has a competitive advantage with regard to
the mean and standard deviation performances. Among the
four unimodal functions, CPIW-WOA obtains the theoretical
optima in two of them, indicating that the algorithm has excel-
lent accuracy in terms of finding the optima. For the multi-
modal functions, CPIW-WOAfinds one of the global optimal
solutions. CPIW-WOA also outperforms the other algorithms
for the remaining three test functions. Consequently, this
indicates that the proposed algorithm has superior capabilities
for jumping out of local optima. Additionally, the global
search capability is improved. Furthermore, CPIW-WOA has
the best robustness and the most stable results when solving
the composite functions, indicating that the algorithm can
achieve a balance between exploration and exploitation.
To further test the convergence performances of the

selected algorithms, Figure 3 shows the comparison results
obtained by different algorithms on nine benchmark func-
tions. It is obvious that CPIW-WOA has a faster convergence
rate than those of the other algorithms. Since the introduc-
tion of nonlinear inertia weights significantly improves the
convergence trend of the original algorithm, CPIW-WOA
can be judged to have better convergence efficiency than the
compared approaches.

C. FITNESS FUNCTION
Clustering validity testing refers to the evaluation of clus-
tering results. The aim is to determine the most suitable
partition for a particular dataset. To perform validity tests on
clustering results, an adaptation function is required. In this
paper, we select the silhouette index to evaluate the clustering
results. The silhouette reflects the intraclass compactness
and interclass separability of the clustering structure, and it
has been used to evaluate many clustering algorithms [57].
In addition, the optimal number of clusters can be estimated.
The definition of the silhouette index is shown as follows:

sil(i) =
[b(i)− a(i)]

max{a(i), b(i)}
(34)

Let a dataset be divided into N clusters Ci(i =

1, 2 . . . . . .N ). a(t) is the average dissimilarity or distance
between sample point t and other points in Ci. d(t,Cj) is
the average dissimilarity or distance from sample point t
in cluster Ci to all samples in another cluster Cj. b(t) =
min{d(t,Cj)}. After that, the average of all the sample sil-
houette indices is calculated as the final result, as shown in
Equation 35.

Sil = sil(i) =
1
N

N∑
i=1

sil(i) (35)

Based on the quality of clustering, the silhouette index of
each sample varies between [-1,1]. In general, the larger the
silhouette value is, the better the clustering quality is.
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FIGURE 3. Convergence test results with different benchmark functions.

D. WORKFLOW
In APBWOA, we first improve the similarity metric by using
the weighted Mahalanobis distance. Second, aiming to con-
duct a comprehensive and effective search for the preference,
CPIW-WOA is proposed to adjust the preference adaptively.
By introducing an improved circle mapping and a nonlinear
inertia weight, the convergence efficiency and the search
quality of the algorithm are enhanced. The workflow of
APBWOA is given in Figure 4. In addition, the pseudocode
of the standard APBWOA is shown in Algorithm 1.

IV. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTS ON STANDARD DATASETS
Furthermore, to verify the feasibility and effectiveness of
APBWOA, artificial datasets and UCI datasets are selected
for simulation experiments. The real-world datasets are
from the University of California, Irvine (UCI) machine
learning repository [58], including Iris, Wine, Seeds, and
ionosphere. The title, numbers, attributes and clusters of
the datasets are shown in Table 4. In addition, affinity
propagation (AP) [9], adjustable preference affinity prop-
agation (APAP) [20], semi-supervised affinity propagation

FIGURE 4. The workflow of APBWOA.

(SAP) [33] and a novel adaptive affinity propagation based
on improved cuckoo search (CAAP) [29] are selected for
comparison with APBWOA. The simulation environment for
experimentation is an Intel(R) Core (TM) i5-9300H CPU @
2.40 GHzwith 16 GB of RAM and theWindows 10 operating
system. The simulation software is the MATLAB R2019b
experimental platform.
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Algorithm 1 The Pseudo Code of APBWOA
Input:

Dataset C = {C1,C2, . . . . . .Ci}(i = 1, 2 . . . . . .N ),
the maximum number of iterations tmax, the damping
factor λ

Output:
The result of clustering Cs = {C1,C2, . . . . . .CK }

1: Initialization: normalize the input data to eliminate the
influences of different dimensions

2: Construct the matrix of similarities [Sij]n×n between all
pairs of data points by the weighted Mahalanobis dis-
tance

3: Determine the sample space of the preference
[pmin, pmax]

4: while t=1:tmax do
5: Generate initialized populations by Equation 29
6: Update a based on Equation 13
7: Update A and d(t) based on Equations 11 and 12
8: if p < 0.5 then
9: if |A| ≤ 1 then

10: Update the current position by Equation 31
11: else if |A| > 1 then
12: Update the current position by Equation 32
13: end if
14: else if p ≥ 0.5 then
15: Update the current position by Equation 33
16: end if
17: Calculate and update the fitness and corresponding

position if there is a better solution
18: t=t+1
19: end while
20: Regard the best position as the preference
21: Execute the procedure of affinity propagation
22: return Cs

TABLE 4. The basic information about the selected datasets.

1) EXPERIMENT SETTINGS
To shorten the running time and reduce the number of oscil-
lations, it is necessary to specify the search space of the
preference. A previous study [58] has shown that when p =
pm
2 , the number of clusters N ≥

√
n, where pm represents the

median of the similarity between all samples and n represents
the sizes of the samples. Therefore, the search space of the
preference is defined as [pmin,

pm
2 ]. In addition, the damping

factor λ is set to 0.5. The maximum number of iterations
Max_iteration is 500. The individual size SearchAgents_no

is 30. For affinity propagation, the preference is set to pm.
The maximum number of iterations is 1000, and the number
of successive convergences is 100.

2) EVALUATION INDICATORS
To further evaluate the efficiency of the selected algorithms,
the F-measure (F), normalized mutual information (NMI)
index and Rand index (RI) are used as the evaluation criteria.

The F-measure is an external evaluation indicator
expressed in terms of both precision and recall, and it reflects
the recognition effect of the clustering method in each clus-
ter. Based on the known external classification criteria for
measuring the clustering effectiveness, the F-measure can be
calculated as shown in Equation 36.

F=
2∗P∗R
P+R

(36)

where P stands for precision. precision = TP
TP+FP . R repre-

sents recall. recall = TP
TP+FN .

The NMI index evaluates the clustering results against the
standard results based on mutual information. Generally,
the larger the NMI value is, the more similar the two clus-
tering results are. The definition of the NMI index is shown
as follows:

NMI (X;Y ) =
2I (X;Y )

H (X )+ H (Y )
(37)

where I (X;Y ) denotes the mutual information, which is
a measure in information theory that can be regarded as
the amount of information contained in one variable about
another variable.

I (X;Y ) =
K1∑
n=1

K2∑
m=1

P12nm
N

log(
P12nm
N

p1n
N ×

p2m
N

) (38)

P12nm is the number of samples in which the nth cluster of p1

is the same as the mth subset of p2. H (X ) and H (Y ) represent
the information entropy of clusters X and Y , respectively.

H (X ) = −
K∑
n=1

pn
N

log(
pn
N
) (39)

where K represents the number of clusters, N contains the
sizes of the samples, and pn stands for the number of samples
in the nth cluster.
TheRand index evaluates the clustering results by using the

principles of permutation and combination. The larger the RI
value is, the better the clustering effect is.

RI = 2[
f00 + f11
N (N − 1)

] (40)

f00 is the number of data points with different labels that
belong to different clusters. f11 is the number of data points
with the same labels that belong to the same cluster.
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FIGURE 5. Comparison results of four algorithms.

3) RESULTS AND ANALYSIS
In the experiments, the clustering results are evaluated with
reference to the real divisions. Figure 5 shows the compari-
son results of different algorithms on the five UCI datasets.
On the Iris dataset, the four algorithms do not differ much
from each other. This is because the Iris dataset has a good
clustering structure, so the traditional algorithms can also
achieve good results. When dealing with the latter three
datasets, APBWOA can handle data points that cannot be
distinguished by Euclidean distance due to the improvement
of the similarity measure. The results indicate that APBWOA
has the feature of adapting to complex structured datasets,
while the accuracy of the algorithm is also enhanced.

FIGURE 6. Comparison results on the Wine dataset.

There are 178 samples with thirteen dimensions in the
Wine dataset. The samples can be divided into three cate-
gories, with the number of samples in the categories being
59, 71, and 48. PCA is applied to reduce the dataset to three
dimensions, and the samples are represented by different
shapes. The visualization results are shown in Figure 6. The
figure shows that affinity propagation classifies the lower
three and the two upper left samples belonging to the second
class into the third class when processing the outlier points.
Obviously, the APAP, SAP, and CAAP cannot handle outliers
effectively either. However, the APBWOA correctly classi-
fies the points, which indicates that the algorithm has certain
robustness and noise immunity. In addition, when process-
ing the linearly inseparable data points, the AP algorithm

classifies 13 points belonging to the third class into the first
class and 18 points belonging to the second class into the
third class. Furthermore, the APAP misclassified 11 points
in the third class and 10 points in the other clusters. The SAP
produced up to 7 redundant clusters. The results show that
both the CAAP and APBWOA have fewer errors. In com-
parison, the APBWOA incorrectly classifies only 12 samples
belonging to the second class into the first class and correctly
classifies those in the third class. The performance results
indicate that the APBWOA has a superior ability to handle
the analysis of linearly inseparable problems.

FIGURE 7. Comparison results on the two-moon dataset.

FIGURE 8. Comparison results on the aggregation dataset.

Among the artificial datasets, the two-moon dataset con-
tains 500 data points randomly generated by two semicir-
cles. There are two diverse clusters, and the distribution is
shown in Figure 7(a). In the aggregation dataset, there are
400 data points randomly generated by four mixed Gaussian
distributions, and these can be seen in Figure 8(a). From the
clustering results, it is obvious that the traditional AP algo-
rithm performs poorly in handling such density-sensitive data
distributions, which can be seen in Figure 7(b) and 8(b).
Consequently, the AP algorithm generates more clusters than
are present in the actual situation. The reason for this is that
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the Euclidean distance measure does not satisfy the global
consistency requirement for cluster partitioning, resulting in
the failure of the AP algorithm to give accurate results when
handing complex clusters. For this reason, the Euclidean
distance-based APAP, SAP, and CAAP also did not achieve
satisfactory results on the two-moon dataset, which can be
seen in Figures 7(c), 7(d) and 7(e). Both the APAP and
SAP produce up to seven redundant clusters. Furthermore,
the CAAP is able to find the optimal preference via opti-
mization, but it cannot accurately reflect the true flow struc-
ture between data points. In contrast, the APBWOA uses
the weighted Mahalanobis distance to quantify node simi-
larity, and this measure has higher accuracy for identifica-
tion purposes. On the aggregation dataset, the SAP, CAAP,
and APBWOA all obtained better results, which is clearly
reflected in Figures 8(c), 8(d) and 8(e). However, after fur-
ther comparison, the APBWOA is better at handling outlier
points. As observed in Figure 8(f), the proposed algorithm
clearly divides the dataset into four classes, and the clustering
result for the boundary points is basically consistent with
the original dataset divisions. On this basis, the stability and
accuracy of the APBWOA in handling complex structures are
verified.

TABLE 5. The target status information.

B. EXPERIMENTS ON A SIMULATED SCENARIO
Suppose that a certain moment t, aircraft 1-5 of Party A
enter the battlefield from the northwest and fly along a line
60 degrees southeast. Simultaneously, aircraft 6-10 of Party
A enter the battlefield from the southwest and fly along
a line 60 degrees northeast. In addition, aircraft 11-15 of
Party B enter the battlefield from the east side, and they are
distributed in a ‘‘zigzag‘‘ arrangement. At moment t1, due
to the temporary order, aircraft 1-2 fly along the direction
of 30 degrees southeast, while aircraft 9-10 fly along the
direction of 30 degrees northeast. At the same time, Party
B remains unchanged, cruising on the established route.
At moment t2, aircraft 3, 4, 5, 6, 7 and 8 merge into a
group, while Party A completes semi-encirclement of Party
B. The battlefield target status information at moment t is
shown in Table 5.

FIGURE 9. The three-dimensional view of the simulated scenario.

In Figure 9(a), the red side represents Party A, and the
blue side represents Party B. The clusters to which the tar-
gets belong are shown with orange numbers. At moment t,
the targets of Party A are divided into two groups in total,
with targets 1-5 in group 1 approaching from the northwest
and targets 6-10 in group 2 approaching from the southwest.
The targets in group 3, Party B, are located on the east side
of the map and contain a total of 5 targets from 11-15. After
the simulation runs for a period of time, the motion state
of each target changes at moment t2. Then, three targets
each from the original cluster 1 and cluster 2 separated from
their respective original clusters. These 6 targets generated
a formation and are coded as group 4. While the remaining
targets continue to fly according to the original established
route, the formation sequence remains unchanged. The result
is accurately embodied by the APBWOA, and no error occurs
for the clustered targets, as shown in Figure 9(b).

FIGURE 10. Target grouping results at all times.

It can be seen from Figure 9 to 10 that targets 1-5, 6-10,
and 11-15 are divided into 3 formations at time t. At time
t1, the headings of aircraft 3, 4, 5, 6, 7, and 8 are adjusted.
The formation of aircraft 1-5 is split into two sequences,
1-2 and 3-5, and the formation of aircraft 6-10 is split into
6-8 and 9-10. At time t2, aircraft 3, 4, 5, 6, 7, and 8 merge
in formation. The battlefield targets are divided into four
formations: 1-2, 3-8, 9-10, and 11-15. The aircraft in Party
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A formed a semi-encircling trend of Party B, which proves
the correctness and effectiveness of the algorithm.

V. CONCLUSION
In this paper, we propose an affinity propagation method
based on an improved whale optimization algorithm for the
effective swarming of spatial targets to solve the battlefield
target grouping problem. Chaotic maps and nonlinear inertia
weights are introduced into the whale optimization algorithm,
and the algorithm achieves a balance between local search
capability and global exploitation capability according to
the change in weights from large to small. Subsequently,
the weighted Mahalanobis distance is used instead of the
Euclidean distance in the AP algorithm, and the prefer-
ence search is combined with the silhouette index. Experi-
ments on different datasets and simulated scenarios show that
compared with AP, APAP, SAP, CAAP. APBWOA is more
accurate and effective in terms of clustering, thus providing
an effective solution for the spatial clustering of battlefield
targets.

Although some improvements to affinity propagation have
been made, there are still problems to be solved. For instance,
affinity propagation is a hard-partitioned clustering algo-
rithm. Consequently, there is a clear division boundary in the
clustering process. In such a case, all data samples are strictly
divided into different classes. However, many objects studied
in real life do not have strict class attributes and subordination
relations. Additionally, there are overlaps in attributes and
class relations. Nevertheless, the soft clustering algorithm
represented by the fuzzy c-means algorithm can solve such
problems effectively. This gives us great inspiration.

In future work, the APBWOA can be combined with
soft clustering algorithms to obtain more realistic clustering
results than those obtained here. Additionally, the APBWOA
can be introduced to solve real-world problems in many
aspects, such as image segmentation, business planning, and
traffic recognition. Furthermore, it can be extended to com-
munication, finance, and other applications.
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