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ABSTRACT In this paper, a phase based method to calibrate a binocular vision sensor is presented. In this
method, only a surface plate is utilized. A series of phase shifting patterns are projected onto the surface
plate. In this case, fundamental matrix can be calculated out from point correspondences on two image planes.
As intrinsic parameters of each camera have been obtained according to related calibration method, essential
matrix can be worked out. Then, rotation matrix and translation matrix with a coefficient are deduced
based on singular value decomposition of the essential matrix. As size of the pattern can be confirmed
from a look-up table, the coefficient is determined. So far, the binocular vision sensor is calibrated. In our
proposed method, only one planar target without any pattern is necessary, which is with high precision and
easy machined. As the calibration method is based on related phase algorithm, the calibration process is
not affected by the ambient light which makes our calibration method robust. Experiment results show the
precision of our proposed method. When we utilized a laser displacement sensor with a precision of 0.01 mm
to determine size of the pattern, root mean square error of our calibration method is 0.103 mm with regard to
the measurement area of about 100 x 80 mm. Moreover, as planar features are widely existing, our proposed

method is very suitable for on-site calibration and auto-calibration.

INDEX TERMS Calibration, binocular vision sensor, target without any pattern, measurement.

I. INTRODUCTION

Binocular vision sensor is widely utilized in the field of vision
measurement [1]-[3]. Two cameras in a binocular vision
sensor are fixed in the process of measurement. Determining
the relationship of two cameras is significant which is known
as calibration.

Heretofore, calibration methods can be classified into
three categories according to utilized target, i.e. three-
dimensional (3D) target method, planar target method and
one-dimensional (1D) target method.

In 3D target method, a special target is utilized. Enough
non-collinear (or non-coplanar) feature points can be
obtained from known size of the target [4], [5]. Then relation-
ship between two cameras can be confirmed. As is known,
calibration results of 3D target method are accurate enough.
Unfortunately, 3D target method is with some inevitable
problems, such as mutual occlusion between different planes,
difficulty of producing precisely and so on.
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In planar target method, features on a planar target are uti-
lized such as corner points, cross points, center points and so
on [6]—[8]. The typical one is Zhang’s calibration method [9]
using a planar target with checkerboard pattern. Relation-
ships of these feature points (corner points) are known
exactly beforehand. Once images of these feature points
are captured by two cameras simultaneously, coordinates of
points under each camera coordinate system can be deduced
according to camera imaging model and relative position
constraints of features. When these corresponding points
are confirmed, relationship between two cameras can be
confirmed.

In 1D target method, geometrical feature is normal utilized,
such as co-linearity feature, invariance of double cross ratio
feature and so on [10]-[12]. Similar with the planar target
method, as relative locations (or relations) of features are
known exactly, relationship between two cameras in a binoc-
ular vision sensor can be confirmed.

In these calibration methods, a special target with known
features is required. These features should be machined
precisely as calibration results relay on these features abso-
lutely. As is known, the machining process is time-consuming
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and difficulty. Moreover, as feature points are extracted
depending on the contrast between features and background,
these calibration methods are affected by the ambient light
inevitably.

In this case, a phase based calibration method for a binoc-
ular vision is proposed. In this method, only a surface plate
is necessary. Vertical and horizontal phase shifting patterns
are projected on the plane. Matching points on image planes
of two cameras can be extracted according to absolute phase
images. Then fundamental matrix can be calculated out.
As each camera has been calibrated, i.e. intrinsic parameters
of each camera have been obtained, essential matrix can
be worked out. Based on singular value decomposition of
essential matrix, rotation matrix and translation matrix with
a coefficient are obtained. As the distance from the projector
to the plane is known, size of the pattern can be confirmed
according to related look-up table. Then the coefficient is
determined, i.e. the translation matrix is confirmed. In our
proposed method, any one target with a special pattern or
features is not necessary. Obtained matching points are nearly
not affected by the ambient light. Moreover, the proposed
method is robust and precise, which is very suitable for on-
site calibration and auto-calibration.

Il. MULTI-VIEW VISION SENSOR ON SCHEIMPFLUG
CONDITIONS

A. IMAGING MODEL OF A SINGLE CAMERA

A single camera is described by a pin-hole model. Imaging
model of a camera is illustrated in Fig. 1. Oc — XcYcZc is
the camera coordinate system (CCS) while o-xy is the image
coordinate system (/CS). Under CCS, camera center is at the
origin and the optical axis points in the positive Z¢ direction.
A spatial point P is projected onto the plane o-xy, referred to
as the real image plane under CCS. fj is the effective focal
length (EFL). Supposing the image point p = (x,y, I)T is
projection of the spatial point P = (X, Y, Z)T on the image
plane. Under the idealized pinhole imaging model, i.e. the
ideal model of the camera, P, p and the camera center O are
collinear [13].

FIGURE 1. Imaging model of a single camera.

When we define the world coordinate system (WCS) as
Ow-XwYwZw, coordinate of a spatial point P is defined as
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(Xw, Yw, Zw).Then we can obtain an expression as

Xw
X f00f[m rm rn & Yw
yl=10f Of|r21 m2 rm3 & 7 (D
w
1 0 0 1 3] 13 133 I 1
ri ri2 ri3
where Rg, = | r1 ryp 13 | isrotation matrix from WCS
31 32 133
Ix
to CCS and Tﬁ = | ty | is the corresponding translation

[Z
matrix. Eq.(1) can be rewritten as [9], [14]

Xw
u fo O wol|| i r2 r3 & Y
vIi=10f vol|r m o (2
I 00 1]]lrm 2 m ]|

where (u, v) is the projection of point P on image plane in

fx 0 uo
pixel unit, and matrix K, = 0 fy vo | is the intrin-
0 0 1

sic parameter matrix, where (ug, vo) is the principal point,
fx = f/dx,fy, = f/dy. Practically, the radial distortion and
the tangential distortion of the lens are inevitable. Normally,
the radial distortion is obvious and cannot be neglected. When
only considering the radial distortion, we have following
equations:

X =x(1+kir* +kor)

. 3)

5 =y(1 +kir? + kar*)
where 12 = x2 + y2, (x, y)T is the distorted image coordinate
and (%,7)T is the idealized one. k; and ky are the radial
distortion coefficients of the lens.

Ye Left Canera Right Canera

FIGURE 2. Measurement model of a binocular vision sensor.

B. MEASUREMENT MODEL OF A BINOCULAR VISION
SENSOR

A binocular vision sensor is consist of two cameras (as illus-
trated in Fig. 2). Define the left camera coordinate system
(LCS) as 015 — Xé YéZé, while the right camera coordinate
system (RCS) as Of —X2YEZE. Traditionally, LCS is defined
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as the global coordinate system (GCS). Measurement model
of the binocular vision sensor can be formulated as

simyp = K [1]0]M

s,my = K,[RITIM “

where s,, is a coefficient, I is the unit matrix, K,, is the intrinsic
parameter matrix of camera n, R is the rotation matrix while
T is the translation matrix from GCS (LCS) to RCS. M is
the homogeneous coordinate of a spatial point under GCS,
while my, is its corresponding image coordinate under /CS of
camera n.

C. IMPROVED BINOCULAR VISION SENSOR

In the measurement of a binocular vision sensor, feature
points should be extracted. For the purpose of extracting
more feature points, additive feature pattern is projected onto
the object target, such as laser stripes, phase-shifting pattern
and so on [15], [16] (two typical improved binocular vision
sensors are illustrated in Fig. 3).

Laser Stripe H Phase Pattern

_

Laser Projector

(@) (b)

Left Camera Right Camera Left Camera

Phase Projector
FIGURE 3. Two typical improved binocular vision sensors.

In Fig. 3(a), laser stripes are projected onto surface of the
measured target. Images are captured by two cameras of the
binocular vision sensor simultaneously. In this sensor, feature
points are centerline points (or edge points) of each laser
stripe, which are obtained by related extraction algorithms
such as C.Steger’s algorithm [17]. Moreover, as is known,
in order to capture a clear feature image, the contrast between
light strips and background should be sharp. Optical filter is
normal utilized to reduce effect of the ambient light. In this
case, an improved binocular vision sensor based on phase
shifting algorithm is present as illustrated in Fig. 3(b). Effect
of the ambient light can be removed based on the mathematic
description of the phase shifting algorithm.

IIl. PRINCIPLE

A. PHASE SHIFTING ALGORITHM

Phase shifting algorithm is widely utilized in the binocular
vision sensor as its high robustness and denseness. In gen-
eral, a projector is fixed with these two cameras. Series of
fringe patterns are projected onto the measured object. Cor-
responding images are captured by two cameras separately.
Absolute phase can be calculated out according to related
phase shifting algorithm [18]. As absolute phase of matching
points are identical, one additive constraint can be given.
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Combined with the epipolar constraint, matching points can
be confirmed precisely.

Take four step phase shifting algorithm as an example. Four
fringe images can be mathematically described as below:

Ii(x,y) =1I'(x,y) +1"(x, y) cos[¢(x, y) + 0]
D(x,y) =1'(x,y) +1"(x, y) cos[p(x, y) + 7 /2]
L(x,y) =1'(x,y) +1"(x, y) cos[p(x, y) + 7]
Is(x,y) =1I'(x, y) + 1" (x, y) cos[p(x, y) + 37/2]

where ¢(x, y) denotes the wrapped phase, I'(x,y) denotes
the average intensity of ambient light, while I”(x, y) denotes
the intensity modulation. As average intensity is estimated
as I'(x, y), phase shifting algorithm can remove effect of the
ambient light. The wrapped phase can be solved according to
the following equation:

Iy — 1
$(x,y) = tan"! (ﬁ) ©)

&)

where tan~! in Eq.(6) denotes arctan function. The calcu-
lated wrapped phase is ranging from —x to +m with 27
phase discontinuities. When feature matching is conducted,
the absolute phase should be recovered. Heretofore, there are
many recovery algorithms, such as space phase unwrapping
algorithm, temporal phase unwrapping algorithm, etc. In our
calibration method, multi-frequency phase shifting algorithm
is used to recover the absolute phase. In this algorithm,
the absolute phase of two series of fringes with a close fre-
quency can be calculated according to the following equation:

Dy = ¢p + 2kp
D) = ¢ + 2k @)
¢eq = ¢h - d’l

where ¢y and ¢; are wrapped phases of high and low fre-
quency fringes, while ®;, and ®; are their corresponding
absolute phase respectively. The coefficient &, is defined as

Aea/ M) Peg —
k, = Round <( a/ h)2 kl ¢h) n=~n1l 8)
T

where Round() denotes the closest integer value obtained. A,
and A; are the frequency of high and low frequency fringe

respectively. And frequency of additional phase is defined as
Ak
)\eq = )Lhﬁr)[q .

B. FUNDAMENTAL MATRIX
As is known, projections of one spatial point on two images
is with the same phase. For the purpose of determining
matching points [19], vertical and horizontal phase shifting
patterns are projected onto a plane. Then absolute phase
in two different directions can be worked out according to
Eq.(7). Feature points can be selected as projections of the
same point are with the same absolute phase in two directions
(as illustrated in Fig. 4).

Define projection of the spatial point on image plane of
camera one as my, its corresponding projection on image
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FIGURE 4. Feature points detection in this paper.

plane of camera two as m;, then we can get the relationship
as

m Fm, =0 9)

where F is the fundamental matrix. When we put the plane on
several different positions, we can get enough matching point
correspondences. In this case, the fundamental matrix can
be calculated out according to related algorithm, such as the
normalized eight-point algorithm, the algebraic minimization
algorithm, the distance minimization algorithm and so on.

C. ROTATION MATRIX

Define intrinsic parameter matrix of left camera as Ky, intrin-
sic parameter matrix of right camera as K,, essential matrix
can be denoted as

E = K'FK; (10)
Furthermore, essential matrix E can be decomposed by
E = Udiag(o1, 02, 0)VT (11)

where diag denotes the diagonal matrix, singular values sat-
isfy oy = 03 = o, i.e. essential matrix has two same
singular values and one zero singular value. Then rotation
matrix R and translation matrix 7 (with a scale factor x) can
be deduced based on singular value decomposition (SVD) of
matrix E. Four possible solutions are listed as below [13]:

A:R=UzZV', T = kw3
B:R= UZTVT, T = —ku3

12

C:R=UzZVY, T = —ku3 (12
D:R=UZ"VT,T = kus
0O 1 0

matrix Z is definedas Z = | —1 0 O [, u3 is the vector
0 0 1

with respect to the zero singular value, namely the last column
of matrix U. In Eq.(12), A and C, similar with B and D are
baseline reversed, while C and D, similar with B and D are
rotated 180 degree about the base line. As is known, all points
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must locate on the positive z-coordinate directions of camera
one and camera two simultaneously. In this case, only one
solution can be selected from these four possible solutions,
i.e. rotation matrix and translation matrix with a coefficient ¥
are determined.

D. TRANSLATION MATRIX

Now we have obtained the translation matrix with a coeffi-
cient x. If we can calculate out the coefficient «, the trans-
lation matrix is determined. As is known, a projector has
functions of autofocus and trapezoidal correction. In this
case, the projected pattern can be kept as a rectangle. If we
can obtain the distance from the projector to the target plane,
size of the pattern can be obtained from a look-up table.

1) LOOK-UP TABLE

Normally, the look-up table is provided by the manufacturer.
In other words, if we cannot get the look-up table from the
manufacturer, we can get the table with the help of a laser
displacement sensor and a planar target easily. This procedure
is named as projector calibration which is detailed as follow:

(1) A laser displacement sensor is fixed with the projector
but not request to be perpendicular to image plane of the
projector. Namely, relationship between the projector and the
laser displacement sensor is unchangeable.

(2) A target which is with a checkerboard pattern is uti-
lized. Length of each square is known exactly.

(3) Then a rectangle pattern (or a pattern contains a rect-
angle) is projected onto the target plane. Homography matrix
from image plane to target plane can be calculated out. When
four corner points are detected, size of the pattern can be con-
firmed. Meanwhile, the distance from the laser displacement
sensor to the target plane can be read from the sensor easily.

(4) When the target is located in enough different positions,
the look-up table can be determined.

This procedure is time-consuming but not complex.

2) TRANSLATION MATRIX

When we get the look-up table, precise size of the pattern
can be obtained from the distance. Without loss of generality,
four side lengths are assumed to be di, d>, d3 and d4. When
we project the same pattern which we used to calculate the
look-up table onto a target plane, we can confirm size of
the projected pattern from reading of the laser displacement
sensor. Moreover, as description in Part A of this Section,
the phase shifting algorithm is not affected by the ambient
light. We can design special patterns to confirm the size
according to related multi-frequency phase shifting algo-
rithm. An example is given as illustrated in Fig. 5.

As illustrated in Fig. 5(b), four sides of the pattern are AB,
BD, AC and CD separately. When the wrapped phase or the
absolute phase is obtained, each side can be fitted according
to related linear fitting algorithm. The distance from point A
to B can be defined as dj, while the distance from point C
to D is dy, the distance from point A to C is d3, the distance
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FIGURE 5. Special patterns to confirm the size according to
multi-frequency phase shifting algorithm.

from point B to D is d4. Relationship can be described as

|AB| = d;
CD|=d
|CD| = d> (13)
|[AC| = d3
|BD| = dy
0
According to Eq. (4), when defined K; = | 0 fyl vé ,
0 0 1
fE0 u
K. = | 0 fJ v |, wecan get the relationship as (14),
0 0 1

shown at the bottom of the page, where the spatial point under
GCSis P = (X,Y,Z)", while its projection on image plane
of left camera is (u7, v;)T, and its projection on image plane
of right camera is (i, vr)T. Then point P can be worked
out by least square method if the rotation matrix and the
translation matrix are confirmed. From Part C of Section
three, the rotation matrix is confirmed completely, while the
translation matrix is with a coefficient k. Combining Eq.(13)
with Eq.(14), as real distances are confirmed, the coefficient
can be calculated out. Namely, calibration of a binocular
vision sensor is finished.

E. OPTIMIZATION

1) OPTIMIZATION OF TRANSLATION MATRIX

When the target is located on several (n) different positions,
we can obtain several groups of feature points. Then one
objective optimization function can be assumed as

n

fite) =Y _[(AB| — d1)* + (ICD| — dy)*
=1
+(IAC| — d3)* + (IBD| —dg)*1  (15)

When using a square pattern, we can get the relationship that
dy = dp, d3 = dj. In this case, an additive constraint can be
given as
n
f) = >_[14BI = |CDI? + (D] — 1BC)?| - (16)
i=1
By minimizing these two optimization functions, optimal
coefficient «, i.e. the optimal translation matrix is obtained.

2) OPTIMIZATION OF ROTATION MATRIX

Define a line in the space under GCS as L. If the projection
line of L on image plane of left camera is defined as /; =
(a;, by, c1), its corresponding projection line on image plane
of right camera is defined as /. = (a;, by, ¢;), line L can be

denoted as
T
Lz[llfr;ﬂ (17)
where
floo w0
P =K[10l=| 0 f' vy O (18)
0O 0 1 O

my mp m3 M4
P, =K, [RIT]=| ms mg m; mg (19)
mg myp mpp mp
If two space lines (L; and L,) are coplanar, we can get the
relation as

(LiILy) =0 (20)
Combine with Eq.(17), we can get the definition as
(Ly|L,) = det [llTPl, iTp,, TP, ?,TP,] =0 @1

where det denotes determinant of the matrix. In the process
of calibration, we can get several coplanar lines, such as side
lines of the projected pattern, the line with same phase and
so on. In this case, we can define an objective function to
optimize our calibration result:

n—1

Fi(R, 1) =) [(LilLi11)] (22)

i=1
Certainly, the rotation matrix should also satisfies its inherent
properties. Then we can get another objective function as

Fa(R) = sum(‘RRT — I‘) (23)

By minimizing Eq.(22) and Eq.(23), we can get an optimal
rotation matrix.

1! 0
0 1

firn 4 (g —ur3y flro+ (y —ursa flr + gy — u)rs3
fyran+ o —vrst [+ g —ve)ra firs + 0 —ve)rss
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IV. EXPERIMENTS AND DISCUSSION

In this section, we built a binocular vision sensor with
a phase projector. The binocular vision sensor is con-
sisted of two cameras (Daheng Imaging MER-231-41GM).
Each camera is with a maximum resolution of 1920 x
1200 pixels. The phase projector which is used to gen-
erate a phase pattern is GX1600 with a resolution of
1600 x 1200 pixels.

A. CAMERA CALIBRATION

In our experiment, each camera is calibrated by Zhang’s
calibration method [9], [14]. The planar target to calibrate
each camera is illustrated in Fig. 6(a), which is with a pre-
cision of 0.01 mm. Obtained intrinsic parameters are listed
in Table 1.

TABLE 1. Intrinsic parameters of two cameras.

No. fx fy uo Vo ke1 kc2
1 1403.327 1408.318 956.417 614.874 -0.095 0.071
2 1414.263 1391.802 956.313 604.829 -0.113 0.189

In Table 1, fx and f, represent the scale factor in
x-coordinate direction and y-coordinate direction respec-
tively. (uo, vo)T are coordinates of the principal point in terms
of pixel dimensions. Planar targets used in our experiments
are illustrated in Fig. 6.

A8

(a) (b) (©)

FIGURE 6. (a) The planar target used to calibrate each camera, (b) the
target used to calibrate the projector and evaluation, (c) the target used
to calibrate the binocular vision sensor.

B. PROJECTOR CALIBRATION
In this section, the phase projector is calibrated accord-
ing to the procedure detailed in Section three. A planar
target with checkerboard pattern is utilized (as illustrated
in Fig. 6(b)). As the size of the square is known exactly
(20 mm with precision of 0.1 mm), homography matrix H
from the image plane to the target plane is worked out. When
a square pattern (as illustrated in Fig. 7(a)) is projected onto
the target plane, four corner points can be extracted pre-
cisely according to related sub-pixel corner extraction algo-
rithm [17]. According to properties of homography matrix,
four corner points under CCS can be calculated out, i.e. size
of the projected pattern can be confirmed (as illustrated
in Fig. 7(b)).

Moreover, a laser displacement sensor (ZSY ZLDS112-
200) is fixed with the phase projector. Measurement range of
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FOV of the camera

Laser spot
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Cormner points to calculate
pattern homography matrix
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Corner points of the square

FIGURE 7. (a) Original image of the square pattern, (b) image of the
projected square pattern on the target captured by one camera.

TABLE 2. Part results of the obtained look-up table (mm).

No dis d, d, ds dy
1 20102 7791 78.03 61.08 60.59
2 20311 79.07 79.24 6233 6251
3 20672 81.87 81.96 6390 64.02
4 20925 83.12 8329 66.15 6597
5 21193 8548 8577 6791 6823
6 21650 86.73 87.03 69.72 70.10
7 21932 8833 8857 71.02 7135
8 222,01 90.11 9037 7322 7349
9 22739 92115 93.01 7531 7553
10 230.07 94.00 9426 77.93 78.02

the displacement sensor is 200 mm in the distance of 150 mm
(i.e. from 50 mm to 250 mm) with a precision of 0.01 mm.
In this case, the distance from the laser displacement sensor
to the target plane (dis) can be read out. When the target
is located in enough different position, we can obtain the
relationship between the distance and size of the pattern,
namely the look-up table as mentioned in Part D of Section
three.

Part results of the look-up table are listed as Table. 1.
Without loss of generality, define four sides length of the
pattern as d1, da, d3 and d4 respectively.

C. CALIBRATION FOR THE BINOCULAR VISION SENSOR
In this paper, three-frequency phase shifting algorithm is
utilized to get the absolute phase. Three frequencies are 70,
64, and 59 respectively. Phase images are generated by the
projector. Original phase images and ideal absolute phases
are illustrated in Fig. 8.

Phase images are projected onto the target plane (as illus-
trated in Fig. 6(c)). The planar target is not with any special
pattern and its machining precision is 0.01 mm. Images of
the phase shifting patterns are captured by two cameras as
illustrated in Fig. 9.

Based on the calibration procedure detailed above, we can
get calibration results of the binocular vision sensor,
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FIGURE 8. Original phase images and ideal absolute phases.

N i

\\ L M\\
\ ‘
\\\ I Wl “\\ i ““M

FIGURE 9. (a) Series of phase images captured by left camera, (b) series
of phase images captured by right camera.

i.e. rotation matrix and translation matrix as following:

0.731 —0.015 0.682

R=| 0007 0999 0.015 (24)
—0.682 —0.007 0.731
T = [—437.69, 3.410, 198.59]T (25)

D. EVALUATION

The planar target as illustrated in Fig. 6(b) is utilized to eval-
uate our calibration method. The distance between each two
adjacent feature points (i.e. corner points of checkerboard)
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TABLE 3. Evaluation of our calibration results.

Position 1 Position 2 Position3
20.089 19.885 19.893
19.919 19.706 20.144
20.033 19.925 20.137
19.829 19.990 19.976
20.032 20.031 19.914
Datea (mm) 19.997 19.984 20.063
20.109 20.111 19.914
20.008 19.879 19.889
19.999 20.153 19.923
20.037 19.977 20.112
RMS error (mm) 0.103

is known as Dre,) exactly. Then feature points can be recon-
structed based on our calibration results. Feature matching
is conducted according to related algorithm in our previous
work [8]. In this case, the measurement distance (Dyges) can
also be calculated out. All measurement values are compared
with their corresponding true value (20.00 mm). When the
planar target is moved into more different positions randomly,
we can obtain enough distances to evaluate our calibration
results (as illustrated in Fig. 7). Part of evaluation results are
listed in Table 3.

As listed in Table. 3, Root mean square (RMS) error of
measurement is about 0.103 mm. As the measurement area of
our binocular vision sensor is about 100 x 80 mm, the relative
measurement precision is about 1.03% with regards to the
measurement area.

E. COMPARISON WITH TRADITIONAL CALIBRATION
METHOD

Heretofore, the traditional calibration method is the planar
target based calibration method for a binocular vision sensor.
Normally, a planar target with a special pattern is located on
the overlapping view fields of two cameras. For comparison,
we calibrate the binocular vision sensor using a planar target
as illustrated in Fig. 5(a). The obtained rotation matrix and
translation matrix are:

0.733 —0.015 0.681

R=| 0007 0.999 0.015 (26)
—0.681 —0.007 0.733
T = [—436.87,3.356, 197.72]" Q7

For the purpose of comparison, we evaluate above calibration
results based on the procedure detailed in section 4.4. Evalu-
ation results in three positions are listed in Table 4.

As listed in Table. 4, RMS error of the calibration results
based on traditional calibration method is 0.114 mm. It is with
the similar precision as the calibration results based on our
proposed method.

In the tradition calibration method, the limitation is the
precision of the target which is with precision of 0.01 mm
(of course, the target used for evaluation is with a precision
of 0.1 mm). In our proposed calibration method, rotation
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TABLE 4. Evaluation of our calibration results.

Position 1 Position 2 Position3
19.885 20.010 20.072
20.259 19.933 20.019
19.992 19.807 19.956
19.821 20.084 19911
20.010 19.946 20.030
Dyea (mim) 19.940 20049 20074
20.171 19.981 19.786
19.916 20.135 19.893
20.096 20.012 20.144
19.804 19.980 19.879
RMS error (mm) 0.114

matrix is decomposed from the essential matrix. So the limi-
tation for determining rotation matrix is the planar target. For
the translation matrix, the limitation is the precision of the
laser displacement sensor, which confirm the coefficient .

As the precision of limitation is with the same precision,
traditional calibration results and our calibration results are
with a similar precision.

F. APPLICATION IN SELF-CALIBRATION

As is known, planar features are widely existing in many
scenes, such as ground plane, floor plane, wall plane and other
plane in some industrial scenes (as illustrated in Fig. 10).
In this case, we can calibrate a binocular vision sensor using
our proposed method with the help of those planar features.
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FIGURE 10. (a) Ground plane, (b) floor plane, (c) wall plane and (d) other
planes in industrial scenes.

V. CONCLUSION

A phase based calibration method for a binocular vision
sensor is proposed. With the help of only one surface plate,
a binocular vision sensor can be calibrated. As phase shifting

VOLUME 9, 2021

patterns are projected onto the surface plate, matching points
on image planes of two cameras can be confirmed. In this
case, the fundamental matrix can be worked out easily. Then
essential matrix is determined as the intrinsic parameters of
each camera have been obtained. According to the singular
value decomposition, rotation matrix and translation matrix
with a coefficient are worked out from the essential matrix.
As the size of the pattern is known from the look-up table,
the coefficient can be confirmed. In this proposed calibration
method, any one target with a special pattern is not necessary.
Moreover, the calibration process is not affected by the ambi-
ent light according to the phase shifting algorithm. Exper-
iments show the robustness and precision of this method,
which is suitable for on-site calibration and auto-calibration.
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