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ABSTRACT Aiming at the difficulties in document-level summarization, this paper presents a two-stage,
extractive and then abstractive summarization model. In the first stage, we extract the important sentences
by combining sentences similarity matrix (only used for the first time) or pseudo-title, which takes full
account of the features (such as sentence position, paragraph position, and more.). To extract coarse-grained
sentences from a document, and considers the sentence differentiation for the most important sentences
in the document. The second stage is abstractive, and we use beam search algorithm to restructure and
rewrite these syntactic blocks of these extracted sentences. Newly generated summary sentence serves as the
pseudo-summary of the next round. Globally optimal pseudo-title acts as the final summarization. Extensive
experiments have been performed on the corresponding data set, and the results show our model can obtain
better results.

INDEX TERMS Extractive summarization, abstractive summarization, beam search, word embeddings.

I. INTRODUCTION
With the explosive growth of text data on the web, how
quickly obtain the nut graph or thematic meaning of long text
is a vitally important research in natural language processing.
This task is further referred as the text summarization or text
semantic extraction and generation [1], [2]. Depending on the
form of obtaining and outputting, text summarization is gen-
erally divided into the following two paradigms, extractive
and abstractive [3], [4]. Extractive selects important sentences
as the summary of the document, while abstractive mainly
obtain the summarization by generating, rewriting, similar to
the knowledge extraction of the human brain [5], [6].

The features commonly used in extractive summariza-
tion are mainly sentence position, part of speech, word fre-
quency, sentence length, etc [7]. Nonetheless, vector space
representation is to map text to vector space, use matrix
decomposition, dimensionality reduction or by calculating
the similarity of sentences in documents, and then choose the
optimal sentence as the summary [8], [9]. The graph-based
method is to treat the content of the sentence in each
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document as the representative structure of the graph, use
the word or sentence as the node in the graph, and utilize
the relationship in the graph for the summary [10], [11].
The method of combinatorial optimization can acquire the
optimal solution by using methods such as integer linear
programming, submodular function or the appropriate com-
binatorial optimization through the coverage and diversity of
the summarization.

Words and sentences in the summary obtained by the
abstractive methods maybe not in the document. The
mainstreams are based on encoder-decoder or sequence-
to-sequence models. Encoder-decoder can be assigned to
sequence-to-sequence models too. For the past few years,
to solve the problem of Out Of Vocabulary (OOV), there
are two typical summarization methods in the abstractive
summary, one is the copy network (CopyNet) [12], and the
other is the pointer network structure (Ptr-Net) [13]. Copy-
Net’s network structure uses an end-to-end trainingmodel. Its
framework is based on the encoder-decoder model of RNN.
There are two sub-modules for addressing OOV. One is the
generation module and the other is the copy module. This
model deals with the process of generating words differently,
and it owns a state update mechanism.
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However, content generated by abstractive methods are
often suffering issues such as poor readability, data redun-
dancy, and large semantic deviations from source. So they
cannot convey the semantics of the document [14], [15].
While the extractive ones often face one-sidedness, cover-
age narrow, so they cannot convey the overall semantics
of the document [16]. In order to obtain a better summary
of the document, we propose a two-stage, hybrid abstrac-
tive and extractive, summarization that combined the advan-
tages of the two methods. This method does not prescribe
the document-summarization pairs, so it is an unsupervised
learning model. Firstly, the extractive model selects the most
significant sentences in the document. Taking into account
the differences or features of sentences (such as word embed-
dings, sentence position, paragraph position, etc.), we extract
several notable ones. Embeddings of extracting sentences
are constructed based on the syntactic dependent blocks.
The second step is the abstractive model that rewrites these
sentences as the final summarization.We use the beam search
algorithm on the syntactic blocks of extracted sentences.
The sentence that has the highest score will serve as the
pseudo-summary. The next cycle will be executed. The best
pseudo-summary is the last summarization. Extensive exper-
iments have been conducted on duc2004 and Chinese dataset.
Ultimately, we have achieved better results.

II. RELATED WORKS
Summarization is a hot topic in current natural language
processing. This task has two main paradigms: extractive and
abstractive. According to the number of source documents,
it can be divided into Single Document Summary (SDS)
and Multi-Document Summary (MDS) [17]. According to
the adoptive technology, it has a tripartition: graph-based
(such as TextRank) [18], neural-network-based, clustering-
based [19], [20]. Early research mainly focused on extrac-
tive [21], [22]. In recent years, with the increase of deep
learning and large corpora, many scholars have conducted
extensive research on document-level summary.

Deep learning based is a very popular method in recent
years. It uses sequence models for processing such as RNN,
LSTM, BERT, etc. Then uses attention mechanism [23], [24],
fine-grained [25], SummaRuNNer [26], etc. Abstractive uti-
lizes encoder-decoder or sequence model (Seq2Seq) as input,
including convolutional neural networks, recurrent neural
networks, long-term and short-term memory networks, and
gated networks. Qian et al. [27] use multiple neural network
models to choose important words. In particular, it has been
used to optimize non-differential measures of language gen-
eration and reduce exposure bias [28], [29]. Henß et al. [30]
exploit Q-learning-based reinforcement learning models that
are suitable for single-document and multi-document sum-
maries. Paulus et al. [31] utilize weighted machine learning
and reinforcement learning (ML+RL), mix loss functions
to achieve the stability and linguistic fluency. These meth-
ods mainly use reinforcement learning, bridge the sentence
extractor for end-to-end training.

Ling and Rush proposed a coarse-to-fine method that
firstly extracted a sentence, and then used reinforcement
learning to bridge the factorized representation, and finally
generated the answer. Zhou et al. [32] proposed selective
gates to increase abstract generalizations. Tan et al. [33]
used the extraction and synthesis on Question Answer-
ing system (QA). To solve the problems in the extended
auto-summarization method, the literature [34] proposed
a two-phase auto-summarization named TP-AS. It com-
bines pointer and attention mechanism. For the high cost of
large-scale corpus tagging, many experts have adopted unsu-
pervised methods, such as TF-IDF which utilizes the statisti-
cal feature-based, cluster-based, and graph-based [35], [36].
However, the current summarization rarely involves the syn-
tactic structure, and often uses a large number of parameters,
so those models are more complex.

Our proposed method, which utilizes extractive and
abstractive, is an emerging way. Integrating extractive and
abstractive can produce better quality. In a general way,
extractive will extract a certain number of significant sen-
tences, and then execute abstractive method on the extracted
sentences.

III. A HYBRID EXTRACTIVE-ABSTRACTIVE TEXT
SUMMARY MODEL
A. BASIC FRAMEWORK
This paper proposes a hybrid extractive-abstractive two-stage
summary generation model. As shown in Figure 1, in the first
stage, the neural network attention mechanism and sentence
display features are used to extract the most important sen-
tences (as candidate summary sentences), which is to extract
top-k sentences by segmenting (paragraphs, sentences and
words), and use attention mechanism (including sentence
position, paragraph position, keywords, sentence relations,
etc.). In the second phase, the extracted sentences are to the
dependent syntactic analysis, and then they will be divided
into different syntactic component blocks. For each word
in the syntactic blocks, a distributed vector representation
and attention mechanism are used to construct a simplified
syntactic block vector. Beam search algorithm is performed
for syntactic recombination. The best one will act as the
document summarization.

This paper implements the two stages and combines the
two abstract parts. For document-summary pairs {xi, yi}Ni=1,
N is the number of pairs. The target is to construct an
approximate:

X
h
→Z

f
→Y , X = {xi}Ni=1, Z = {zi}

N
i=1, Y = {yi}

N
i=1,

1 ≤ i ≤ N . X is the set of original document sentences, Z
corresponds to several sentences extracted from the source
document, and Y is the summarization, h (xi) = zi, f (zi) =
yi, 1 ≤ i ≤ N . h and f correspond to the extractive model
and the abstractive model, respectively. Our method has com-
bined both extractive and generative methods. In Figure 1,
the most important top-k sentences of the document (the dark
blue frame) are extracted based on the similarity between
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FIGURE 1. The basic framework of our model.

sentences in document. The bright blue frame is the abstrac-
tive module.

B. SENTENCE REPRESENTATION
In this section, sentence vector representation is constructed
by the dependent syntax and word embeddings in the sen-
tence. After word segmentation, word embeddings of each
word is obtained through pre-training. The sentences are sent
to the syntactic analysis module for obtaining the dependency
tree. According to the dependency relationship, we separate
them for different syntactic blocks. The stop words inside the
syntactic block are deleted, and the syntactic block depen-
dency relationship label is kept unchanged. For the interior
of syntactic blocks, the syntactic representation is constructed
by combining the dependent distances from the core word.

C. SYNTACTIC BLOCK ALIGNMENT
In order to avoid the differences caused by the syntactic struc-
ture in sentence representation, we use syntactic block align-
ment to ensure that the same syntactic components appear
at the same position in different sentences. We adjust the
syntax according to the dependency tags or the order of the
blocks (the passive sentence should be changed into the active
sentence uniformly, and different syntactic components are
normalized). Finally, we concatenate the block vectors of the
sentence for the sentence representation.

D. EXTRACT IMPORTANT SENTENCES
The explicit features of sentences mainly include sentence
position, paragraph position, key words, key sentence, and
others. We can precisely observe those features from the
document. This information plays a very important role in
the extractive phase. In addition, there are certain specific
relationships between sentences, that is, the logical relation-
ship of theirs. We can seek the semantic evolution from
the sentence context. The semantical coherence of logical

content is evident in a structured hierarchy. Therefore, this
section models the relationship between sentences on basis of
the above. Figure 2 depicts a tree-like sentence relationship
for modeling sentence relationships. We score the sentence
according to the connectives contained sentence position,
paragraph position or other features.

FIGURE 2. The diagram of sentence relation.

1) CONSTRUCT LOGICAL CONNECTIVE DICTIONARY
Combining the commonly used sentence connectives,
we construct and build a logical connective dictionary. Some
connectives are given in Table 1. Conjunctions are utilized to
concatenate words, phrases, or sentences, and to represent
certain logical relationships. This section focuses on con-
junctions that appear between sentences after segmentation.
Conjunctions indicate relationships such as juxtaposition,
transition, cause and effect, choice, assumption, comparison,
concession, etc.Weweight summative, progressive, and turn-
ing sentences to increase the importance of the homologous
ones. The main reason is that the model we proposed com-
bines a variety of features including deep learning features
(word embeddings, Beam search), and text display features
(paragraph location features, sentence location features, etc.),
which has more semantic representation capabilities.
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TABLE 1. Weight of Chinese connectives.

2) WEIGHTING SENTENCE BY LOGICAL CONNECTIVES
The weight of logical connectives is defined by Wl .
Condition_1 denotes that the sentence contains sum-
mary words. Condition_2 represent that the sentence
contains words of progressive or transition type, and
Condition_3 denotes sentences contain other general con-
nectives. Condition_4 represents general sentences. Some
examples of logical words are shown in the Table 1.

Wl =


0.5, Condition_1
0.3, Condition_2
0.2, Condition_3
0.1, Condition_4

(1)

3) THE PARAGRAPH WEIGHT
The paragraph weight can be calculated as:

W(di) =


0.5n−1, n ∈

[
1,
m
2

]
0.5|m−n|, n ∈

[m
2
,m
] (2)

where Wdi represents the weight of the i-th paragraph, and
m is the total number of paragraphs in the document. As can
be seen, the weight of the first and last paragraphs is relatively
high, and reduced by the second paragraph and the penulti-
mate paragraph, etc. i takes an integer from 1 to m, and the

weight of m paragraphs is normalized as:

W ′di =
Wdi∑m
j=1Wdj

(3)

4) SENTENCE WEIGHT IN A PARAGRAPH
The weight of the position of sentence in paragraph is sim-
ilar to the weight of paragraph in document, and it can be
represented as:

Wsi =


0.5n−1, n ∈

[
1,
|ds|
2

]
0.5||ds|−n|, n ∈

[
|ds|
2
, |ds|

] (4)

where Wsi represents the weight of the i-th sentence in para-
graph, and |ds| denotes the total number of sentences in a
paragraph, and we normalize the weight is:

W ′si =
Wsi∑m
j=1Wsj

(5)

5) WORDS WEIGHT IN A SENTENCE
For all words in a sentence, we weight words in the light of
importance in the document after removing the stop words.
For reducing the impact of word frequency differences,
we use an improved TF-IDF version to calculate the weight
of words.

Wci =
lg
(
Fci + 1

)
× lg N

Ncik√∑h
j=1

(
lg
(
Fcj + 1

)
× lg N

Ncik

)2 (6)

N is the number of words after segmentation excluding the
stop words. Ncik denotes the number of word ci that appeared
in document. And Wci represents the result about word ci.
We score the sentence according to words appeared in the
sentence.

W ′ci =

∑|s|
j=1Wcj

|s|
(7)

where |s| represents the number of words in the sentence.

6) SIMILARITY MATRIX OF SENTENCES
We dynamically constructed the similarity matrix based on
the euclidean distance between sentences in a document.
Assuming that the document has N sentences, the similarity
of the sentences is a matrix of N ∗N . aij is the similarity value
between sentence i and sentence j. In the matrix, the sum of
row i (or column j) indicates the importance of the i-sentence.
The sum of every row (or column) will be sorted. Top-k
(or k-highest similarity with pseudo-title in the next round)
sentences are used as candidate summaries which are used as
input for the abstractive model.

SIM =

 a11 · · · a1N
...

. . .
...

aN1 · · · aNN

 (8)
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Wsimsi =

∑|D|
j=1 aij∑|D|

k=1
∑|D|

j=1 akj
(9)

where |D| represents the number of sentences in document,
and Wsimsi denotes the normalized weight of i-th sentence.
If the similarity of two sentences is too high, and one sentence
is already in the candidate set. We add a threshold that can
ensure redundancy of the candidate sentences. The compre-
hensive score of the i-th sentence can be calculated as:

WS = αWli + βW
′
di + γW

′
si + δW

′
ci + µWsimsi (10)

where α+β+γ +δ+µ = 1, α, β, γ , δ and µ are regulatory
factors.

Extractive model sorts the top-k sentences scored by
Eq.(10). The sentence with the highest weight is used as the
initial pseudo-title.

E. REDUNDANCY OF CANDIDATE SENTENCES
The extractive model scores the sentences based on the pre-
vious content, and obtains the top-k important sentences in
the document. If there is already a sentence in the candidate
summary sentences. In order to obtain better top-k sentences
and remove very similar sentences, we set a threshold to
prevent completely consistent or very similar sentences from
adding to the candidate sentences. The limit threshold is as
follows:

W h
s =

{
WS , Wsimsih < 0.8
0, others

(11)

whereWsimsih is the maximum similarity between the current
sentence with the candidate ones. If their similarity value is
greater than 0.8, it cannot be put into the candidate set which
serves as input to the next stage.

F. SUMMARIZATION GENERATION
We syntactically analyze the extracted sentences, divide them
into different dependent syntactic blocks, and then use beam
search algorithm on the syntactic blocks. The best results
act as the pseudo-summary in the next round. The pseudo-
summary generated by the algorithm in this round is used as a
pseudo-summary for the next round of loops until it converges
to the optimal value which acts as the final summarization.
The pseudo codes are shown in Algorithm 1.

G. BEAM SEARCH
Traditional broad search algorithm can find the optimal result
by traversing all the nodes, but the consumption of resources
increases exponentially, if the searching-space is compar-
atively large, it will cause excessive or insufficient mem-
ory consumption. The Beam Search algorithm can optimize
and greatly reduce the searching-space and time cost, and
it only maintains the specified number of nodes. Initially,
only the starting nodes are stored and subsequently we add
other related ones to the ordered sequence. We only preserve
the specified numbers of nodes during processing until all

Algorithm 1 Abstractive Summarization Model
Input: m sentences S = {s1, s2, s3, . . . , sm};
Output: a summary sentence Ssummary;
1: Syntactically analyze each sentence to abtain the syntac-
tic dependency of its words in S.
2: According to the dependency relationship of the words
in the sentences, we divide the corresponding sentence
into different dependency syntactic blocks, and record the
dependency relationship of the syntactic block:
si_block = {block1, block2, block3, . . . , blockn} ;
3: Normalize the syntactic blocks, and fulfill the missing
syntax chunks according to the context;
4: Use beam search algorithm on the generated syntactic
blocks;
5: Scoring the generated summary sentences, the highest
Ssummary serves as summarization.
6: The result will be put into the extractive model for the
next round.

subsequent nodes visited. This section utilizes Beam Search
algorithm to combine the syntactic components and consti-
tute a sentence. In order to prevent the deviation of syntactic
components, it is necessary to align the syntactic components
and perform anaphora resolution.

As shown in Figure 3, we perform column search on the
syntactic blocks of candidate summary sentences, the green
syntactic blocks are the syntactic component of sentence_1,
the blue ones are the syntactic component of sentence_2, and
the yellow ones are of sentence_3. Since the number of syn-
tactic component blocks in various sentences may be differ-
ent, some syntactic blocks may be nonexistent. To ensure the
effectiveness of the final summarization, the same column is
the same syntactic components. In addition, disambiguation
of referential pronouns in adjacent sentences will be solved.

IV. EXPERIMENT
A. EXPERIMENTAL DATA
In order to verify the effect of our model, we do a lot
of experiments on Chinese data and DUC-2004. Chinese
data that we used are collected about 1200 news texts
from large portals such as Sina and NetEase. We utilize
the genism software package for Word2Vec tool (https://
radimrehurek.com/gensim/). Pre-trained word embeddings
are obtained by training of the People’s Daily Corpus and
Wikipedia. The dimension of word embeddings is 300, other
parameters are used by default parameters of gensim. The title
of the corresponding article plays as the standard summary
for evaluations. We manually construct more reference sum-
maries that needed with corresponding text.

B. BASELINES
• TextRank [10], similar to PageRank, is just an unsu-

pervised algorithm. It is primarily used for keyword
extraction or summarization, and mainly treats the
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FIGURE 3. Beam search model.

Algorithm 2 BeamSearch
Input: syntactic blocks of i sentences {S1_block , S2_block ,
S3_block , . . . , Si_block};
Output: the optimal sequence order of the syntactic blocks
and the final summary Ssummary;
M = number of standardized syntactic blocks in a
sentence;
N = number of Beams;
1: Align the syntactic blocks of the input sentences accord-
ing to the dependency patterns of theirs;
2: Pronouns in the context are replaced with their real
content;
3: Add the first syntactic chunks of these sentences to the
hash table and the first column of Beam;
4: Append subsequent syntax blocks of these sentences to
the ordered sequence, processing all node in turns;
5: For i in M :
Combine the N -optimal sequence before i-1 blocks with
the i-th column;
And still retain the optimal N sequences;
6: The optimal sequence of syntactic blocks is used as
the final result, and we concatenate the optimal syntactic
blocks sequentially as the final result Ssummary.

relationship of sentences as a voting system which is
used to construct a TextRank network.

• GraphSum [37] has integrated the information such as
headings, word frequency, and other features into the
summarization, and it can construct a network graph of
text.

• CSAE [38] incorporates syntactic information, seman-
tics, statistics, and ranks for the summarization.

• ADOAT [39] has fully considered the similarity
between sentences, the structural information, and the
core sentence.

• PGNet & PGNet+ [6] are models with a hybrid
pointer-generator network. The PGNet+ model

additionally utilizes coverage mechanism to address
the word repetition in the generated sentence.

• KEDBS [40] is an abstractive model that exploits the
content-introducing approach to neural text generation.

C. EVALUATION
We have made use of the average accuracy P, recall R, and
average F1 as well as ROUGE for evaluating our model.

P =
1
n

n∑
i=1

|ai ∩ bi|
|bi|

(12)

R =
1
n

n∑
i=1

|ai ∩ bi|
|ai|

(13)

F1 =
2PR
P+ R

(14)

In the above formulas, ai represents the summary generated
by the corresponding model. bi denotes the summarization
of the real title or artificial markup. Moreover, we also use
ROUGE (ROUGE-1, ROUGE-2, ROUGE-L) to evaluate our
model. The formula is as follows.

ROUGEN =

∑
s∈ref

∑
N−gram∈s countmatch (N-gram)∑

s∈ref
∑

N−gram∈s count (N-gram)
(15)

ref represents the reference summaries. countmatch
(N_gram) denotes the number of matches generated by the
algorithms and the reference summaries. countmatch(N_gram)
denotes the number of matches generated by the algorithms
with the reference summaries. count (N_gram) represents the
number of N_grams in the reference summaries.

D. EXPERIMENTAL RESULTS AND ANALYSIS
As is shown in Table 2, S2, S3, S4, and S5 respectively indi-
cate the number of generated sentences. For example, S2 indi-
cates two sentence summary results, etc. GraphSum, CSAE,
and ADOAT are better than the results of the TextRank.
It indicates that the more features contained, the better result.
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TABLE 2. Multi-sentence examples of summarization.

TABLE 3. ROUGE on Chinese data and DUC-2004.

After incorporating statistical information such as syntactic
information and semantics, the CSAE model obtains better
results than GraphSum which only takes into account title
and sentence position. Since the ADOAT algorithm further
reduces and optimizes the generated summaries, the result
that obtained is better than that of CSAE. Our model has
taken into account the dependency syntactic relations and
various information, furthermore it constructs dependent syn-
tactic blocks which have taken full advantage of the attention
mechanism. Experimental results of our model have greatly
improved in terms of accuracy, recall, and F1 value.

The effects of the abstractive models are better than
these extractive ones from Table 3. The main reason is
that the abstractive can fully express the semantics of
the document. PGNet+ employs coverage mechanism to
avoid word redundant. Therefore it gets better results than
PGNet. KEDBS model exploits the content-introduced for
text generation, and it has stronger expressive ability than
pointer-generator network (PGNet & PGNet+). Our model
combines the advantages of extractive and abstractive sum-
maries. First, we obtain important sentences through the
extractive model, and then the syntactic blocks of these

sentences are reorganized by beam search. The best one acts
as the final summary. Our model achieves an improvement of
more than 3% on DUC-2004(in ROUGE-1 and ROUGEL),
and on the Chinese dataset, it has greatly improved
(+ 2.56 ROUGE-1, + 1.33 ROUGE-2, + 1.53 ROUGE-L).
The main reason is that the model we proposed com-
bines a variety of features including deep learning features
(word enbeddings and beam search), and text display
features (paragraph location features, sentence location
features, etc.), which has more semantic representation
capabilities.

E. AN EXTRACTIVE EXAMPLE
Figure 4 is a news document titled ‘‘

’’ (The balanced pattern of the prop-
erty market is gradually taking shape) which is col-
lected from the Sina.com.cn (http://news.sina.com.cn/pl/
2017-10-23/doc-ifymzqpq3400179.shtml).

Figure 4 is an extractive example, the extractive sentences
are shown in Table 4. Our extractive model has achieved
satisfactory results compared with the title.
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FIGURE 4. An extractive example.

TABLE 4. Chinese experimental results.

F. AN ABSTRACTIVE EXAMPLE
First, all sentences in the document are preprocessed, and
then sorted by extractive model (only senven sentences are
listed):
Sentence_1: (In

recent years, our private enterprises have been developed
rapidly).
Sentence_2:

(Private enterprises and private economy are ushering in a
new spring).
Sentence_3: (Give private

enterprises more certainty).

Sentence_4: , ‘‘ ’’
, ,

’’ (Carrying out the enterprise
from the broad ‘‘economy’’ and emphasizing it is the recog-
nition for the private enterprises, and also points out the key
‘‘hands’’ to promote the development of private economy).
Sentence_5:

,
(From the fixed tone of the high-rise building in the report
of the 19th National Congress to the multiple departments
responsing to concerns, they are giving private enterprises a
peace of mind to eliminate uncertainty);
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FIGURE 5. An abstractive example.

FIGURE 6. Beam search of syntactic blocks.

Sentence_6: ,
(Power gives private enterprises

greater market space and a more equal market position);
Sentence_7:

(Give play to the key role of investment in optimizing the
supply structure). .
Suppose the number of sentences extracted by the extrac-

tive model is three. Then we perform a generative summary
on the first three sentences. First, according to the content
of the document, we have appropriately preprocessed the
sentences, filled in the syntactic components and performed
anaphora resolution. After the above processing, the three
sentences are as following:
Sentence_1: ( private enter-

prises have more certainty). Sentence_2:
(Private enterprises have developed rapidly).

Sentence_3: (Private
enterprises and private economy are ushering in a new
spring).

Beam Search algorithm is Performed as figure 6, sentences
have multiple combinations. The top four sentence com-
binations are [ (private enterprises) (usher)

(new spring)], [ (private enterprises)
(develop) (rapidly)], [ ]

and [ (Private enterprises and private

capital) (develop) (rapidly)]. (private
enterprises) (usher) (new spring)] is slightly
higher than [ (private enterprises) (develop)

(rapidly)]. After in-depth analysis, themain reason is the
appearance of the sentence [ (private enterprises)

(usher) (new spring)] is in the last sentence
of the last paragraph. While the sentence [ (private
enterprises) (develop) (rapidly)] appears in the
middle of the document.

The abstractive summarization [ (private
enterprises) (usher) (new spring)] has
the same semantics as the real title of this document
[ (Let private enterprises usher
in a new spring)]. This example further proves that fusion of
more information (such as syntactic components, semantic
location information, etc.) can achieve better results. In addi-
tion, Beam Search based on syntactic structure has ensured
language fluency, semantic consistency, and readability of
summarization.

V. CONCLUSION
At present, there are two main methods of summariza-
tion. One is extractive and the other is abstractive. In order
to solve some problems in document-level summarization,
this paper combines the advantages of the two methods,
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and proposes a two-phase, hybrid extractive and abstractive,
abstract generation method. This method does not require
document-summary pairs that are indispensable in neural
network models. Therefore our model is an unsupervised
approach. By virtue of standardization and reorganization
for syntactic components, we have solved the poor read-
ability of the generated summarization to a certain extent.
Resulting from the complexity, diversity, and cross-document
semantic differentiation of multi-documents, this manuscript
does not involve multi-document summaries. Our plan of
next steps is about multi-document and cross-document text
summarization.
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