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ABSTRACT Being complex and combinatorial optimization problems, Permutation Flow Shop Scheduling
Problems (PFSSP) are difficult to be solved optimally. PFSSP occurs in many manufacturing systems i.e.
automobile industry, glass industry, paper industry, appliances industry, and pharmaceutical industry, and the
generation of the best schedule is very important for these manufacturing systems. Evolution Strategy (ES) is
a subclass of Evolutionary algorithms and in this paper, we propose an Improved Evolution Strategy to reduce
the makespan of PFSSP. Two variants of the Improved Evolution Strategy are proposed namely ES5 and
ES10. The initial solution is generated using the shortest processing time rule. In ESS5, four offsprings are
generated from one parent while in ES10, nine offsprings are generated from one parent. The selection pool
consists of both the parents and offsprings. Quad swap mutation operator has been proposed to minimize
computational time and for the maximum search of solution space. Also, a variable mutation rate is used
for the fine-tuning of results, with the increasing number of iterations the mutation rate is reduced. The
performances of both ES variants were tested on two test domains. First, it is applied to benchmark the PFSSP
of Carlier and Reeves. Computational results are matched with other well-known techniques available in the
literature, and the results show the effectiveness and robustness of the proposed techniques. Secondly, ES is
applied to the real-life problem for the manufacturing of batteries to demonstrate its effectiveness. Data was
taken from Pakistan Accumulator for NS30-40 Plates battery, the company is daily producing 1400 units of
NS30-40 Plates battery. ES is applied to different batch sizes i.e. 35, 140, 1120 & 1400. Our results show
that a Min %GAP of 1.25 is found using ES10. Hence the company can increase monthly 450 units of
NS30 batteries using the ES10 algorithm.

INDEX TERMS Permutation flow shop scheduling, evolution strategy, Carlier problem, makespan, Reeves
problem.

I. INTRODUCTION

Scheduling is the key factor for maintaining a compet-
itive environment in manufacturing systems and produc-
tion planning [1]. For large manufacturing systems, small
improvements such as saving processing times and improving
production efficiency can results in significant profit for the
company. PFSSP is the key part of scheduling in manufactur-
ing systems for one piece of mass production. Qian et al. [2]
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demonstrated that makespan minimization for PFSSP is an
NP-hard problem. This NP-hard distinctive and its extensive
application in the engineering field makes it a hot topic in the
engineering and research field.

The allocation of resources (e.g. Machines) to tasks (e.g.
Jobs) over a period of time is termed as scheduling and is used
to optimize one or more objectives [3] and provides a pivoting
role for enhancing production performance in manufactur-
ing systems, hence the development of efficient and robust
technique is mandatory for manufacturing systems. PFSSP is
a highly focused research area in the scheduling field, and
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it signifies almost a quarter of problems of assembly lines,
manufacturing systems, and information service facilities [2].
Minimization of makespan is a highly focused area for flow
shop scheduling [3]. Recently numerous researchers have
worked on PFSSP to minimize makespan [4]. The Objec-
tive of the proposed research is makespan minimization for
PFSSP. An Improved Evolution Strategy with two variants
namely ESS and ES10 are proposed and their performance
is tested on a standard set of Carlier and Reeves problems.
In ESS5, four offsprings are generated from a single parent
while in ES10, nine offsprings are generated from a single
parent. The ES10 algorithm is also tested on a real-life case
from industry i.e. manufacturing of batteries. The Improved
Evolution Strategy code is easily implementable to other
scheduling problems.

The rest of the paper is organized as follows. The literature
review is explained briefly in Section 2. Section 3 & 4 explain
PFSSP and problem definition. Section 5 and 6 explain the
methodology and numerical experiments. In section 7, ES has
been applied to the real-life problem of battery manufacturing
while the conclusion and future recommendations are sug-
gested in Section 8.

II. LITERATURE REVIEW

Due to the practical implementation of PFSSP initially pro-
posed by Johnson [5], many researchers have focused on
PFSSP and have proposed several techniques which may
be categorized as Exact Methods, Constructive Heuristics,
and Meta-Heuristic Algorithms. Exact Methods i.e. Branch
& Bound, Lagrangian Relaxation Algorithm, and Dynamic
programming apply to small size problems due to the com-
plexity of PFSSP’s. As problem size increases, storage of
algorithm raise with the rise of problem size, and hence com-
putational time rises abruptly. According to Ruiz et al. [6],
exact methods can be used only when the number of jobs is
less than 20.

Constructive Heuristic starts from scratch and builds a
feasible schedule for two and three machines. Although con-
structive heuristic is fast but its quality is not satisfactory [2].
Experimental studies [4] have proved that the NEH Heuristic
proposed by Nawaz et al. [7] is the best constructive heuristic,
it assigns priorities on each job based on total processing time
and then jobs are inserted successively in the sequence to
develop a complete schedule. Constructing priority sequence
and job insertion are the two major steps of the NEH Heuris-
tic. Several constructive Heuristics have been developed
by researchers to solve flow shop problems. Constructive
heuristics use local information to design scheduling rules.
Constructive heuristics are fast but their final solution is local
optimal instead of global optimal.

Over the years a lot of researchers have focused on
PFSSP with improved meta-heuristic or innovative hybrid
meta-heuristic due to the constraints of exact methods
and constructive heuristics. With a reasonable compu-
tational time, meta-heuristic provide high-quality solu-
tions. Using a large number of iterations and controlling

44826

operational parameters of the algorithm, meta-heuristics
provide much-improved results as compared to the other two
categories.

Some of the famous meta-heuristics are Evolutionary
Algorithms (EA) comprising Genetic Algorithms (GA), Evo-
lution Strategy (ES) and Evolutionary Programming (EP),
Ant Colony Algorithm (ACO), Simulated Annealing (SA),
Iterated Greedy Algorithm (IGA), Estimation of Distribution
Algorithms (EDA), Tabu Search (TS), and Particle Swarm
Optimization (PSO). Since each metaheuristic technique has
its advantage, by combining the best features of various tech-
niques in a correlative way, the result is optimized and robust.

For PFSSP, Ruiz and Stiitzle [8] Suggested an Iterated
greedy algorithm (IGA) to minimize makespan and found six
upper bounds for Taillard benchmark flow shop problems.
The IGA algorithm works in two phases, in the destruction
phase, some jobs are removed. While in the construction
phase, removed jobs are re-inserted into all possible positions
so that the makespan is minimized Andrade et al. [9] pro-
posed a Biased Random Key GA featuring a shaking strategy
for escaping local minima. In which, the Individuals from the
elite set are disturbed while the remaining population is reset.
In 2018, Wei et al. [10] Proposed a Hybrid Genetic Simu-
lated Annealing (HGSA) Algorithm. The initial solution was
generated by combining NEH Heuristic, MinMax, and MME
Algorithm, while the solution was optimized by using hor-
mone regulation scheme in the SA algorithm. Inspired by the
Shallow-water wave theory, Zhao et al. [11] a Discrete water
wave optimization (DWWO) algorithm having refraction,
propagation, and breaking operators to minimize makespan.
A hybrid GA was proposed by Zheng and Wang [12] in which
SA replaced mutation and multiple crossover operators were
applied to subpopulations. A new hybrid SA algorithm was
presented by Nearchou [13], who combined features of GA
and local search techniques. By implementing small pertur-
bation schemes, the algorithm generated new neighborhood
schedules, and an iterated hill-climbing procedure was used
in the annealing process for improving the performance.

GA was hybridized with Variable Neighborhood Search
(VNS) by Jarboui et al. [14] to minimize total flow time and
makespan. The VNS is used as an improvement method in
the last step of GA. The proposed technique outperformed
the results of Grabowski. Zhang et al. [15] proposed an EDA,
by integrating the longest common subsequence in the proba-
bility distribution model and a screening seed better individ-
uals were generated. The EDA was integrated with VNS to
improve the results Engin and Giiglii [16] proposed a Hybrid
Ant Colony Optimization (HACO) Algorithm using muta-
tion and crossover operators for minimizing the makespan.
Zhang, et al. [17] Combined ACO with Cuckoo Search (CS)
to minimize the makespan of PFSSP. The initial solution
is generated using CS, Solution generated using ACO is
compared with Levy Flight and is replaced with it once it
is superseded. Then according to abandonment probability,
the bird’s nest position is changed using the CS algorithm.
Ahmadizar [18] Proposed a new ACO algorithm named
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NACA, with negligible computational time first, a solution is
generated, and then based on the solution trail intensities are
generated. The solution is optimized by job index local search
procedure combined with a threshold probability for inserting
jobs at other locations of the sequence. A hybrid discrete
ABC algorithm was suggested by Liu and Liu [19], in which
each solution is called a food source and is exemplified as a
discrete job permutation. Initially, a population-based NEH
Heuristic was generated from a greedy randomized adaptive
search procedure. Secondly, discrete operators are used to
generating new solutions.

A parallel TS was suggested by Bozejko et al. [20] for
hybrid FSSP’s. The two methods suggested are the paral-
lel calculation of the function and the local neighborhood
search inserted in TS. Li and Yin [1] suggested a hybrid
cuckoo search (HCS) algorithm, to change the position in
the cuckoo search into discrete job permutation a largest
ranked value-based random key is applied, and for population
initialization, the NEH heuristic is combined with random
initialization. By combining different neighborhood topolo-
gies with particle swarm optimization. A new nature-inspired
approach was proposed by Marinakis and Marinaki [21] to
minimize the makespan of PFSSP. Boumediene et al. [22]
proposed a new hybrid GA to reduce makespan, GA was com-
bined with an ACO based on pachycondyla apiaclis behavior
to search prey.

GA, TS, and SA are the most famous meta-heuristic used
for PFSSP. GA is fast, versatile, easily implementable, and
has strong global optimization adaptability. However, they
lack local search adaptability which reduces their searchabil-
ity. In GA, selection and recombination operators are the main
sources for search space; hence the GA very slowly converges
to local optima [14]. SA has strong local searchability, and it
avoids trapping in local search minima, unlike GA. TS is a tra-
jectory method, and it proceeds aggressively to the local opti-
mum as compared to SA and is best suited for fine-tuning of
scheduling problems. ES is a subclass of Evolutionary Algo-
rithms (EA) and is a randomized search technique suitable for
combinatorial optimization problems. ES was developed for
numerical optimization problems and is regarded for its effi-
ciency and robustness. The main source of genetic variation in
ES is a mutation, while reproduction and selection are back-
ground operators. In reproduction, offsprings (denoted as 1)
are randomly generated from a single parent (denoted as 1) de
Siqueira et al. [23] Applied ES for minimizing the makespan
of PFSSP using A = 1. Ahmad ef al. [24] Used A = 4 to
classify mammograms using Cartesian Genetic Programming
Evolved Artificial Neural Network (CGPANN) based on ES.
For the grouping of arrhythmia types, Ahmadet al. [24] used
CGPANN based on ES and used A = 9. A computational
model for image filters based on CGP was proposed by Paris
et al. [25] using A = 16. Limited researchers have used
ES for optimization of FSSP’s, while the application of ES
on benchmark flow shop problems of Carlier, Reeves, and
Taillard is still imminent. For Robust Permutation Flowshop
problems, Khurshid et al. [26] used Hybrid Evolution Strat-
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egy and found better schedules as compared to other robust
schedules available in the literature.

From the above-mentioned papers, it is obvious that dif-
ferent values of A are used in literature i.e. 1, 4, 9, and 16.
For A =16, from one parent sixteen offsprings are generated
however it requires ample computational time. Hence in this
research A =4 and A =9 will be used so that solution space
can be thoroughly exploited and also computational time can
be saved as compared to A =16. To exploit more solution
space in less computational time, a quad swap mutation will
be used instead of a single or double swap mutation operator.
Moreover in ES, the variable mutation rate is used, unlike GA
where a fixed mutation rate is used. Hence in ES, the mutation
rate can gradually be reduced for fine-tuning of the results.
Table 1 shows the comparison of ES with other techniques
available in the literature.

Ill. PROBLEM STATEMENT
In PESSP the processing sequence of all the jobs is the same.
Sequence change is not allowed in PFSSP, and the sequence
assigned to the first machine remains the same till the last
machine. The PFSSP scheduling orders n Jobs on m machines
and the processing sequence of all jobs on each machine is the
same. The processing time of Job J; on machine M; is given
as Py;. It is supposed that Zero time corresponds to a job and it
has been executed on the machine in insignificant time. The
objective is to minimize the total processing time also termed
as makespan (Cpax ). Processing times are non-negative fixed
values and their values are already known.

Following are a few assumptions of Permutation flow-shop
problems:

« Each job has the same processing route on all machines,
and its value is known.

o Each machine can execute only one job at a time.

« Each job can be started first as all jobs are independent.

o At time zero, all machines are available to process any
job.

o Operation times of the job include the setup times.

o The machining process once started cannot be inter-
rupted, and the processing time of every job on each
machine is known.

o There is unlimited storage available between two suc-
cessive machines.

o Machine breakdowns are not allowed.

The most common objective in flow shop scheduling prob-
lems is the minimization of makespan [8]. Minimization of
makespan increases utilization of machines and reduces pro-
cessing costs and is a useful criterion for large-scale machine
shops. Carlier [31] proved that PFSSP are NP-hard prob-
lems and they are difficult to be solved especially large size
problems, hence the solution for PFSSP is either constructive
heuristic or metaheuristic. Due to two reasons, minimization
of makespan is the most focused research area in PFSSP, first,
it is a simple criterion for long-term utilization of machines
and secondly, its analytical results are available.
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TABLE 1. Comparison of ES with other techniques in literature.

Problem Set
Author Technique PFSSP
Carlier Reeves
Ruiz and Stiitzle [8] IGA 4
Andrade, Silva and Pessoa [9] GA
Wei, Li, Jiang, Hu and Hu [10] HGSA
Engin and Giiglii [16] HACO
Zhang, Yu, Zhang, Luo and Zhang [17] ACOCS v v
Zheng and Wang [12] HGA v v
Jarboui, Eddaly and Siarry [14] HGA v
Ruiz, Maroto and Alcaraz [6] GA 4
Reeves [27] GA v
Boumediene, Houbad, Hassam and Ghomri [22] HGA v
Nearchou [13] HSA
Liand Yin [1] HCS v v v
Akhshabi, et al. [28] GA v
Pan and Huang [29] GA
Shao and Pi [30] DE v v v
de Siqueira, Souza, de Souza, de Franga Filho ES v
Proposed Research ES v v v

The objective of this research is to find the best sequence
for processing jobs on machines so that the makespan is
minimized. The makespan for job Ji at a machine i can be
calculated through a set of recursive equations as under:

i

Cijy =Y P1 i=1...m )
I=1
K

Ciji :ZPIJI k=1,...n 2)
I=1

Cij, = max (Ci—1,4,,Cij,_,) + (Pi, Ji)
wherei=2,... m& =2,...,n 3)

The makespan for PFSSP is calculated as:
Chax =C (Jk,m)

Using the Evolution strategy makespan of PFSSP has been
minimized in this paper. To validate the results, the technique
has been tested on 29 Nos benchmark problems of Reeves
and Carlier with machines ranging from 4, 5, 6, 7, 8, 9, 10,
15, 20 and Jobs ranging from 7, 8, 10, 11, 12, 13, 14, 20, 30,
50 & 75.

IV. METHODOLOGY

A. INTRODUCTION TO ES

ES is a subclass of evolution algorithms designed for param-
eter optimization problems and operates on floating-point
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numbers. Lin et al. [32] showed ES performs better than
GA and SA for combinatorial problems. ES is an iterative
procedure, and the individual population is searched to find
a potential solution. In ES, each iteration is termed as a
generation. The exploration of search space is accomplished
with the help of recombination and mutation operators in
each generation. The selection mechanism ensures that the
best individual is selected to find the potential solution to the
problem. ES has been successfully applied in digital circuits
and mathematics. A variant of ES known as (141) has been
commonly used in Cartesian Genetic programming (CGP).
Based on problem type, different values of A (termed at the
number of offspring) can be used i.e. 1,4, 9, and 16.
The general framework of ES is as under:
General ES Code
Initialization
Repeat
Reproduction
Recombination
Mutation
Evaluation
Selection
Until termination criteria satisfied
In the initialization phase, the first generation is created
consisting of one or more individuals, and then the fitness
of the generation is evaluated. After initialization, the evolu-
tionary loop consisting of recombination, mutation, evalua-
tion, and selection operators are applied. The recombination
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operator generates new offspring from the parent population.
The mutation operator is the main source of variation in ES,
and the property of the individuals are modified by sampling
random variables. In ES, the mutation is parameterized; hence
it can change its property during optimization. The newly
created offsprings are then evaluated using fitness values.
The selection operators then identify a list of individuals that
constitute the new generation of the evolutionary loop. Based
on the termination criteria such as fitness value, time-period,
the maximum number of generations, etc., the evolutionary
loop is terminated.

B. (1+1)-ES
(14-1)-ES was proposed by Rechenberg in 1994 and is con-
sidered the simplest evolution strategy. From 1 parent, 1 off-
spring is generated, and the best parent is selected from both
these members for the next generation.
The algorithm for (14-1)-ES is as under:

Initialization

Reproduction

Mutation

Evaluation

Selection

Termination criteria

C. IMPROVEMENTS IN ORIGINAL ES

Following improvements are incorporated in the proposed
algorithms to increase their exploration and exploitation
abilities.

1. The initial solution is generated using the Shortest pro-
cessing time rule.

2. Instead of (1 + 1)-ES, (1 +4)-ES and (1 + 9)-ES are used.
From one parent, 4 and 9 off-springs are generated respec-
tively. Hence the solution space is thoroughly exploited by
creating more off-springs from a single parent.

3. To exploit more solution space with minimum computa-
tional time, a quad swap mutation operator is used. Quad
swap searches more solution space as compared to single
and double swap mutation operators.

4. The mutation rate is also varied depending on the problem
size. For large size problems (with machines of more than
30), a large mutation rate is used initially. For fine-tuning
of results, the mutation rate is gradually reduced with the
rise in the number of iterations. Initially, a 40% mutation
rate is used, and after 1500 iterations the mutation rate is
reduced to 20% for the fine-tuning of results.

5. The proposed ES algorithm is tested on Carlier and Reeves
benchmark problems for the first time.

Pseudocode for the Proposed ES Algorithm is shown in
Figure 1.

1) PARENT POPULATION

Parent population is randomly generated as per population
size. For a population size of 10, the randomly generated
parent population is as under:
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[Parent [9 [5]10 2[4 [1[8[6[3]7]

2) REPRODUCTION

The reproduction operator generates offsprings from their
parents; in this paper (1+4) and (1+9) reproduction operators
are used. In (1 + 4), four offsprings are generated from one
parent while in (1 +9) nine offsprings are generated from one
parent. Although (1+-4) is faster however it cannot thoroughly
exploit solution space, to thoroughly exploit solution space
(1 +9) is used. The procedure of the reproduction operator
is shown in Figure 2, where the number of offsprings is
nine. Hence nine offsprings are generated from one parent
as shown in Figure 2.

3) RECOMBINATION

Recombination operator brings good characteristics of par-
ents to their offsprings and reduces uncorrelated characteris-
tic part of parents to its offsprings. Recombination is useful
when it is used along with selection and mutation operators.
In this paper, discrete recombination is used.

4) MUTATION

The performance of ES normally depends on the strength
of its mutation operator. Mutation operator preserves genetic
diversity from one generation to the next. The probability
of mutation should be minimum, otherwise, it will become
a search operator. If the parents are too similar to their off-
springs then the algorithm will move towards local minima;
hence, the mutation operator is used to avoiding local minima.
Different mutation operators are suggested for PESSP how-
ever Han ef al. [33] showed that the best mutation operator for
PFSSP is the swap operator. Quad swap mutation operator
is used in this paper to save computational time. In quad
swap mutation operator twice space is searched with the same
number of iterations, hence significant computational time
is saved. The procedure of quad swap mutation operator is
shown in Figure 3, for a population size of 20. Four genes
from the parent population are randomly chosen, and their
values are interchanged. Gene 2, 4, 6 & 8 are swapped with
gene 18, 16, 13 & 10 simultaneously.

5) SELECTION
Based on the selection procedure, the following are the types
of selection operators in ES.

i. (u+ A)-ES

ii. (u, L)-ES

Where p represents the number of parents and A represents
the number of offsprings. The difference between these strate-
gies is illustrated in Figure 4.

In (u 4+ A)-ES, from parents A offsprings are created at any
given generation and based on the objective function values
of u + X are sorted. The selection takes place between u + A
and the best p from all the u + X become parent for the
next generation. In (u, A)-ES, from parents A offsprings are
created at any given generation and based on the objective
function values of A are sorted. The selection takes place
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ES Algorithm: Pseudocode for the ES (1+9) is as under:

Input:

Number of offspring, A (A is 9)
Population size, i

Total generations, k

Mutation rate, m

Generate parent population using shortest processing time rule, P

Compute Cmax of the parent population
for gen=1:k
Evaluate sequence

else
go to step 19
forv=2:u

1
2
2
3
4: If the total number of generations (k) is not reached go to step 7
5
6
7
8

Generate offsprings OS1-OS9 using reproduction operator (Since A is 9, hence from one parent nine offsprings are

randomly generated)
9: Update population, Pi

10: Perform Quad swap Mutation Operator, (Randomly select four different jobs, and interchange their positions

simultaneously)

11: Compute Cmax for all newly generated offsprings

12: end for

13: Evaluate parent population to select the fittest candidate (C) for next-generation using the following rules:
14: If an offspring has a minimum makespan it is termed as a candidate (OS1-O59=C)

15: else

16: Parent is selected as a candidate (P=C)

17: end

18: repeat until loop (Go to step 2)

19: Output Cmax and Total generations

FIGURE 1. Pseudo code for ES.

Parent |9 [5[10]2]4]1][8]6]3]7]

offt01 [oJ10[5[2T4J1]8]s6][3]7
oft02 [10[5[9J2T4J1]8][6][3]7
Offt03 [6 [5]10 2[4 ]1]8]7]3]9
offt04 [9 [s]1 [2]10]4]8]6]3]7
off-05 [9 [s]1[2]4]8]10]6]3]7
off06 [9 [s5a[2]10]7]8]s6]3]1
oft07 [9 [5[10]2]8[1]4]6][3]7
oft08 [3 [s]10]2]7]4]1]8]6]9
loff-09 [9o]10]5 [2l4]1[8]7]3]6]

FIGURE 2. The procedure of reproduction operator.

between A offsprings and the best . become a parent for the
next generation.

In this paper (u + A)-ES is used as it is recommended
for numerical optimization problems, hence a parent once
superseded by its offspring cannot be selected again.

6) TERMINATION
Different termination criteria are used keeping in view the
complexity of the problem. For PFSSP mostly the number
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of iterations is used as the termination criteria however other
criteria are also available, i.e. processing time, fitness value,
no change results, etc. In this research, the Maximum number
of iterations is set to 2,000.

V. NUMERICAL EXPERIMENTS
To evaluate the performance of ES, it has been com-
pared with some famous benchmark algorithms for PFSSP.
The proposed technique has been tested on 29 Bench-
mark PFSSP’s. Carlier eight problems are denoted as
Crl, Cr2 ...Cr8 designed by Carlier [31], while Reeves
21 problems are denoted as RcO1, Rc03, Rc05 ...Rc4l,
designed by Reeves [27]. Several researchers have
tested their technique on these benchmark problems to
verify the effectiveness and robustness of their tech-
niques; however, the application of ES for the solu-
tion of these benchmark problems is still imminent. The
test problems have been downloaded from OR-library
(http://people.brunel.ac.uk/~mastjjb/jeb/orlib/flowshopinfo.
html).

The ES5 and ES10 algorithms are coded in MATLAB, and
numerical experiments were performed on a PC with Core™
I5, 2.6 GHz processor, and 4.0 GB RAM. Each instance was

VOLUME 9, 2021



B. Khurshid et al.: Fast Evolutionary Algorithm for Flow Shop Scheduling Problems

IEEE Access

A 4 A 4
Before [4 Jo 7 J12]3 Ji5]s8 J19]5 JaoJur]e J17 1613 ]1s]1a]1 J2 J1o]
A [ A ‘ A
After [4 J1 7 J8]3 Juwzr]s J2o]5 JuoJur]e J15Jwef13]12]1a]9o J2 J1o]

FIGURE 3. The quad swap mutation operator.

(u+A) Evolution Strategy

U Parents A Offspring

Jinnn

(1, A) Evolution Strategy

H Parents A Offspring

LU

FIGURE 4. The procedure of (1 + 1)-ES & (i, 1)-ES selection

run for 30 independent runs and maximum iterations were set
at 2000. For each instance, a Gantt chart is also generated in
MATLAB to specify the available gaps as shown in Figure 5.
To check the performance of the proposed technique and
compare it with other techniques, the following parameters
are set as standard to evaluate this technique, as shown in
Egs. (4)-(6). The best-known makespan is termed as C. The
best relative error to C is termed as BRE. The average error
to C is termed as ARE. The worst relative error to C is termed
as WRE. The average computational time for each problem
is calculated in seconds and is termed as T(s).

min (solutions) — C

BRE =
C

x 100% )
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M Parents

Best

(u+A) Offspri}T

innnnn

Worst

M Parents

LU

Worst

(-]
°
(]
=
Q
-
=]
=
“

average (solutions) — C
ARE = C x 100% (&)

max (solutions) — C
C

A. COMPARISON OF ES5 AND EST10

To show a balance between global search and computa-
tional time, two variants named ES5 and ES10 are com-
pared. Table 3 shows the computational results for ES5 and
ES10. ES5 shows the value of makespan calculated for
A = 4 (from one parent four offsprings are generated, and the
selection pool consists of both parent and offsprings), while
ES10 shows the value of makespan calculated for A = 9 (from
one parent nine offsprings are generated and the selection

WRE = x 100% ©6)
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Gantt Chart for Rc-09 instance
20-(jobs)x10-(machines)
Cmax 1537

Machine

800 1000 1200 1400 1600

FIGURE 5. Gantt chart for Rc-09 instance.

pool consists of both parent and offsprings). The search space
for A = 9 is more than A = 4, however, the more computa-
tional time is taken by A = 9 as shown in Table 2. From
Table 2, it can be seen that BRE, ARE, and WRE obtained by
ES10 are better than ES5. ESS5 has found eight best solutions
for carlier problems and six best solutions for Reeves prob-
lem, while ES10 has found eight best solutions for Carlier
problems and ten best solutions for Reeves problems. With
the above analysis, it can be concluded that ES10 finds a
better solution for PESSP at the expense of computational
time.

An important feature to validate the performance of the
algorithm is to check convergence with an increase in the
number of iterations. Hence, for Instance, Rc23 and Rcc33,
the algorithm is run at several iterations and results are graph-
ically shown in Figure 6-7. The comparison is made for both
variants of ES i.e. ESS and ES10. The makespan values of
instance Rc23 for ES5 at 100, 200, 500, 1000, 1500 and
2000 iterations are 2369, 2303, 2268, 2230, 2150, 2098 and
2028 respectively. Makespan values for instance Rc23 for
ES10 at 100, 200, 500, 1000, 1500 and 2000 iterations are
2325, 2268, 2188, 2131, 2119, 2076 and 2020 respectively.
The makespan values of Rc33 for ES5 at 100, 200, 500,
1000, 1500 and 2000 iterations are 3621, 3591, 3538, 3443,
3355, 3224 and 3145 respectively. While makespan values of
Rc33 for ES10 at 100, 200, 500, 1000, 1500 and 2000 itera-
tions are 3506, 3413, 3364, 3262, 3258,3197 and 3119. From
all these values it is evident that by increasing the number of
iterations the makespan is reducing. This depicts that the ES
algorithm does not stuck in local minima and keeps improv-
ing the solution. The makespan values of ES10 are minimum
as compared to ESS for all instances, which depicts that by
increasing the number of offsprings the solution improves.
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FIGURE 6. Graph for makespan vs. No of iterations for Rc23.

B. COMPARISON WITH OTHER ALGORITHMS

To validate the results of ES5 and ES10 they are compared
with algorithms of Lin et al. [32] and Shao and Pi [30]
proposed a Hybrid Back Tracking Search Algorithm with
makespan objective and evaluated their technique on carlier
and reeves benchmark problems. The authors proposed two
variants namely HSBA (Hybrid backtracking search algo-
rithm with random insertion local search) and HSBA_NOLS
(Hybrid backtracking search algorithm without local search).
Both variants were equipped with discrete crossover and
mutation operator and an SA based mechanism to avoid
local minima. HSBA_NOLS performed better for small prob-
lems however for large problems its result was unsatis-
factory, while HSBA was equally applicable to small and
large-sized problems. Hence for computational comparison,
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TABLE 2. Comparison of ES5 and ES10.

ES5 (. =4) ES10 (L =9)
Problem nxm C
Crmax T(s) BRE ARE WRE Crmax T6s) BRE  ARE  WRE
crl 11x5 7038 7038 1.56 0 0 0 7038 2.40 0 0 0
cr 13x4 7166 7166 1.68 0 0 0 7166 2.48 0 0 0
Cr3 12x5 7312 7312 1.58 0 0 0 7312 2.53 0 0 0
Crd 14 x4 8003 8003 1.94 0 0 0 8003 2.74 0 0 0
Crs 10x6 7720 7720 152 0 0 0 7720 2.40 0 0 0
Cr6 8x9 8505 8505 1.38 0 0 0 8505 2.15 0 0 0
a7 7x7 6590 6590 137 0 0 0 6590 1.99 0 0 0
Cr8 8x8 8366 8366 157 0 0 0 8366 2.04 0 0 0
Re01 20x5 1247 1247 223 0 0 0 1247 3.67 0 0 0
Rc03 20x5 1109 1109 2.19 0 0 0 1109 3.62 0 0 0
Rc05 205 1242 1242 2.20 0 0 0 1242 3.69 0 0 0
Re07 2010 1566 1566 251 0 0 0 1566 3.97 0 0 0
Rc09 20x10 1537 1537 259 0 0 0 1537 3.88 0 0 0
Rell 20x10 1431 1431 252 0 0 0 1431 3.91 0 0 0
Rel3 20x15 1930 1935 2.49 0259  0.259 0.259 1930 4.05 0 0026 0259
Rel5 20x15 1950 1962 2.53 0.615  0.615 0.615 1950 411 0 0.031 0615
Rel7 20x15 1902 1911 257 0473 0.526 0.999 1902 413 0 0053 0.526
Rel9 30x10 2093 2112 322 0908  0.956 1386 2106 520 0621 0688  1.386
Re2l 30x10 2017 2036 3.64 0942 1011 1.636 2030 526 0645 0687 1190
Re23 30x10 2011 2028 331 0845  1.042 1.989 2020 531 0448 0582  1.343
Re25 30x15 2513 2536 3.24 0915 1015 2.905 2528 525 0597 0653 1711
Re27 30x15 2373 2384 3.06 0506 1895 3.499 2380 533 0337 1010 1.560
Rc29 30x15 2287 2301 321 0612 0.700 2.361 2297 513 0437 0669 1924
Re31 50x10 3045 3076 4.26 1018 1.248 3317 3054 733 0296 0476 1741
Re33 50x10 3114 3145 422 0996  1.024 1381 3119 723 0161 0217 1156
Re35 50x10 3277 3285 431 0244 0244 0.244 3277 7.36 0 0024 0244
Re37 75x20 4951 5054 6.48 2080 2,170 3.878 5036 108 1717 1793 3232
Re39 75x20 5087 5150 6.51 1238 1287 2202 5131 1081 0865 0974  2.084
Redl 75x20 4960 5071 6.50 2238 2411 4173 5042 1065 1653 1754 2741

results of HSBA will be used Shao and Pi [30] proposed a
self-guided differential evolution with neighborhood search
(NS-SGDE) to minimize the makespan of PFSSP. The ini-
tial solution is generated by combining discrete harmony
search [33] algorithm with NEH heuristic, Rajendran [34],
and FRB1 [35]. The search is then guided using a probabilis-
tic model of Estimation of Distribution Algorithm and using
various crossover and mutation operators. Finally, a vari-
able neighborhood search is used to improve solutions. The
author suggested three variants namely NS-SGDE without
initial solution and neighborhood search termed as SGDE-
NOHS, NS-SGDE without neighborhood search termed as
SGDE, and NS-SGDE having initial solution and neighbor-
hood search. Comparison shown that NS-SGDE performed
better than other two variants at the expense of computa-
tional time, hence we will use NS-SGDE for computational
comparison.

VOLUME 9, 2021

For computational comparison, both HSBA and NS-SGDE
were coded in MATLAB and executed on the same PC i.e.
Core™ 15, 2.6 GHz processor, and 4.0 GB RAM. For com-
parison number of iterations for HSBA and NS-SGDE is also
set at 2000 iterations, and the result of each instance is run
30 times. In Table 3, BRE, ARE, WRE and the computational
time of all techniques is compared.

For carlier benchmark problems, NS-SGDE, ESS5, and
ES10 found the best solution for all eight instances, and
the BRE, WRE, ARE values are zero which shows that all
these algorithms find the best solution in every iteration.
HSBA find the best solution for seven instances while for
Cr3 it found some non-optimal solutions. Computational time
taken by each algorithm against carlier problems is also
mentioned in Table 3. HSBA has taken more computational
time as compared to NS-SGDE, ESS5, and ES10. The average
computational time taken by HSBA, NS-SGDE, ESS5, and
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FIGURE 7. Graph for makespan vs. No of iterations for Rc33.
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FIGURE 8. Comparison of BRE values for Cr and Rc problems.

ES10 for carlier instances is 19.12 sec, 0.02 sec, 1.58 sec,
and 2.34 sec. Although NS-SGDE, ESS5, and ES10 perform
best for all carlier instances, the time taken by NS-SGDE is
much lower than other techniques. ES5 and ES10 take much
less computational time as compared to HSBA, however,
their computational time is more than NS-SGDE for carlier
instances.

For Reeves benchmark problems, the best solution found
by HSBA, NS-SGDE, ES5, and ES10 are eight, eleven,
six, and ten respectively. Time taken by each algorithm
for Reeves problems is also mentioned in Table 3. Time
taken by HSBA and NS-SGDE is much more than ES5 and
ES10. For 30 machines and above, computational time taken
by NS-SGDE rises abruptly. For instance, Rc37, the time
taken by HSBA, NS-SGDE, ES5, and ES10 is 3615.84 sec,
385.30 sec, 6.48 sec, and 10.8 sec respectively. The average
computational time by HSBA, NS-SGDE, ES5, and ES10 for
Reeves instances is 674.19 sec, 77.80 sec, 3.51 sec, and
5.75 sec. From Table 3 it is evident that the ES10 performs
better for Reeves benchmark problems than other techniques
in terms of solution quality and computational time.

44834

Comparison of ARE
0.80
0.70
&€ 060
<
“6 0.50
o, 0.40
i
5 030
>
<< 0.20
0.10
0.00
HBSA NS-SGDE ES10

FIGURE 9. Comparison of ARE values for Cr and Rc problems.

Comparison of WRE
1.40
1.20
o
1.00
=
G 080
8
® 060
g 040
L5
0.20
0.00
HBSA NS-SGDE ES10

FIGURE 10. Comparison of WRE values for Cr and Rc problems.

Figure 8-10 provides a graphical representation for the
average values of BRE, ARE, and WRE for HSBA,
NS-SGDE, ESS5, and ES10 algorithms. The average values
of BRE for HSBA, NS-SGDE, ESS5, and ES10 are 0.275,
0.237, 0.479, and 0.268. The average values of ARE for
HSBA, NS-SGDE, ESS, and ES10 are 0.717, 0.393, 0.566,
and 0.332. The average values of WRE for HSBA, NS-SGDE,
ESS5, and ES10 are 1.285, 0.55, 1.064, and 0.749. In terms of
BRE values, ES10 performs better than HSBA and ES5 while
NS-SGDE finds a better solution as compared to ES10. For
ARE values, ES10 performs better than HSBA, NS-SGDE,
and ES5. While for WRE values, ES10 performs better than
HSBA and ESS, but inferior to NS-SGDE. In the light of all
the above, ES10 performs better in-terms of solution quality
keeping in view the minimal computational time required.
ES10 found eight best solutions for Carlier problems and ten
best solutions for Reeves problems.

VI. TEST CASE: APPLICATION OF EVOLUTION STRATEGY
TO BATTERIES MANUFACTURING

Pakistan Accumulator (Pvt.) Ltd. is the manufacturer of
Lead Acid batteries by the brand name ‘“Volta and Osaka
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TABLE 3. Comparisons of ES5, ES10 with other algorithms.

HSBA NS-SGDE ES5 ES10
Instance

BRE ARE WRE T(s) BRE ARE WRE T(s) BRE ARE WRE T(s) BRE ARE WRE T(s)
Crl 0 0 0 20.41 0 0 0 0.015 0 0 0 1.56 0 0 0 2.40
Cr2 0 0 0 23.00 0 0 0 0.020 0 0 0 1.68 0 0 0 2.48
Cr3 0 0.06 1.19 24.79 0 0 0 0.059 0 0 0 1.58 0 0 0 2.53
Cr4 0 0 0 25.11 0 0 0 0.013 0 0 0 1.94 0 0 0 2.74
Cr5 0 0 0 17.98 0 0 0 0.039 0 0 0 1.52 0 0 0 2.40
Cr6 0 0 0 15.39 0 0 0 0.018 0 0 0 1.38 0 0 0 2.15
Cr7 0 0 0 12.47 0 0 0 0.024 0 0 0 1.37 0 0 0 1.99
Cr8 0 0 0 13.77 0 0 0 0.008 0 0 0 1.57 0 0 0 2.04
Rc01 0 0.14  0.16 53.46 0 0 0 6.362 0 0 0 2.23 0 0 0 3.67
Rc03 0 0.08  0.18 59.29 0 0 0 2.321 0 0 0 2.19 0 0 0 3.62
Rc05 0.24 024 024 52.33 0 0.193 0242  6.504 0 0 0 2.20 0 0 0 3.69
Rc07 0 0.46 1.15 56.21 0 0 0 1.504 0 0 0 2.51 0 0 0 3.97
Rc09 0 0.07  0.65 66.42 0 0 0 5.126 0 0 0 2.59 0 0 0 3.88
Rell 0 0 0 61.07 0 0 0 2.463 0 0 0 2.52 0 0 0 3.91
Rcl3 0.1 0.53 1.14 75.33 0 0.135 0466 11.348 0.259 0.259  0.259 2.49 0 0.026 0259  4.05
Rel5 0.05 0.64 1.18 80.35 0 0.041  0.051 12965 0.615 0.615 0.615 2.53 0 0.031 0.615 4.11
Rel7 0 1 2.16 76.46 0 0.073  0.368 10.611 0473 0.526  0.999 2.57 0 0.053 0526 4.13
Rel9 0.29 0.81 129 201.04 0287 0497 086 28.849 0.908 0.956 1.386 322 0621 0.688 1386 529
Re21 0.69 1.5 1.83 15244 0.694 1393 1.636 28.666 0.942 1.011 1.636 3.64 0.645 0.687 1.190 526
Re23 0.45 128 3.08 187.76 0.448 0.522 0.746 28.930 0.845 1.042 1.989 331 0448 0.582 1343 53]
Re25 0.4 129 243 24284 0.358 0.899 1472 38541 0915 1.015  2.905 324 0597 0.653 1.711 525
Re27 0.25 1.27 257 23765 0.253 0943 1391 39388 0.506 1.895 3.499 3.06 0337 1.010 1560 533
Rc29 0.57 142 297 21416 035 0.853 1443 39.524 0612 0.700 2361 321 0437 0.669 1924 513
Re31 0.43 1.91 2,66 685.10 0296 00929 1.149 117.856 1.018 1.248 3.317 426 0296 0476 1741 733
Re33 0 0.59 1.28  592.92 0 0.083  0.835 115.088 0.996 1.024 1.381 422 0.161 0217 1.156 723
Re35 0 0 0 526.82 0 0 0 5.081 0244 0244  0.244 431 0 0.024 0244 736
Re37 1.92 2.93 42 361584 1434 1.818 2.096 385309 2.080 2.170  3.878 6.48 1717 1.793 3232 108
Rc39 0.9 1.88 338 363852 0.924 0995 1.108 381.898 1238 1.287 2202 651 0865 0974 2.084 10.81
Rc41 1.69 272 355 328212 1.815 2036 2218 365.614 2238 2411 4.173 6.50 1.653 1.754 2741 10.65

Batteries”. The company was founded in 1992 with tech-
nical support from Hawker Batteries, UK, and is located in
Hattar Industrial Estate, Pakistan. Its head office is located in
Islamabad and has seven regional offices across the country.
The company has got ISO 9001 and ISO 14001 certifications.
With more than 2000 employees, the company is producing
various types of batteries as mentioned below:

« Automotive Batteries (32-240 Amp).

« Motorbikes Batteries (4-10 Amp).

« Maintenance Free Batteries (32-200 Amp).
o Tubular Batteries (80-160 Amp).

« VRLA Batteries (80-200 Amp).

Pakistan Accumulator is the only local manufacturer of
Tubular and VRLA batteries in Pakistan and is partially ful-
filling the demands of our country.
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In Pakistan, the Compound annual growth rate of bat-
teries is more than 3% for 2020-2025. With the growth of
the automobile sector especially hybrid and electric vehicles
the demand is expected to rise during the forecast period.
Presently the country is fulfilling only 4% of the total power
requirement using renewable energy i.e. solar and wind power
plants. By 2030, the government is planning to increase the
share of renewable energy by up to 30%. Growth in the
transport section of the country is increasing by 100% per
year, however, most of the transportation sector is based on
fossil fuel products. Shifting to electric vehicles will not only
save the import bill for the country but will also lead to a
cleaner and green environment [36]. Given all the above,
the Pakistan battery market is expected to rise and there is
a great need for an accurate scheduling environment to fulfill
the demand of the country and also save significant resources.
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FIGURE 11. Flow chart of battery operations.

TABLE 4. Test case details.

Problem Description Size

NS40 NS40-30 Plate Battery 35x12

To raise the efficiency of manufacturing industries,
the most effective way is to optimize their scheduling envi-
ronment. In manufacturing scheduling, jobs are allocated to
machines to optimize one or more objectives i.e. minimiza-
tion of makespan, minimization of total tardiness, minimiza-
tion of maximum lateness, and increase machine utilization.
To increase production and machine utilization, the mini-
mization of makespan is the most significant objective.

Batteries manufacturing is an energy-intensive environ-
ment and implementation of an accurate scheduling environ-
ment is a dire need at the moment. Evolution strategy can
be easily applied to optimize real-life problems. For different
problems, the optimization operators and parameters should
be accurately designed. The framework proposed by ES oper-
ates in the major steps: initialization, selection, reproduction,
mutation, and improvement. With reasonable computational
time, the ES technique has been able to find the best solution
for Volta and Osaka Batteries. Since the performance of
ES10 is better than ES5, hence ES10 will be used in this
test case to compute makespan. Following parameters are
used in ES10: For reproduction X is 9 (from 1 parent nine
offspring’s are randomly generated and the population size
is 10) mutation rate is 40%, mutation type is quad swap
mutation, and the Number of iterations is set to 2000. Detail
of the test case is shown in Table 4.

A. TEST CASE- NS40-30 PLATE BATTERY
Table 5 shows the processing time for all 12 operations
and 35 jobs for manufacturing of NS40-30 plate battery.
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The twelve operations involved are: Stacking, Cell form-
ing, Group Burning, Battery combiner, manual Short Tester,
IC Welding Machine, Short Tester-2, Heat Seal, Leak Tester
Coding, Foil Seal, and Went Plug Installation. A graphi-
cal chart for various operations of battery manufacturing is
shown in Figure 11. From these operations, Pakistan Accu-
mulator is producing 1400 units of NS40-30 Plates batteries
daily. Table 6 shows the results of ES10 for different batches
of NS40-30 Plates.

In Table 6, the manufacturing time for different batches
of NS40-30Plate battery is compared using the ES10 algo-
rithm and manual scheduling of Pakistan Accumulator.
Also, %GAP is calculated for each batch to indicate
which technique is finding the best schedule against each
batch. A positive value of the %GAP shows that ES10 is
giving a good production schedule, while negative values
show that manual scheduling is better. For a batch size of 35
batteries, the makespan for ES10 is 2510 sec while for the
Pakistan accumulator it is 2583 sec. Similarly, the makespan
of ES10 is also minimum for other batch sizes i.e. 140, 1120,
and 1400 respectively. %GAP is also calculated for all four
batches which are 2.83, 2.06, 1.84, and 1.25 respectively.
For every batch %GAP value is positive, which shows that
ES10 is finding better schedules. The minimum %GAP is
1.25 for a batch size of 1400. Hence results propose that ES
is an effective tool for scheduling real-life cases. Pakistan
Accumulator is daily producing 1400 batteries while using
ES10 it can produce 1415 units daily. Additional production
of 15 batteries daily, and an increase of 450 batteries monthly.
Pakistan Accumulator can increase its monthly production
with the same resources by using permutation schedules of
ES10 and can increase their machine utilization. Since in
Pakistan there is a great demand for batteries, hence this
paper can serve as a reference for other battery manufacturers
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TABLE 5. Processing times for 35 jobs and 12 operations of NS30-40 plates battery.

Ol 02 03 04 o5 06 07 08 09 010 0Ol11 012
fob M PT M PT M PT M PT M PT M PT M PT M PT M PT M P.T M P.T M PT
1 1 25 2 57 3 60 4 47 5 27 6 25 7 24 8 23 9 40 10 57 11 59 12 59
2 1 29 2 58 3 58 4 44 5 25 6 25 7 25 8 24 9 41 10 57 11 58 12 57
3 1 27 2 59 3 62 4 48 5 26 6 26 7 24 8 25 9 42 10 55 11 57 12 58
4 1 26 2 63 3 61 4 46 5 25 6 25 7 25 8 25 9 41 10 56 11 56 12 56
5 1 27 2 62 3 59 4 49 5 26 6 28 7 26 8 26 9 42 10 50 11 59 12 58
6 1 26 2 58 3 58 4 47 5 27 6 27 7 27 8 27 9 41 10 58 11 57 12 57
7 1 26 2 63 3 55 4 49 5 25 6 25 7 25 8 25 9 40 10 59 11 57 12 56
8 1 28 2 62 3 57 4 48 5 26 6 26 7 26 8 26 9 39 10 57 11 58 12 58
9 1 26 2 60 3 59 4 48 5 27 6 27 7 27 8 27 9 40 10 61 11 57 12 57
10 1 25 2 62 3 58 4 45 5 28 6 28 7 26 8 26 9 38 10 58 11 58 12 58
11 1 24 2 61 3 61 4 46 5 26 6 29 7 29 8 29 9 42 10 59 11 59 12 60
12 1 25 2 6l 3 62 4 47 5 26 6 26 7 26 8 28 9 41 10 61 11 61 12 61
13 1 27 2 60 3 63 4 50 5 25 6 24 7 24 8 24 9 40 10 60 11 60 12 59
14 1 24 2 60 3 62 4 51 5 26 6 26 7 26 8 26 9 41 10 60 11 60 12 60
15 1 26 2 61 3 61 4 48 5 24 6 24 7 24 8 24 9 39 10 61 11 61 12 62
16 1 25 2 61 3 59 4 47 5 24 6 24 7 24 8 24 9 40 10 62 11 62 12 61
17 1 26 2 62 3 58 4 48 5 26 6 26 7 26 8 26 9 40 10 59 11 59 12 59
18 1 28 2 59 3 59 4 49 5 26 6 26 7 26 8 26 9 41 10 59 11 59 12 60
19 1 25 2 60 3 58 4 48 5 25 6 25 7 25 8 25 9 42 10 60 11 59 12 59
20 1 26 2 61 3 59 4 49 5 27 6 27 7 27 8 26 9 40 10 61 11 61 12 58
21 1 27 2 61 3 61 4 50 5 26 6 26 7 26 8 27 9 40 10 59 11 58 12 60
22 1 28 2 63 3 59 4 51 5 24 6 24 7 24 8 23 9 42 10 61 11 61 12 61
23 1 27 2 62 3 58 4 48 5 25 6 25 7 25 8 25 9 42 10 60 11 59 12 59
24 1 29 2 60 3 59 4 46 5 26 6 26 7 26 8 26 9 41 10 59 11 59 12 59
25 1 28 2 60 3 59 4 45 5 28 6 28 7 28 8 28 9 40 10 58 11 58 12 58
26 1 25 2 61 3 57 4 44 5 27 6 27 7 27 8 27 9 39 10 60 11 61 12 61
27 1 27 2 61 3 59 4 48 5 26 6 26 7 26 8 26 9 38 10 61 11 57 12 57
28 1 27 2 60 3 60 4 48 5 25 6 28 7 25 8 25 9 40 10 62 11 62 12 62
29 1 28 2 6l 3 61 4 49 5 28 6 30 7 25 8 25 9 39 10 58 11 59 12 61
30 1 24 2 61 3 58 4 45 5 27 6 27 7 27 8 27 9 41 10 59 11 60 12 60
31 1 25 2 63 3 59 4 44 5 25 6 32 7 27 8 27 9 42 10 60 11 59 12 59
32 1 27 2 59 3 55 4 47 5 26 6 26 7 26 8 26 9 41 10 61 11 61 12 62
33 1 26 2 58 3 57 4 46 5 25 6 25 7 24 8 24 9 40 10 60 11 57 12 57
34 1 24 2 6l 3 58 4 48 5 28 6 28 7 23 8 25 9 40 10 61 11 58 12 58
35 1 28 2 62 3 56 4 44 5 27 6 27 7 27 8 26 9 39 10 58 11 60 12 59
TABLE 6. The output of ES10 for different batches of NS40-30 plates.

Batch Battery Model PA Cmax ES10 Cmax %GAP=

Size (PA) (ES10) (100*(PA-ES10)/PA)

35 NS40-30 Plates 2583 sec 2510 sec 2.83

140 NS40-30 Plates 9120 sec 8932 sec 2.06

1120 NS40-30 Plates 1160 min 1139 min 1.84

1400 NS40-30 Plates 1440 min 1422 min 1.25

to increase their production and machine utilization. It is
recommended that in future studies energy consumption and
material wastage may be incorporated.

VII. CONCLUSION AND FUTURE WORKS

In this paper, first, a comprehensive review is carried out of
various techniques used to minimize the makespan of PESSP.
Then an improved evolution strategy is presented with two
variants namely ES5 and ES10. Quad swap mutation operator
is utilized to minimize the processing time. For fine-tuning of
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the results, the mutation rate is reduced with the increase in
the number of iterations. The performance of the proposed
technique is checked on benchmark problems of Carlier and
Reeves. The results show that ES10 outperforms ES5, how-
ever, it takes more computational time. ES10 has found eight
best solutions for Carlier problems and ten best solutions for
Reeves problems. Comparison with other classical algorithms
was carried out, and the result showed that ES10 performed
better than some of the classical algorithms, as ARE values of
ES10 were better than other algorithms and ES10 takes very
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little computational time. ES10 is applied to real-life case
for battery manufacturing. Pakistan Accumulators is daily
producing 1400 units of NS30-40 Plates battery. Results show
that by using ES10, monthly 450 batteries can be additionally
produced with the same resources. After 1,500 iterations,
the ES algorithm shows minimal improvement, hence to
further improve the performance of the proposed algorithm,
it should be combined with any local search technique to
avoid local minima.

Further research can be focused on following directions.
First, this technique can be tested on other scheduling prob-
lems, i.e. hybrid flow shop problems, job shop problems.
Secondly, ES can be combined with any other local search
technique to escape local minima and for fast convergence.
Third, ES can be used to optimize multi-objective flow shop
problems. Also solving the traveling salesman problem using
ES is recommended.

Computational results show the robustness of ES as it is
equally applicable to small and large size problems; hence it
should be applied to real-life problems from the automobile,
plastic, glass, and steel industry to minimize processing time
and increase machine utilization.
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