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ABSTRACT When a sensor can resolve the members in a cluster, it is difficult to accurately track each
target due to cooperative interaction among the targets. In this paper, we research the tracking problem of
resolvable cluster targets with cooperative interaction. Firstly, we use the stochastic differential equation
to model the cluster coordination rules, and the state equation of the single target in the cluster is derived.
On this basis, a Bayes recursive filter tracking method based on the combination of the DBSCAN clustering
algorithm and the δ-GLMBfilter is proposed. In the δ-GLMBfilter prediction stage, the DBSCAN algorithm
is used to determine the cluster where the target is located in real time. Then, the collaborative noise of the
target is estimated, which will be used as the input to correct the prediction state of the target. The simulation
and experiment results demonstrate the effectiveness of the proposed algorithm when the cluster is splitting,
merging, and in reorganization.

INDEX TERMS Resolvable cluster target tracking, cooperative interaction modeling, stochastic differential
equation, DBSCAN clustering algorithm, δ-GLMB filter.

I. INTRODUCTION
With the continuous improvement of cluster control technol-
ogy as well as unmanned autonomous technology, there is
a pressing need for accurate, timely, and efficient ways of
tracking cluster targets. In the process of movement, there
are cooperative interactions within a cluster, and there are
also behaviors among clusters, such as splitting and merging.
When the sensor is far from the cluster and the targets in the
cluster cannot be resolved, the cluster extension is usually
modeled as a random matrix that obeys the inverse Wishart
distribution [1]. The cluster is usually tracked as a whole.
When the targets in the cluster become fully resolvable for
the sensor, the sensor can accurately track the targets based
on an accurate estimation of the cooperative interactions
among them. Reference [2] uses a Markov chain Monte
Carlo (MCMC) method to track the coordinated groups. This
method is able to detect and track targets within groups
as well as to infer the correct group structure over time.
Reference [3]–[5] use an adjacency matrix to establish the
coordination rule within clusters, and the interaction is mod-
eled as collaborative noise. In these References, the multi-
target Bayes recursive filter is used to track a cluster with
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a fixed structure, and good results are obtained. At present,
the difficulties of cluster target tracking focus mainly three
aspects: target kinematic modeling in the cluster, cluster
state estimation, and multi-target tracking in the clutter
environment.

In terms of target kinematic modeling in the cluster,
Reynolds summarizes the three coordination rules of sep-
aration, alignment, and cohesion among cluster members
through research of the movement of organisms with cluster
behaviors [6]. Viscek proposes the Viscek model [7], which
illustrates that the velocity of the target in the cluster can
be consistent when each target adjusts its velocity direction
to the average value of the velocity direction of the targets
in its neighborhood. Couzin, et al. study the phenomenon
of effective guidance and group decision-making and dis-
cuss the splitting phenomenon of clusters [8]. In addition,
the interaction model based on the force between members
is also a cluster motion modeling method. It is a dynamic
modeling method based on Newton’s second law. The model
abstracts the cooperative interaction between members in a
cluster as ‘‘force’’, which can be decomposed into two parts:
position coordination force and speed coordination force. The
individual completes its maneuver under the resultant force
of surrounding members [9]. Usually, force is generated from
the potential field [10], [11] along the direction of the negative
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gradient of the potential function and follows the principles
of long-ranged attraction and short-ranged repulsion.

The cluster state estimation problem can be divided into
two parts: target clustering and cluster structure estimation.
As is evident, the correct clustering of targets in the field
of view is the basis for estimating interactions. There are
many ways to cluster targets. They include data-based clus-
tering algorithms and parameter-likelihood-based clustering
algorithms [12]. Data-based clustering algorithms include
hierarchical clustering [13] and partitional clustering (e.g.,
the K-means estimator [14]). Density-based spatial clustering
of applications with noise (DBSCAN) is a typical data-based
clustering algorithm [15], [16], which can be used to solve
clustering problems with uncertain data. The dynamic esti-
mation of a cluster structure is an important part of cluster
state estimation. Its methods mainly include two types. One
is based on transition probability, and the other is based on
evolution models [17]. Reference [18], [19] establishes a sim-
ilarity evaluation function between different cluster structures
to calculate the transition probability of cluster structures.
In Reference [20], Gning uses evolving networks to model
the dynamic evolution of a cluster structure and estimates it
by the Monte Carlo method.

After obtaining the targets’ clustering and cluster struc-
ture, we can calculate the cooperative interaction through
the interaction relationship between the targets. The next
problem to be solved is the multi-target tracking problem
in the clutter environment. When there is a large amount
of clutter in the sensor field of view, the hypothesis corre-
lation filtering algorithm represented by joint probabilistic
data correlation (JPDA) [21], [22] is difficult to achieve accu-
rate multi-target tracking. However, the multi-target Bayes
recursive filter constructed by Mahler can effectively solve
the tracking problem in this case. These methods include the
probability hypothesis density (PHD) filter [23], [24], the
cardinalized PHD filter (CPHD) [25], [26], the multi-target
multi-Bernoulli (MeMBer) filter [27], [28], and the gener-
alized label multi-Bernoulli (GLMB) filter [29], [30], and
others.

In this paper, based on the combination of basic rules
of cluster motion and the CV model, we derive a state
space motion model for single target in the cluster, which
can be directly applied to the multi-target Bayes recursive
filter. According to the characteristics of the cluster tar-
get, we define a new distance as the distance measure of
the DBSCAN algorithm. By setting changeable parameter,
we combine the DBSCAN clustering algorithm with the
δ-GLMB filter to achieve target tracking and cluster state
estimation at the same time.

The content of this paper is arranged as follows:
Section 2 derives the motion state equation of each indepen-
dent target in the cluster; Section 3 introduces the DBSCAN
clustering algorithm and combines it with the GLMBfiltering
process; three simulations we carried out to verify the effec-
tiveness of the proposed method are described in Section 4;
and Section 5 summarizes the paper.

II. CLUSTER MOTION MODEL
A. STOCHASTIC DIFFERENTIAL EQUATION MODEL
The members in the cluster are guided by simple rules and
produce collaborative movement by cooperative interaction
mechanisms. The members in the cluster respond to the
behaviors of other members in the cluster, which ultimately
results in a global alignment of their velocity vectors, conver-
gence of their speeds to a common speed, no collisions within
the cluster, and the minimization of the potential function of
the cluster [31].

The acceleration of each target should be calculated based
on the positions and velocities of the surrounding targets in
the cluster due to their cooperative interactions. A stochastic
differential equation (SDE) [32] can effectively describe the
coordination rules, which will be placed in discrete time
without approximate error. Equation (1) is the SDE model
of the ith target in the cluster. In the Equation, separation
and cohesion are modeled as the potential force, and the
alignment is modeled as a restoring force which adjusts the
target velocity closer to the average velocity f (ṡt).

d ṡt,i =
{
−α

[
ṡt,i − f (ṡt)

]
+ βri

(
st,i
)}
dt + dW s

t,i + dB
s
t

(1)

Here, st,i ∈ Rd is the position of the ith target in a
cluster at time t , and ṡt,i is its velocity. α is the velocity
control parameter that reflects the strength of the alignment
effect on acceleration. Similarly to α, β is the potential force
control parameter that reflects the strength of the separation
and cohesion effect on acceleration.W s

t,i is a d-dimensioned
random vector, which models ith target motion random noise.
Bst is another d-dimensioned random vector, modeling overall
randomness in the motion of the cluster as a whole. f (ṡt)
indicates the average velocity of all targets in the cluster.
Assuming the number of cluster members is N , we arrive at
the following formula:

f (ṡt) =
1
N

N∑
j=1

ṡt,j (2)

The introduction of f (ṡt) realizes the alignment of the
members within the cluster and ensures their information
transmission. From the perspective of graph theory, this
makes the cluster topology have weak connectivity, which
is critical for the velocity of cluster members to achieve
consistency. ri

(
st,i
)
is the resultant force of the potential force

received by the i th target. The expression is as follows:

ri (st) =
∑
∀j,j6=i

r
(
st,i, st,j

)
(3)

Here, r
(
st,i, st,j

)
indicates the potential force generated by

the jth target on the ith target, and its magnitude is determined
by the potential function Uj (·) and the Euclidean distance
between the two targets.

If the cluster topology has weak connectivity and the ran-
domness in motion does not significantly affect the coop-
erative interaction between members, the cluster members
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FIGURE 1. The variation of Uj (·) and r (·) with distance between two
targets (R11 = R12 = R21 = R22 = 2,dr = 10,dm = 20). (a) is the variation
of Uj (·); (b) is the variation of r (·).

will gradually obtain a consistent velocity to form a col-
lective motion on the condition that Uj (·) is a consequent
differentiable non-negative function and the only minimum
value can be obtained at a certain point. See Appendix for the
proof.
Uj (·) can be defined as Equation (4), as shown at the

bottom of the next page. It is easy to prove that dUj(z)
dz

∣∣∣
z=d−r
=

dUj(z)
dz

∣∣∣
z=d+r

= 0, and it has a minimum at
∥∥st,i − st,j∥∥ =

dr . where dr is the balance distance between two targets
and dm is the maximum distance that targets can generate
potential force. When the distance between the two targets
is less than dr , the potential force is repulsive force. Oth-
erwise, the potential force is attractive force. R11, R12, R21,
and R22 are the control parameters of the potential field
intensity. Setting R11 = R12 = R21 = R22 = 2,
dr = 10, and dm = 20, the potential function is shown
in Figure 1(a).

The potential force received by ith target can be defined
as the negative gradient of the potential function. Based on
Equation (4), the expression of r

(
st,i, st,j

)
is shown as Equa-

tion (5), as shown at the bottom of the next page. Setting
the parameters as above, Figure 1(b) shows the variation
of potential force with the separation distance between two
targets.
R12 and R22 should be set to non-zero parameters. Then,

the magnitude of repulsive force will be limited to R11dr
R12(dr+R12)

when two targets are very close together. The magnitude of
attractive force will be limited to R21(dm−dr )

R22(dm−dr+R22)
when the

distance between the two targets approaches dm. This can
avoid sudden excessive changes in the target position and
velocity due to the potential force. This restriction is reason-
able and necessary for realistic cluster targets. Nevertheless,
the restriction must be set reasonably. In some cases, if it is
set too small, cluster members may collide with each other.

A linear SDE for the joint target state can be written as

dX t = AX tdt + Rdt + BdW t + CdBt (6)

Here, X t =
[
xt,1, ẋt,1, yt,1, ẏt,1, · · · , xt,N , ẋt,N , yt,N ,

ẏt,N
]T . Matrix A ∈ R4N×4N is defined as follows:

A =


A1 A2 · · · A2
A2 A1 · · · A2
...

. . .
...

A2 A2 · · · A1



A1 =


0 1 0 0
0 (1−N )α

N 0 0
0 0 0 1
0 0 0 (1−N )α

N



A2 =


0 0 0 0
0 α

N 0 0
0 0 0 0
0 0 0 α

N

 (7)

Matrix R ∈ R4N×1 is defined as follows:

R =
[
0, βri,x (st) , 0, βri,y (st) , · · · ,

0, βrN ,x (st) , 0, βrN ,y (st)
]T (8)

Matrix B ∈ R4N×2N is defined as follows:

B =


B1 0 · · · 0
0 B1 · · · 0
...

. . .
...

0 0 · · · B1

B1 =


0 0
1 0
0 0
0 1

 (9)

Matrix C ∈ R4N×2 is defined as follows:

C =
[
BT1 ,B

T
1 , . . . ,B

T
1

]T
(10)

The multidimensional motion random noises W t and Bt
are given as follows:

W t =

[
W x
t,1,W

y
t,1, · · · ,W

x
t,N ,W

y
t,N

]T
(11)

Bt =
[
Bxt ,B

y
t
]T (12)

We model the noise as random numbers that obey
Gaussian distribution. The corresponding covariance matri-
ces are QW = diag

[
σ 2
x , σ

2
y , · · · , σ

2
x , σ

2
y

]
and QB =

diag
[
σ 2
g , σ

2
g

]
. Since the two noises have the same form,

we define a joint noise M t with the covariance matrix
QM = diag

[
σ 2
x , σ

2
y , · · · , σ

2
x , σ

2
y , σ

2
g , σ

2
g

]
. The matrix D ∈

R4N×2(N+1) is defined as D = [B,C].
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Equation (6) can be equivalently written as

dX t = AX tdt + Rdt + DdM t (13)

According to Reference [32], the above SDE has an exact
solution X t+τ at time t + τ .

X t+τ = eAτX t + R
∫ s=t+τ

s=t
eA(t+τ−s)ds

+

∫ s=t+τ

s=t
eA(t+τ−s)DQMD

T (eA(t+τ−s))T ds (14)

We define that the joint transition matrix is given by

Fct (τ ) = eAτ (15)

The joint covariance matrix of noise is given by

Qct (τ ) =
∫ s=t+τ

s=t
eA(t+τ−s)DQMD

T (eA(t+τ−s))T ds (16)

The coefficient matrix of potential force is shown as

Ect (τ ) =
∫ s=t+τ

s=t
eA(t+τ−s)ds (17)

Let z = s − t , then Ect (τ ) =
∫ s=t+τ
s=t eA(t+τ−s)ds =∫ z=τ

z=0 e
A(τ−z)dz. We can find that Ect (τ ) has nothing to do

with the initial moment of the target state transition, but only
with τ . Similarly to Ect (τ ), Qct (τ ) also has this property.
When the sampling time interval τ = 1, in order to

simplify the notation, we write the matrices Fct (1), Ect (1),
and Qct (1) as Fct , Ect , and Qct , respectively. Based on the
above results, the discrete-time state equation of the joint
target is written as follows:

Xk+1 = FctXk + EctR+ 0ctwk (18)

Here,0ct is the state noise factor matrix,wk is Gaussian noise
with the covariance matrix Qct .

B. STATE SPACE MODEL
In order to track a single target, we need to obtain the state
equation of the single target by separating the target joint state
equation and transforming it into a general form that is more
suitable for tracking algorithms.

The solution of Fct is shown as follows. We can find that
Fct is composed of Fsct and F

c
ct , which are given by

Fct =


Fsct F

c
ct · · · F

c
ct

Fcct F
s
ct · · · F

c
ct

...
. . .

...

Fcct F
c
ct · · · F

s
ct



Fsct =


1 Fct (1, 2) 0 0
0 Fct (2, 2) 0 0
0 0 1 Fct (1, 2)
0 0 0 Fct (2, 2)



Fcct =



0
1− Fct (1, 2)

N − 1
0 0

0
1− Fct (2, 2)

N − 1
0 0

0 0 0
1− Fct (1, 2)

N − 1

0 0 0
1− Fct (2, 2)

N − 1


(19)

The solution of Ect has the same form as Fct . However,
since the value of α is generally small, it can be considered
that the influence of the potential force on the ith target is
independent of other targets. Therefore, Esct can be simplified
to a constant matrix, and Ecct = O4×4.

Ect =


Esct E

c
ct · · · E

c
ct

Ecct E
s
ct · · · E

c
ct

...
. . .

...

Ecct E
c
ct · · · E

s
ct



Esct =


1
1
2
0 0

0 1 0 0

0 0 1
1
2

0 0 0 1

 (20)

The solution of Qct also has the same form as Fct . Under
the premise that the randomness in motion does not signifi-
cantly affect the cooperative interaction, the noise covariance
matrix of the ith target is Qsct .

Uj
(∥∥st,i − st,j∥∥)
=


R11 ln

dr + R12∥∥st,i − st,j∥∥+ R12 + R11
dr + R12

(∥∥st,i − st,j∥∥− dr) ∥∥st,i − st,j∥∥ ≤ dr
R21 ln

dm − dr + R22
−
∥∥st,i − st,j∥∥+ dm + R22 + R21

dm − dr + R22

(
dr −

∥∥st,i − st,j∥∥) dr <
∥∥st,i − st,j∥∥ < dm

(4)

r
(
st,i, st,j

)
= −grad

(
Uj
(∥∥st,i − st,j∥∥)) =


R11∥∥st,i − st,j∥∥+ R12 − R11

dr + R12

∥∥st,i − st,j∥∥ ≤ dr
−R21

dm −
∥∥st,i − st,j∥∥+ R22 + R21

dm − dr + R22
dr <

∥∥st,i − st,j∥∥ < dm
(5)

VOLUME 9, 2021 43367



X. Xue et al.: Resolvable Cluster Target Tracking Based on the DBSCAN Clustering Algorithm and Labeled RFS

From the above solution, a single target state equation can
be given by

xk+1,i = Fsctxk,i + F
c
ct

∑
∀j,j6=i

xk,j + ck,i + 0kwk,i (21)

Here, (22) and (23), as shown at the bottom of the next page
wk,i is Gaussian noise with covariance matrix Qsct .
In Reference [4], a new collaborative noise is proposed:

w0
k,i
= 1ck,i + 0kwk,i (24)

where

1ck,i =
∑
∀j,j6=i

ωk

[
ck,(i,j)
ωk
− Fk

(
ẋk,i − ẋk,j

)]
(25)

ẋk,i =
[
0, ẋk,i, 0, ẏk,i

]T (26)

ωk =
1

N − 1
(I4×4 − diag [Fct (1, 2),

Fct (2, 2),Fct (1, 2),Fct (2, 2)]) (27)

Equation (24) suggests that the new noise is composed of
the target’s own motion noise and cooperative interaction.
Based on the framework of the CV model, the single target
tracking equation in the cluster is proposed as follows:

xk+1,i = Fkxk,i + w0
k,i

(28)

zk+1,i = Hkxk+1,i + vk+1,i (29)

In Equation (28),

Fk =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1

 .
Assuming that the cooperative interaction is random and

satisfies the Gaussian distribution as Equation (30), collabo-
rative noise w0

k,i
is Gaussian with µ0

k,i and covariance Q0
k,i.

ck,(i,j) ∼ N
(
c̄k,(i,j),Sk,(i,j)

)
(30)

w0
k,i
∼ N

(
µ0
k,i,Q

0
k,i

)
(31)

µ0
k,i =

∑
∀j,j6=i

ωk

[
c̄k,(i,j)
ωk
− Fk

(
ˆ̇xk,i − ˆ̇xk,j

)]
(32)

Q0
k,i =

∑
∀j,j6=i

Sk,(i,j) + ωkFk

∑
∀j,j6=i

(Bk,j − Bk,i)


×FTk ω

T
k + 0kQ

s
ct0

T
k (33)

Here, Bk,i is the covariance matrix of ẋk,i.
The figure above illustrates the main process of transform-

ing the joint state space model derived from SDE model to
the single target state space model in CV framework. Firstly,
we decompose the parameter matrix of joint state space
model into state transition parameter matrix (superscript s)
and cooperative parameter matrix (superscript c) of single
target, and extract the cooperative force of single target as
ck,i to obtain single target state space model. Furthermore,

TABLE 1. Simulation parameters for cluster motion.

in the framework of CV motion model, we transform the
state space model of a single target, so that the state transition
matrix of a single target is Fk , and other cooperative effects
and motion noise are combined into the defined cooperative
noise w0

k,i
. The derivation of single target state space model

will be the basis of applying Bayesian filter to single target
state estimation.

In measurement Equation (29),

Hk =

[
1 0 0 0
0 0 1 0

]
.

Measurement noise vk,i is Gaussian white noise with
covariance matrix Rk .
Based on the above model, we set the parameters as shown

in Table 1 and the collaborative motion of the cluster is shown
in Figure 3(a). The velocity convergence of the targets is
shown in Figure 3(b).

In the tracking process, we assume that the potential force
equation between targets is a priori. We will apply it in the
target state prediction stage. If the potential force equation
is unknown, it must be estimated according to the filtering
result of the target state. Usually, the potential force equation
is based on the target state andmotion information. A detailed
discussion can be found in Reference [4].

III. TARGET TRACKING METHOD
We divide the cluster target tracking into two problems: tar-
get state estimation and cluster state estimation. The target
state estimation includes target motion states, the number of
targets, and the cooperative relationship between the targets.
The cluster state estimation mainly includes the division of
clusters and the number of clusters in the field of view.
It is obvious that an accurate estimation of the target state
is the basis for an effective estimation of the cluster state.
Meanwhile, correct cluster state estimation is the key to
judging whether there is a cooperative interaction between
two targets. In this section, a DBSCAN clustering algorithm
based on the distance of target motion similarity is pro-
posed. We apply this algorithm to the prediction step of the
δ-GLMBfiltering algorithm to achieve target and cluster state
estimation at the same time.
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FIGURE 2. Transformation from SDE model to space state model.

A. DBSCAN CLUSTERING ALGORITHM
Probability based Bayesian filtering method is faced with
the problem of distinguishing clutter from real measurement,
so clustering algorithm must be more robust to filtering
results. Because the coordination interaction between two tar-
gets within the same cluster changes in a U-shape, the targets
that are far away from each other will be more attractive.
If the wrong filtering value appears and it is far away from
the real filtering value, the application of general clustering
method may affect the estimation of the coordination inter-
action between targets. Density-based spatial clustering of
application with noise (DBSCAN) is a common clustering
algorithm for processing high-dimensional spatiotemporal
data. It has the characteristics of high processing efficiency,
effectively distinguishing noise points, and finding clusters of
arbitrary shapes. Thus, the DBSCAN algorithm can enhance
the accuracy of coordination interaction estimation with the
help of noise recognition.

The core idea of the DBSCAN algorithm is to cluster
the high-density areas of target point data into clusters and
require each target in the cluster to reach a certain thresh-
old in the number of adjacent targets within a given radius.
According to the similarity metric, the result of clustering
divides the temporal and spatial data with similarity in the
target points into the same cluster, so that the difference in
data similarity in the same cluster is as small as possible,
and the difference between clusters is as large as possible.

FIGURE 3. An example of cluster motion based on the above model. (a) is
the trajectory of the cluster; (b) is the velocity convergence of the targets
in the cluster.

The DBSCAN algorithm involves several important defini-
tions: Eps-neighborhood, density, core point, border point,
noise point, direct density-reachable, density-reachable,
and density-connected. See Reference [15] for specific
explanations.

Figure 4 is a clustering example of the DBSCAN algo-
rithm. The radius of the circles is the cluster radiusEps and set
MinPts = 2. In Figure 4, points 2, 3, 4, 5, and 6 have at least
MinPts points in the neighborhood; thus they are core points.
While point 1 has only 1 point in the neighborhood, it is a
border point. There are no other points in the neighborhood
of point 7. Therefore, point 7 is considered as a noise point.
In summary, we can arrive at points {1, 2, 3, 4, 5, 6} belonging
to the same cluster.

We define a distance measure of target kinematic simi-
larity d (·). d (·) uses a value between 0 and 1 to reflect
the possibility that two targets belong to the same cluster.
When d (·) =1, the two targets are considered to belong to
two different clusters, and no cooperative interaction occurs.
When d (·) = 0, it is considered that the two targets have

ck,i =
∑
∀j,j6=i

ck,(i,j) =
[
βri,x/2 βri,x βri,y/2 βri,y

]T (22)

ck,(i,j) =
[
βri,x

(
xk,i, xk,j

)
/2 βri,x

(
xk,i, xk,j

)
βri,y

(
xk,i, xk,j

)
/2 βri,y

(
xk,i, xk,j

) ]T (23)
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FIGURE 4. An illustration of the DBSCAN clustering algorithm.

FIGURE 5. The variation of d (·) with Rv and Rd .

completely achieved cluster motion, and that they form part
of the same cluster.

d
(
xk,i, xk,j

)
= 1− (1− sgn(Rd )) e

−
R2v

2σ2Rv (34)

Rv =
√
(ẋk,i − ẋk,j)2 + (ẏk,i − ẏk,j)2 (35)

Rd = max
(
0,
√
(xk,i−xk,j)2+(yk,i−yk,j)2−Dg

)
(36)

Here, Rv and Rd are the relative velocity and distance of a
pair of targets, respectively. σRv is the standard deviation of
relative velocity; Dg describes the extent of the cluster.

Set Dg = 20, σRv = 1. According to the above definition,
the relationship between d (·) and the speed and location of
two targets is shown in Figure 5. When the location distance
between the two targets is less than Dg, the distance d (·)
between two targets increases with the speed distance of two
targets. And the possibility that two targets belong to the same
cluster gradually decreases. When the location distance is
greater than Dg, it is considered that there is no possibility
that the two targets belong to the same cluster. Based on
the definition of distance d (·), we give the process of the
DBSCAN algorithm as follows:

B. BAYESIAN FILTERING PROCESS
In Section 2, we have obtained themotionmodel of the cluster
target. Since a single target is affected by other targets in the
same cluster and the cluster state is constantly changing, it is

TABLE 2. The DBSCAN clustering algorithm [15].

necessary to estimate the state of a single target on the basis
of joint state estimation of all targets in the cluster. Therefore,
in the process of filtering, it is necessary to divide the clusters
every moment.

At time k , there are Nm targets in the field of view and the
joint state is Xk =

[
xk,1, xk,2, · · · , xk,Nm

]T with measure-
ments Zk . The cluster state estimation is Gk . The measure-
ments set from 1 to k are Z1:k = [Z1,Z2, · · · ,Zk ]T .

Assuming a Markovian state transition, the standard
Bayesian filtering prediction step is given by

p(Xk+1,Gk+1|Z1:k )

=

∫
p(Xk+1,Gk+1|Xk ,Gk )p(Xk ,Gk |Z1:k )dXkdGk (37)

Because the prediction of joint state Xk+1 is influenced by
Gk , we can obtain Equation (38) as follows:

p(Xk+1,Gk+1|Xk ,Gk )∝p(Xk+1|Xk ,Gk )p(Gk+1|Xk+1,Gk )

(38)

p(Xk+1|Xk ,Gk ) is the probability density function of the
joint target state transition. The motions of different clusters
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are assumed mutually independent. Hence,

p(Xk+1|Xk ,Gk ) =
N (Gk )∏
j=1

p(Xk+1,j|Xk,j) (39)

where N (Gk) is the number of clusters in the field of view
at time k . If the number of targets in cluster j is Ng,j, then we
can write

p(Xk+1,j|Xk,j) =
Ng,j∏
i=1

p(xk+1,i|xk,i) (40)

For the resolvable target xk,i, the prediction density is as
follows:

p(xk+1,i|xk,i)=
∫
N (xk+1,i,Fkxk,i+µ0

k,i,Q
0
k,i)p(xk,i)dxk,i

(41)

p(Gk+1|Xk+1,Gk ) is the discrete probability from one
clustering situation to another. It reflects the ratio of a
certain clustering result in all possible clustering results
at time k + 1. The clustering result of the DBSCAN
clustering algorithm depends on the choice of parameters{
Dg, σRv ,Eps,MinPts

}
. In order to produce all reasonable

clustering results to calculate p(Gk+1|Xk+1,Gk ), we take
parameters

{
Dg, σRv ,Eps,MinPts

}
as fixed parameters, and

take σRv as a changeable parameter. By changing the param-
eter σRv , different clustering results are obtained by the
DBSCAN clustering algorithm, and then p(Gk+1|Xk+1,Gk )
is calculated.

The standard Bayesian filtering update step is given by

p(Xk+1,Gk+1|Z1:k+1)

=
p(Zk+1|Xk+1,Gk+1)p(Xk+1,Gk+1|Z1:k )∫

p(Zk+1|Xk+1,Gk+1)p(Xk+1,Gk+1|Z1:k )dXk+1dGk+1
(42)

According to the standard association rules that a measure-
ment originates from a target or clutter, and one target can
only produce one or zero measurement, we can arrive at the
likelihood probability given by

p(Zk+1|Xk+1,Gk+1) =
Na∏
i=1

p
(
zk+1,i | xk+1,i

)
,

Na =
N (Gk+1)∑
i=1

Ng,i (43)

p
(
zk+1,i | xk+1,i

)
is derived by

p
(
zk+1,i | xk+1,i

)
= N

(
zk+1,i,Hk+1µk+1|k,i,Rk+1 +Hk+1Pk+1,i

)
HT
k+1,i

(44)

µk+1,i

= µk+1|k,i + Kk+1,i
(
zk+1,i −Hk+1µk+1|k,i

)
(45)

Pk+1,i
=
(
I − Kk+1,iHk+1

)
Pk+1|k,i (46)

Kk+1,i

= Pk+1,iHk+1

(
Hk+1Pk+1,iHT

k+1 + Rk+1
)−1

(47)

C. δ-GLMB FILTER
The generalized label multi-Bernoulli (GLMB) RFS is the
label RFS in state spaceX and the discrete label space L. The
GLMB process defined in C can propagate multiple hypothe-
ses in the label sets of different trajectories, which effectively
solves the problem of uncertain data association of the Bayes
multi-target filter. The δ-GLMB RFS is a special form of
GLMB RFS, which has a special structure in the index space.
The derivation of the δ-GLMB filter is as follows:

C = F(L)×4 (48)

ω(c)(L) = ω(I ,ξ )(L) = ω(l,ξ )δI (L) (49)

p(c) = p(I ,ξ ) = pξ (50)

Here,4 is a discrete space and ξ belongs to4. I is the label
set of trajectories. At time k , δ-GLMB RFS density is given
by

π (X ) = 1(X )
∑

(I ,ξ )∈F(L)×4

ω(I ,ξ )δI (L(X ))
[
p(ξ )

]X
(51)

Its cardinality distribution is

ρ (n) =
∑

(I ,ξ )∈F(L)×4

∑
L∈F(L)

ω(I ,ξ )δI (L(X ))

=

∑
(I ,ξ )∈F(L)×4

ω(I ,ξ ) (52)

At time k + 1, the δ-GLMB prediction density is given by

π+ (X+)

= 1(X+)
∑

(I+,ξ )∈F(L+)×4

ω
(I ,ξ )
+ δI+ (L (X+))

[
p(ξ )+

]X+
(53)

where

ω
(I+,ξ)
+ = ωB (I+ ∩ B) ω

ξ
S (I+ ∩ L) (54)

ω(ξ )
s (L) =

[
η
(ξ )
S

]L∑
I⊇L

[
1− η(ξ )S

]I−L
ω(I ,ξ ) (55)

η
(ξ )
S (l) =

〈
pS (·, l), p(ξ )(·, l)

〉
(56)

p(ξ )+ (x, l) = 1L(l)p
(ξ )
S (x, l)+ 1B(l)pB(x, l) (57)

p(ξ )S (x, l) =

〈
pS (·, l)f (x | ·, l), p(ξ )(·, l)

〉
η
(ξ )
S (l)

(58)

Note that ωB (I+ ∩ B) is the weight of the birth labels
(I+ ∩ B), and ω

ξ
S (I+ ∩ L) is the weight of the survival labels

(I+ ∩ L). f (x | ·, l) is a target transition density of trajectory l,
and η(ξ )S (l) is the survival probability of trajectory l. pB(x, l)
is the density of the newly born target, and p(ξ )s (x, l) is the
predicted density of a surviving target.

The parameter set π+ =
{
r (l)+ , p

(l)
+

}
l∈L+

is obtained from

the prediction step, then the δ-GLMB RFS matching the
multi-target posterior density is π (· | Z ) =

{(
r (l), p(l)

)}
l∈L+

.
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Where

r (l) =
∑

(I+,θ)∈
(
F(L+)×2I+

)ω(I+,θ)(Z )1I+(l) (59)

p(l)(x) =
1
r (l)

∑
(I+,θ)∈F(L+)×2I

ω(I+,θ)(Z )1I+(l)p
(θ )(x, l)

(60)

ω(I+,θ)(Z ) ∝ ω+ (I+)
[
η
(θ )
Z

]I+
(61)

p(l)(x, l | Z ) =
p+(x, l)ψZ (x, l; θ )

η
(θ )
Z (l)

(62)

ω(I+,θ)(Z ) ∝ ω+ (I+)
[
η
(θ )
Z

]I+
(63)

p(l)(x, l | Z ) =
p+(x, l)ψZ (x, l; θ )

η
(θ )
Z (l)

(64)

η
(θ )
Z (l) = 〈p+(·, l), ψz(·, l; θ )〉 (65)

ψz(x, l; θ ) =


pD(x, l)g

(
zθ (l) | x, l

)
κ
(
zθ (l)

) , θ (l) > 0

qD(x, l), θ(l) = 0
(66)

2I+ is the space of mapping θ : I+ → {0, 1, · · · , |Z |}.
Therefore, θ (i) = θ

(
i′
)
> 0 means i = i′. pD (x, l) is

the detection probability of (x, l), and qD (x, l) is the missed
detection probability of (x, l). g (z | x, l) is the likelihood
function, and κ (·) is the Poisson clutter density.

The multi-target tracking method based on RFS should
use a specific execution method when it is implemented.
Commonly used execution methods include the sequential
Monte Carlo (SMC) method, the Gaussian mixture approx-
imation (GM) method, and methods based on nonlinear
Kalman filter. For the target model established in this paper,
although the model is established on the CV model, it has
nonlinear characteristics because of the collaborative noise.
Since the unscented Kalman Filter (UKF) is more robust to
nonlinearity than the extended Kalman filter (EKF), the UKF
is selected as the execution algorithm in this paper. Refer-
ence [5] gives a detailed algorithm flow.

IV. EXPERIMENTS AND RESULTS
In this section, three simulation experiments are conducted to
verify the effectiveness of the proposed tracking algorithm.
The experimental scenarios include the merging of clusters,
the splitting of clusters, and the reorganization of some targets
in the cluster. In these experiments, it is assumed that the sen-
sor can fully resolve and continuously track cluster targets.
In all simulations, the cluster motion model parameters are
set as shown in Table 3. The target state vector is

x =
[
x ẋ y ẏ

]T
.

The target state and measurement equation are shown
in Equations (28, 29). Setting the covariance matrix of
measurement noise is Rk = diag [0.25 0.25]T . The
clutter obeys the Poisson distribution with parameter

TABLE 3. Cluster motion model parameters for simulations.

FIGURE 6. The trajectory of cluster targets.

TABLE 4. Cluster motion process information in Scenario 1.

λc = 15. Set pD = 0.98, ps = 0.99 and Sk =
diag

[
6.25× 10−8, 2.5× 10−7, 6.25× 10−8, 2.5× 10−7

]T
.

A. EXPEROMENTAL SCENARIO 1: THE MERGING OF
CLUSTERS
In this subsection, we track the merging process of clus-
ters. There are three cluster motions in the sensor field of
view [0, 250] × [0, 250]

(
m2
)
shown in Figure 6. Along the

x-axis, they are Cluster 1, Cluster 2, and Cluster 3, respec-
tively. The appearing time, initial position, and velocity of
the three clusters are shown in the Table 4. In the sensor
field of view, Cluster 1 and Cluster 3 merge and Cluster 2
and Cluster 3 cross as the clusters move. The trajectory of
the targets is shown in Figure 6. Where the curve shows
the trajectory, the circle represents the starting point, and the
triangle is the end points.

Figure 7 shows the tracking results of cluster targets in
experimental Scenario 1. It can be seen that there are many
measuring points at each moment, including true measure-
ments, and much clutter. Most of the position estimation
points are close to the true position points. However, there are
still some position estimation points that are quite different
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FIGURE 7. Tracking results of targets.

FIGURE 8. The estimated number of targets.

FIGURE 9. The OSPA distance.

from the true position points, which will be recognized as
noise points by the DBSCAN algorithm. This will avoid the
influence of these points on calculating themean and variance
of the collaborative noise in the prediction process.

Optimal sub-pattern assignment (OSPA) [33] is a common
index to evaluate the tracking effect of the RFS tracking
method. Setting the OSPA distance calculation parameters
c = 5 and p = 1, we get the OSPA distance shown
in Figure 9.

At the beginning of tracking, targets appear one after
another, and OSPA distance fluctuates greatly. At about time
k = 150, Cluster 1 and Cluster 3 merge. Although one cluster
has been affected by the potential force of another cluster
in the initial stage of merging, the effect is not enough to

FIGURE 10. The estimated number of clusters and the probability of
corresponding number.

TABLE 5. Cluster motion process information in Scenario 2.

make its velocity change significantly. Under the selected
parameter σRv , the DBSCAN algorithm is not sensitive to
this change of velocity, which leads to the fluctuation of
OSPA Loc. When the merging process of the two clusters is
finished, the DBSCAN algorithm divides these targets into a
cluster correctly. The cooperative interaction of each target is
calculated accurately, and OSPA Loc is reduced.

Setting the DBSCAN algorithmfixed parametersDg = 20,
Eps = 20, and MinPts = 20. The changeable parameter σRv
increases from 0.2 to 1 in increments of 0.01. The number of
clusters and the probability of the corresponding number are
shown in Figure 10. In the figure, the true number of clusters
is at the bottom, and the estimated by the DBSCAN algorithm
is at the top. It can be seen that the DBSCAN algorithm can
effectively divide the targets in the sensor field of view. It is
evident that cluster merging is not completed in an instant
but within a period of time. The DBSCAN algorithm with
a changeable parameter can effectively describe this process
within time 140-160.

B. EXPEROMENTAL SCENARIO 2: THE SPLITTING OF
CLUSTERS
In this subsection, we track the splitting process of clusters.
At the beginning, there are two clusters in the sensor field of
view [0, 200] × [0, 300]

(
m2
)
shown in Figure 11(a). Along

the x-axis, they are Cluster 1 and Cluster 2, respectively.
As the clusters move, Cluster 1 and Cluster 2 receive split-
ting instructions. Cluster 1 splits to produce 3 sub-clusters,
and Cluster 2 splits to produce 2 sub-clusters. The splitting
process is a circular motion with an angular velocity ωs =
π
60 rad/s and continues 10s. The motion process of clusters is
shown in Table 5.
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FIGURE 11. The result of tracking the splitting of clusters. (a) is the
trajectory of cluster targets; (b) is the tracking results of the targets; (c) is
the estimated number of targets; (d) is the OSPA distance.

FIGURE 12. The estimated number of clusters and the probability of a
corresponding number.

TABLE 6. Cluster motion process information in Scenario 3.

The results of target tracking, target number estima-
tion, and OSPA distance are shown in Figure 11(b), 11(c),
and 11(d). It can be seen that the OSPA Loc increases at the
time of cluster splitting. This is mainly caused by the inability
of the CV model to adapt to the turning motion. After the
turning process, the DBSCAN algorithm can correctly divide
the targets and the OSPA Loc is reduced.

We set the DBSCAN algorithm fixed parameters
Dg = 20, Eps = 20, and MinPts = 20. Because of
the small splitting angular velocity, in order to improve the
sensitivity of the DBSCAN algorithm to the change of veloc-
ity direction, the changeable parameter σRv increases from
0.2 to 0.4 in increments of 0.01. The clustering result is shown
in Figure 12. It can be seen that when a cluster splits into mul-
tiple sub-clusters or multiple clusters disappear at the same
time, the response of the algorithm to the number of clusters
is delayed. But soon after the split starts, the algorithm can
identify the number of clusters in the field of view.

C. EXPEROMENTAL SCENARIO 3: THE REORGANIZATION
OF CLUSTERS
In this subsection, we track the reorganization process of
targets in a cluster. The reorganization process occurs when
some targets suddenly disappear in the cluster. At the begin-
ning, there are two clusters in the sensor field of view
[0, 150] × [0, 150]

(
m2
)
shown in Figure 13(a). At about

time 65, Cluster 1 and Cluster 2 cross. At time 100, some
targets disappear in Cluster 1, and the others reorganize with
changing velocity due to the cooperative interaction. The
motion process of clusters is shown in Table 6.
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FIGURE 13. The result of tracking the reorganization of clusters. (a) is the
trajectory of cluster targets; (b) is the tracking results of targets; (c) is the
estimated number of targets; (d) is the OSPA distance.

FIGURE 14. The estimated number of clusters and the probability of
corresponding number.

The results of target tracking, target number estimation,
and OSPA distance are shown in Figures 13(b), 13(c),
and 13(d). It can be seen that the OSPA Loc is always small,
and that the tracking algorithm can adapt to the reorganization
of the targets.

We set the DBSCAN algorithm fixed parameters to
Dg = 20, Eps = 20, and MinPts = 20. The changeable
parameter σRv increases from 0.2 to 0.8 in increments of
0.01. The clustering result is shown in Figure 14. It can be
seen from the figure that the DBSCAN algorithm can still
guarantee a high probability of correct clustering even if
many targets cross each other at about time 65.

V. CONCLUSION
In this paper, we use stochastic differential equations tomodel
the cooperative interaction of the cluster and derive the state
equation of the cluster targets. We redefine the DBSCAN
algorithm distance measure according to the characteristics
of the cluster targets and realize the division of targets in the
field of view by the DBSCAN algorithm. We combine the
DBSCAN algorithm with the prediction step of the δ-GLMB
filter to realize the state estimation of targets and clusters at
the same time. In the experiments, we simulate the merging,
splitting, and reorganization behavior of targets and track the
cluster targets by the proposed method. The results show that
the method proposed in this paper can effectively identify the
behaviors of cluster targets, estimate the interaction of the
targets, and accurately track the targets. However, because
the target state equation in this paper is based on the CV
model, the tracking algorithm is difficult to adapt to the
more complex motion of the cluster targets. In the next step,
we consider applying the interactive multiple model (IMM)
algorithm to track cluster targets.

APPENDIX
Consider the following energy function:

E =
N∑
i=1

∑
∀j,j6=i

Uj
(∥∥st,i − st,j∥∥)+ 1

2

N∑
i=1

ṡTt,iṡt,i (A.1)

The level set �c =
{(∥∥st,i − st,j∥∥ , ṡt,i)∣∣E ≤ c, c > 0

}
is

defined as the compact set on the relative distance between
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cluster members and the velocity space. From the continuity,
we can see that �c is a closed set. Because of E ≤ c,
we can arrive at Uj

(∥∥st,i − st,j∥∥) ≤ c, ṡTt,iṡt,i ≤ 2c. Since
Uj
(∥∥st,i − st,j∥∥) ≤ c and the cluster topology has weak

connectivity, ∃R > 0 makes
∥∥st,i − st,j∥∥ ≤ R. Because of

ṡTt,iṡt,i ≤ 2c, there is
∥∥st,i∥∥ ≤ √2c. Thus �c is a bounded

closed positive invariant set.
Without considering the effect of noise, the control input

of cluster members can be considered as follows:

ut,i =
d ṡt,i
dt
= −α

[
ṡt,i − f (ṡt)

]
+ ri

(
st,i
)

(A.2)

By calculating the time derivative of the energy function,
the following equation can be obtained.

Ė =
N∑
i=1

−∑
∀j,j6=i

ṡTt,ir
(
st,i, st,j

)
+ ṡTt,iut,i


= −α

N∑
i=1

ṡTt,i
[
ṡt,i − f (ṡt)

]
(A.3)

Because of
N∑
i=1

ṡTt,i
[
ṡt,i − f (ṡt)

]
=

1
N

N∑
i=1

N∑
j=i+1

(
ṡt,i − ṡt,j

)2
≥ 0, we can get Ė ≤ 0.
According to the LaSalle invariant set principle, any

solution of the system starting from the level set will
converge to the largest invariant set in set Q ={(∥∥st,i − st,j∥∥ , ṡt,i) ∈ �c

∣∣ Ė = 0
}
. The velocity of cluster

members can gradually become consistent to form a collec-
tive motion.
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