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ABSTRACT Mixed-criticality scheduling in modern deeply embedded mission and safety-critical systems
needs to consider delivered service, that is, the runtime in low criticality mode. If the change into a higher
criticality mode is triggered by the first overrunning job, the service is severely reduced. With earliest
deadline first with virtual deadlines for single errors (EDF-VD-SE) we show how to reserve additional
time to tolerate a single overrunning job by formulating and solving an optimization problem, and that
EDF-VD-SE is feasible without assumptions about error probabilities for safety guarantees. We conduct
extensive simulation experiments to report on average doubled service figures, and show how EDF-VD-SE
results in a nearly constant acceptance rate of random task systems.

INDEX TERMS Real-time systems, scheduling algorithms, system recovery.

I. INTRODUCTION

To meet non-functional requirements of embedded systems
in the avionics and automotive sector, components of differ-
ent criticality, or required level of assurance against failure,
are integrated onto a common hardware platform [1], [2],
resulting in mixed-criticality systems [3].

For mixed-criticality real-time control systems, like
on-board flight computers, a criticality is assigned to each
task, or reoccurring computation. Computations, or jobs,
need to finish prior to their deadline to meet the timing
requirements of the system, and share the processor with
other jobs. If job arrival times and their execution times are
not known in advance, it is to decide during system run-time
on a schedule when jobs are allowed to access the proces-
sor. This makes schedulability verification prior to system
deployment a necessity. For schedulability verification, jobs’
worst case execution times (WCETs) are modeled as constant
upper bounds, which are impossible or hard to derive in a
safe and precise manner [4], and tend to increase with the
criticality [5]. In specifying multiple estimates for a job’s
execution time, mixed-criticality scheduling approaches are
able to provide different levels of assurance, increasing the
chance to verify the schedulability of the system.

For a preemptive uniprocessor, scheduling jobs from inde-
pendent, sporadic, implicit deadline tasks, mixed-criticality
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scheduling approaches like earliest deadline first with vir-
tual deadlines (EDF-VD) guarantee that all high criticality
tasks finish prior to their deadline, irrespective of the low
criticality tasks [6]. This guarantee is achieved among other
things by separating the run-time in modes, where change
from the initial low criticality mode into the higher criticality
mode, executing only high criticality tasks, is triggered by
a high criticality job executing longer than accounted for.
But abandoning low criticality tasks, or rather the service
they implement, is not sensible [7], [8] if the system is
expected to experience an actual mode change [9]. Espe-
cially in modern fault-tolerant hard real-time systems, where
scheduling is not deterministic [10], mode change needs to be
considered. Therefore holistic approaches need to go beyond
scheduling guarantees for high criticality tasks, and strive to
provide as much service as possible to low criticality tasks
as well.

To extend the service of low criticality tasks, the change
from low to high criticality mode should be delayed as long
as possible [11]. Changing modes is tied to a particular event
which is integral to the approach’s schedulability check. For
approaches like EDF-VD, the event is the overrun of a single
high criticality job, which happens if the job’s computation
takes longer than anticipated by its low criticality budget.

We propose to reserve additional time during system
design to accommodate for a single overrun, which results
in a delayed or even prevented change into high criticality
mode. With our approach, called EDF-VD-SE, we show
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o how to find and reserve additional time by virtual
deadlines using sequential least squares programming
(SLSQP) (Section IV-C);

« that our adaptive approach results in a nearly constant
acceptance rate of random task systems (Section V-A);
and

« how this approach improves the quality of service by
effectively doubling the run-time on average in low
criticality mode (Section V-B).

Il. PRELIMINARIES

In the following subsections we introduce the reader to
our notation, and the basics of earliest deadline first (EDF)
scheduling for mixed-criticality task systems. Once major
terms are defined, we review how task systems are randomly
generated in a controlled manner, which is important to
ensure reproducible experiments.

A. NOTATION

We consider independent, sporadic, implicit deadline
dual-criticality task systems, scheduled on a preemptive
uniprocessor. The processor is the only shared resource,
and the overhead of scheduler operation and context switch
can be bounded by a constant. We adopt the standard
dual-criticality task system model [9], [12], [13]: Each task
7; in a dual-criticality sporadic task set T = {ty,..., T,} is
characterized by

o a criticality level x; € {l,2}, often referred to by

symbolic names low L = 1 and high H = 2;

e execution time budgets in both criticality modes

ci(D), ci(2);

« arelative deadline d; of the jobs of 7;; and

« the minimum interarrival time, or period p; between two

jobs of 7;.

Execution time budgets are estimates of the time it takes to
execute a task’s job on the uniprocessor. They summarize the
distribution of actual execution times by an upper limit. With
multiple execution time budgets the distribution is sliced into
multiple parts, which allows to differentiate an average case,
and further pessimistic cases. In dual-criticality tasks we use
up to two execution time budgets c¢;(1), ¢;(2) to differentiate
the average- and worst case. A constant is added to all execu-
tion time budgets to account for scheduler and context switch
overhead.

Furthermore, the execution time budgets, deadlines, and
periods are constrained to obtain an implicit deadline system:

vVt €1 :ci(l) <ci(2) <d; = p; (D

Tasks generate an unbounded sequence of jobs, where jobs
are characterized by their arrival time «;;, actual execution
time y;;, and absolute deadline d;j = a; + d;. At run-
time, high criticality jobs might execute longer than ¢;(1), but
never exceed their WCET ¢;(2). Low criticality jobs are con-
strained to never execute longer than c;(1). The task system
is mixed-criticality schedulable if every high criticality job
can receive execution time y;; during [e;, djj), to meet their
deadline [14].
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At system level k a single task 7; has a utilization of u;(k) =
ci(k)/p;. We can summarize the utilization in low- and high
criticality mode for a dual-criticality system with K = 2 as
follows [14]:

i

Uitk) =
iixi=l

I=1,....,K, k=1,...,1 ()

For the reader’s convenience we refer to the criticality lev-
els by their symbolic names with the following notation:
Ui(1) =Ur, Ux(1) = UILi, U>(2) = Ug. Moreover for a low
criticality task t; the WCET is ¢; and the task’s utilization is
u;. For high criticality tasks 7; the WCETs are cF, ¢’ and the
task’s utilizations are uiL, ulH .

B. EARLIEST DEADLINE FIRST WITH VIRTUAL DEADLINES
EDF-VD is a preemptive uniprocessor dynamic scheduling
approach for mixed-criticality task systems. It is an extension
of EDF scheduling to mixed-criticality task systems by intro-
ducing earlier, virtual deadlines. As in EDF, the priority of a
job is defined by its deadline [15]. The closer the deadline,
the higher the priority of the job. The job with the highest
priority is granted access to the processor, and can preempt
a currently running job, which returns to the scheduler’s job
queue.

In contrast to EDF scheduling, EDF-VD introduces the
concepts of criticalities and modes, which separates the sys-
tem’s run-time into two modes: In the first mode, jobs from
all tasks are scheduled. Once a job from a high criticality
task requires more computation than anticipated (y;; > cl.L),
the system changes to the second mode, where only jobs from
high criticality tasks are scheduled.

To guarantee that all high criticality jobs have enough time
to finish prior to their deadlines, EDF-VD introduces earlier,
virtual deadlines which reserve time necessary for a success-
ful mode change. These earlier deadlines increase the priority
of the task’s jobs. Once the switch to high criticality mode is
triggered, jobs from high criticality tasks are scheduled with
their original deadline.

We can interpret the scheduling in both modes as regular
EDF scheduling with different sets of tasks. If both modes
satisfy the constraints of regular EDF scheduling, with the
transitional phase taken care of by earlier deadlines, the sys-
tem is guaranteed to never miss a deadline [14].

C. RANDOM TASK SYSTEM GENERATION

It is interesting to know which, or how many, task systems are
deemed schedulable by a given algorithm. With a fixed set of
task systems, the fraction of task systems deemed schedulable
can be compared between algorithms as an indication of their
practical applicability. If an algorithm is able to schedule
a larger fraction of task systems, it seems more practical,
because the likelihood of scheduling a specific task system
increases. Comparing algorithms in this regard requires a
large set of task systems, hence randomly-generated synthetic
task systems are used.

43541



IEEE Access

R. Schmidt, A. Garcia-Ortiz: Service Improvements in Real-Time Uniprocessor Scheduling With Single Errors

Require: Utilization U to distribute over n tasks
Ensure: Uniform distributed utilizations u;
I:u— @
25U
3: for j « [0,n—1)NZdo
4: ve—UWO,1)
5 i—n—(+1)
6: Snext = 8 - v
7 U —uU{s— Spext}
8: § ¢ Snext
9: end for
10: u «— uU{s}
FIGURE 1. UUnifast algorithm [16]. The algorithm computes each task’s
utilization u; iteratively by nested splitting of U between i tasks. Each
iteration, a utilization v; is calculated by inverse transform sampling a

CDF of the sum of i uniform random variables limited to the iteratively
decreasing remaining utilization s.

The random generation is controlled by several parameters,
which can affect results and bias the judgment about algo-
rithms [16]. A major parameter is the task system’s utilization
U, because the difficulty increases with U. The distribution of
U over all tasks in a system needs to be controlled to avoid any
bias. Itis favorable to have uniform distributed task utilization
u;; the UUnifast algorithm provides a controlled way of
distributing U over n tasks in a system [16].

To calculate uniformly distributed task utilizations u; in
linear time the UUn1i fast algorithm splits U iteratively into
n slices, as shown in Fig. 2. Given a CDF F;(x) of the sum of
i independent uniform distributed random variables and their
sum limited to s, the algorithm draws a random value x < sby
inverse transform sampling from Fj(x). The difference s —x is
the remaining utilization which needs to be split up between
n — 1 tasks. This procedure, formalized in Fig. 1, is repeated
for the remaining n — 1 tasks.

The CDF Fj(x) is derived from the probability density
function (PDF) f;(x) of the sum of independent, uniformly
distributed random variables in [0, b]:

Fi®) = futitttotst, ) = (fua, *foy * -+ % fig) ) (3)

1 i—1
—x"7", xe[0,b
=15 10: 2] @
0, else
0, x<0
i
Fi(x) = (%) 0<x<b Q)
1, x>b

The sampling of random values from Fj(x) requires the
inverse function F~1(x), which is used in line six of the
UUnifast algorithm in Fig. 1 in case 0 < x < b:

F, (F—l(x)) e (6)
-1 i

(F b(x)) . -
F~'(x) = b/x = bu!/! 8)
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TABLE 1. Example of executing Uunifast algorithm for U =1and n = 4.

ios() se () uj
U 0.757 0.243
0757 0652  0.105

0.652  0.253 0.399
- - 0.253

TN = O |~
=N W

——U=1—-—7-—

[ ] w Jaf w |

$next (0) = 0.757 \
Snext (1) = 0.652 \

Snext(2) |= 0.253

FIGURE 2. Example slicing of U = 1 by the uunifast algorithm with
n = 4 tasks.

As an example consider U = 1 and n = 4, which can result
in u = (0.243,0.105, 0.399, 0.253) as shown in Table 1.
The slices are iteratively calculated, where v € U(0, 1) is a
uniform distributed random variable:

5O0)=U  snext(0) = U -v'/? ©)

(1) = $next(0)  Snext(1) = et (0) - v'/> (10)

$(2) = Snext(1)  Snext(2) = Spext(1) - v (11)
The task’s actual utilizations are the differences between two
slices, except the last one:

up = $(0) — spext(0) (12)
ur = s(1) — snext(1) (13)
uy = 8(2) — Snext(2) (14)
u3 = Snext(2) (15)

The remaining parameters in the task system generation
are the limits of uniform random distributions for the task’s
period, deadline-to-period ratio, and factor between low- and
high level utilization. Usually one can assume task periods
within typical ranges, for example between p; = 200ms
and p, = 5000 ms depending on the kind of application. A
uniform distribution ¢ (p;, p,) is justified for general compar-
isons of algorithms, but other distributions can be considered
if the applications of interest have a bias towards shorter or
larger periods in a task system. For non-implicit-deadline
tasks the deadline of each task is a multiple of the period,
d; = €;p; with a deadline-to-period factor drawn uniformly
€; € U(e, €,). Implicit-deadline task systems are generated
with €, = €, = 1. The execution time budget of each task
is the product of the task’s utilization u; and period p; €
U(pi, pu): cL = uip;.

For our experiments we generate synthetic task systems,
and convert them into dual-criticality task systems. A uni-
formly distributed factor z; € U(z;, z,,) determines the higher
level execution time budget cy = zjcr [17], if by random
chance of p = 0.5 the task is of high criticality. The factor
z; describes the pessimism in estimating the task’s WCET
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EDF-VD mode switch Overrun

start H Introducing @
additional
mode for
EDF-VD-SE

EDF-VD-SE mode switch

First overrun Second overrun

-

FIGURE 3. Mode switch in EDF-VD and EDF-VD-SE. With EDF-VD-SE we
can tolerate a single overrun without abandoning low criticality tasks.
With the second overrun, low criticality tasks are abandoned in favor of
high criticality tasks. EDF-VD represents the mode switch behavior of
classic dual-criticality mode switch schemes. Compared to classic
dual-criticality mode switching, EDF-VD-SE has an intermediate mode
labeled “SO” (single overrun).

with cy. Moreover, by selecting z; = z; = z € {x €
Z : x > 1} we can model different software error correc-
tion approaches where jobs are repeated, which we describe
in more detail in Section IV. Resulting dual-criticality task
systems have different utilizations Uy, Uy in low- and high
criticality mode, with Uy > Uy, due to increased pessimism
in estimating the task’s WCET. During random generation,
the utilization in low criticality mode is chosen, which influ-
ences the utilization of low criticality tasks in low criticality
mode U If and of high criticality task in low criticality mode
U f’ :

U=U,=UF+U} (16)

This parameterized random generation approach is used to
reproduce task system sets used in the literature and allows
to investigate a schedulability test under explicit parameters
and task system properties.

Ill. OVERVIEW OF EDF-VD-SE

The general idea of EDF-VD-SE is to delay the mode change
in EDF-VD to high criticality mode as shown in Fig. 3. The
delay is achieved by tolerating a single overrun of execution
time budget for a high criticality task, under the assumption
that overruns are possible, but rare. In EDF-VD the scheduler
would kill all low criticality tasks and serve only high critical-
ity tasks after the first overrun. But with EDF-VD-SE, we can
continue to service jobs from low criticality tasks, resulting
in a better quality of service (QoS) for them.

With EDF-VD-SE, we consider both the schedulability of
high criticality tasks, and the QoS for low criticality tasks dur-
ing system operation. Compared to analysis-only approaches
like EDF-VD, whose scope is the schedulability of high
criticality tasks, EDF-VD-SE is motivated from a different
perspective on the problem: how to guarantee schedulabil-
ity of high criticality tasks and improve the QoS for low
criticality tasks. We deem this perspective more appropriate
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for safety-critical systems, and EDF-VD-SE as a holistic
approach to solve the problem.

By reserving additional time during system design,
EDF-VD-SE can tolerate an overrun of a high criticality
task. The additional time is sourced from static slack, or by
reducing the utilization of low criticality tasks. The question
remains how much time do we need to reserve, and how to
ensure that the approach works with the task system at hand.
We adopt the idea of virtual, earlier deadlines as in EDF-VD
to reserve time for the tolerated overrun. We formulate the
question as an optimization problem and solve it with SLSQP
to acquire a suitable virtual deadline scaling parameter and
the maximum allowed utilization of low criticality tasks.
Comparing with the task system at hand, we might find out
that we can even add further low criticality tasks, which is
valuable information for the system designer.

To derive a suitable virtual deadline scaling parameter for
a task system with » high criticality tasks, we create for each
high criticality task a virtual task system where the task’s
execution time budget in low criticality mode is equal to
the budget in high criticality mode. If we can find a virtual
deadline scaling parameter x suitable for all n virtual task
systems, we can use this x to create the virtual deadlines
d; = xd; in the original task system, and schedule the original
task system with confidence that one overrun is tolerable.

IV. MODEL

Our approach works well for modern fault-tolerant hard
real-time systems build from commercial off-the-shelf
(COTS) components. Ensuring the continuous correct ser-
vice of such a system and thus making it reliable requires
addressing faults during system design and operation. Faults
are classified based on whether their duration is permanent
or transient, their extend is local or distributed, and their
value is determinate or indeterminate [18]. Once a fault is
activated, the system deviates from its correct service state.
This deviation is an error. If the error affects the delivered
service a failure occurs [19]. Fault tolerance techniques are
used to prevent system failure and differ in which class of
fault they are able to tolerate.

Therefore our model, which we introduce in the follow-
ing sections, can describe systems where error detection
and correction is used to ensure the service of high crit-
icality tasks, but not exclusively. First, we introduce the
aspects of our model which are relevant during system oper-
ation, including mode change, application of virtual dead-
lines, and implications for the scheduler implementation
(Section IV-A). Motivated by the system operation, we con-
tinue with the static aspects of our model which cover
error modeling and the schedulability check (Sections IV-B
and IV-C).

A. SYSTEM OPERATION

The standard mode change scheme [9], [12], [14] for mode
switched EDF scheduling of dual-criticality task systems
separates the run-time in modes, with the system starting in
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low criticality mode, where all jobs are scheduled according
to their execution time budget ¢; or clL Low criticality jobs
are prevented to execute longer than c,, but high criticality
tasks can overrun their budget up to c. As soon as a high
criticality tasks executes longer than c;, the system changes
into the high criticality mode, where only jobs from high
criticality tasks are scheduled. Once the system enters high
criticality mode, low criticality tasks, or rather the service
they implement, are abandoned.

The mode change scheme in EDF-VD-SE is an expansion
of the standard mode change scheme as shown in Fig. 3.
The additional intermediate mode between high- and low
criticality mode accounts for the single tolerable error, and
allows to continue servicing jobs from low criticality tasks.
Once the second error is detected, the system changes into
high criticality mode, which is identical to the standard mode
change scheme.

In EDF-VD-SE the deadlines of high criticality jobs are
scaled by x. When the system starts, jobs are EDF scheduled
according to their earlier, virtual deadlines from the scaling.
In case of a single error, which results in a job from a high
criticality task 7; to execute longer than c , the system records
the error and continues to service all tasks. If a second error
happens, all low criticality tasks and their jobs are removed
from the system, and jobs from high criticality tasks are
scheduled according to their original deadlines. Therefore the
run-time operation is similar to EDF-VD except the addi-
tional flag to record the first error and to delay the mode
change.

B. ERROR MODEL

In EDF-VD-SE, we model the error detection and correction
techniques used to ensure the service of high criticality tasks
with execution time budgets. During error-free operation,
protected high criticality tasks don’t exceed their low mode
execution time budget. Once errors are detected, the error
correction requires additional time, which is reflected in the
high mode execution time budget.

Execution time budget overrun is a powerful abstraction
for transient errors in embedded systems because a lot of soft-
and hardware errors manifest as delays or errors in timing. For
example, a single energetic particle strike causing a voltage
spike at a node in an integrated circuit can result in a single
event upset (SEU) [20]. Such an SEU might flip a bit in a
central processing unit (CPU) register which holds a loop
counter, or a calculated result gets corrupted and needs to
be recalculated. These longer run- times are considered in the
high mode execution time budget c . To model a task w1th
error correction, we consider c{" = zlc{f as a multiple of ci ,
where z; € {x € Z : x > 1} captures the pessimism in
estimating the task’s WCET for error correction approaches
where jobs are repeated.

C. SCHEDULABILITY CONDITIONS
To account for the unforeseen switch to high criticality mode,
approaches like EDF-VD reserve processor capacity by
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introducing earlier, virtual deadlines 211- = xd; for high crit-
icality tasks. Therefore virtual deadlines should be chosen
in such a way that they ensure schedulability during the
mode switch, or transitional phase, under the assumptions of
the implemented mode switch scheme. For a dual-criticality
system, the necessary conditions to ensure steady-state
schedulability under EDF-VD are [6]:
L
Ut + % <1 (17)

xUF+ Ul <1 (18)

InEq. (17) theterm U 1L1 /x accounts for the utilization increase
of high criticality tasks from earlier virtual deadlines. We
replace this term with UL, which reserves time for a single
high criticality task 7; in low criticality mode to tolerate an
overrun without switching modes:

H L
oL = ¢y 5 (19)
di  ~— xd;
l1ETH
i

The resulting schedulability condition for the low criticality
mode considering 7; is:

UL+—+Z—<1 (20)
iety
i#]

To account for a single error in all tasks we check if the task
system is still schedulable if any high criticality task requires
more time. This increases the number of equations we need
to consider from two to n + 1 with n as the number of high
criticality tasks in t:

H L
vj UF4+ L 21
jUL+ gt A g = 1)
i€ty
i#]
The schedulability condition for the high criticality mode is

unchanged.

In EDF-VD-SE, we seek a numerical solution of which
deadline scaling parameter x of our task system with n high
criticality tasks allows to schedule the task system while
supporting the maximum amount of low criticality work U LL
Our vector of variables isy = [x UF], our objective function
is f(y) = ULL, and we can formulate our search as an
optimization problem, with the constraints stemming from
the schedulability conditions in low- and high criticality mode
for each high criticality task j:

maximize U LL

y
L H uj
subject to Vj 1 — —utt — s
jecttoVj 1 — Up u; Zx_O
IETH
i#]
1 —xUF —UH >0 (22)

The resulting optimization problem has a scalar objective
function and n + 1 nonlinear inequality constraints, and can

VOLUME 9, 2021
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TABLE 2. Example task system with two high criticality tasks and two low
criticality tasks. The task system is schedulable with EDF-VD-SE,

as demonstrated in Section IV-C1. The virtual deadline scaling parameter
for all high criticality tasks z; is x = 4/5.

J Cl-L cf" pi =d; ul.L uiH xd;
1 2 3 10 420 3/10 8
2 4 8 16 5020  5/10 645
- 3 - 20 3/20 - -
- 1 - 20 1/20 - -

FIGURE 4. Visualization of both high criticality tasks from the example
task system in Table 2. The length of each bar is equal to the task’s period
pi and deadline d;, with ratio of bar length to filled length as utilization.
The black part of each bar is equal to the task’s execution time budget in
low criticality mode c.. In high criticality mode, the execution time
budget of each task is larger. The difference between low- and high
criticality execution time budget is shown in red. Deadline scaling with x
results in earlier deadlines, with the difference between original and
virtual deadline indicated by the green part of the bar.

be solved by nonlinear programming (NLP). Because the
objective function and constraints are twice continuously
differentiable we can solve the problem with SLSQP [21],
[22] to calculate the maximum utilization of low criticality
tasks in low criticality mode U;" and working virtual deadline
scaling parameter x. If the optimization succeeds, and U LL of
the task system is below or equal to U}", the task system is
schedulable. The optimization is done prior to target system
operation, during system design, and the results are fixed and
valid for the whole system operation time. Therefore there is
no overhead from optimization during operation.

1) EXAMPLE

As an example let us consider the task system in Table 2. The
task system has two high criticality tasks 71, 72, and two low
criticality tasks. As it stands, the utilization of low criticality
tasks in low criticality mode is UF = 4/20. Solving the
optimization problem Eg. (22) results in U;" = 1/4 and
x = 4/5. Because U;" > ULL the task system is schedulable
by EDF-VD-SE.

The example’s deadline scaling is visualized in Fig. 4,
which shows how earlier deadlines reserve time for the mode
change. Despite earlier, virtual deadlines the period is not
changed, and the mode is changed once one of the high
criticality tasks executes longer than clL

2) MODIFICATION OF Ut

Solving the optimization problem Eq. (22) can results in 1) a
schedulable task system U 2” > U LL; or 2) a non-schedulable
task system U;" < U If Contrary to EDF-VD, we can use
the additional information of U;" to modify our task system
in both cases: 1) Ui" > ULL allows us to add additional
low criticality tasks to our task system until U i‘ = U/
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and 2) U/" < U, LL guides us in removal of tasks until
UE = UJ". In both cases, a difference in utilization AUF =
ur-u LL of zero indicates the maximum load for the pro-
cessor. We investigate how modification of U LL by AUIf
can help to improve the acceptance rate for EDF-VD-SE in
Section V-A.

V. EXPERIMENTS

To understand the usefulness of EDF-VD-SE, we investi-
gate how many task systems are actually schedulable with
EDF-VD-SE. For this we generate a set of random task
systems and apply the schedulability check described in
Section IV-C, noting which task systems are schedulable and
which not.

Moreover, we want to know the benefit in QoS, or addi-
tional system run-time beyond the first error. We use
Thready [23] to simulate a large set of random task systems
to investigate the run-time until the first- and second error.

A. ACCEPTANCE RATE OF vuunirfast RANDOM TASK
SYSTEMS FOR DIFFERENT UTILIZATIONS

The acceptance rate is the number of schedulable task sys-
tems divided by the total number of task systems. We generate
random task systems to investigate how many can be sched-
uled by EDF-VD-SE in comparison to EDF-VD. One benefit
of EDF-VD-SE is that we know the maximum allowed uti-
lization by low criticality tasks after the schedulability check.
Therefore we investigate the acceptance rate of EDF-VD-SE
in two ways: First, we compare if the utilization from low
criticality tasks in the random task system is below or equal
to the maximum utilization allowed by EDF-VD-SE. If this is
the case, we count the task system as schedulable. In the sec-
ond investigation we use our knowledge about the maximum
allowed utilization to modify the random task system, and
report if it is schedulable after modification. While we do this,
we take note of the low task utilization delta, which can be
positive, if EDF-VD-SE allows to add further low criticality
tasks to the system, or negative, if EDF-VD-SE requires to
lower the utilization of low criticality tasks. Such a negative
utilization delta can be interpreted as the cost to allow a single
error.

In Fig. 5, we compare the acceptance rate of EDF-VD-SE
to EDF-VD, with and without modification of the random
task system. Each data point is the result of calculating the
acceptance rate of 1024 task systems for a specific utiliza-
tion in low criticality mode U;, = Uf + UII_“I. We gener-
ate random task systems with specific Uy, as described in
Section II-C, following a parameterization for task systems
which are mostly schedulable by EDF-VD [6]: For each task
periods are uniformly drawn between p; = 50 and p,, = 200,
and pessimism is uniformly drawn between z; = 1 and
Zu = 2.

While EDF-VD shows a superior schedulability for task
systems with utilization Ur < 0.9, EDF-VD-SE can use
the knowledge about maximum low criticality task utiliza-
tion to provide a near constant acceptance rate around 0.5.
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FIGURE 5. Acceptance rate of EDF-VD-SE and EDF-VD for UUnifast
random task system. A higher acceptance rate is better. With increasing
utilization on low criticality mode U; the difficulty to find acceptable
deadline scales increases. The data labeled “EDF-VD-SE-mod” is for
EDF-VD-SE with adjustment to the low criticality task utilization.
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FIGURE 6. Acceptance rate for EDF-VD-SE with adjustment to the low
criticality task utilization, described by the average AU,’_'. Arrows indicate
the relevant axis for each data. A higher acceptance rate is better. A
negative AU{' requires to decrease the utilization of low criticality tasks,
and a positive value allows to add more.

Moreover, the general decline of the acceptance rate is less
emphasized for EDF-VD-SE without adaption compared to
EDF-VD.

If we adjust our task systems by AU LL on average, as shown
in Fig. 6, we achieve a near constant acceptance rate. It
is interesting to see how the average AU LL is positive for
utilizations Uy, < 0.85, and turns into a cost for task systems
with higher utilization.

B. QUALITY OF SERVICE COMPARISON BY MODE SWITCH
TIME

Estimating the QoS improvement requires to simulate how
task systems are actually scheduled on a uniprocessor. It is
not sufficient to apply the schedulability check, which only
ensures that the task system is schedulable. To investigate the
increased service for low criticality tasks, we need to measure
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how long jobs from such tasks are scheduled, and when the
system changes modes. The general idea is to simulate each
task system multiple times until it switches to high criticality
mode, to cover different job arrival patterns, and to analyze
the scheduling response of the system.

These simulations are random by nature, and allow us to
gather quantitative results. Random decisions during simu-
lation are 1) when jobs from a task arrive at the scheduler;
2) how much computation the job requires; and 3) does the job
overrun its execution time budget if it is from a high criticality
task. We control the randomness in these decisions in our
simulation experiment by parameters, which we introduce
prior to the actual simulation results.

1) SIMULATION PARAMETERS

Our simulation setup allows to change several parameters
which influence the random decisions during simulation. The
time between two jobs of the same sporadic task is at least
its period, but by random chance it might be longer. We
assume exponential distributed job inter-arrival times. The
exponential distribution is parameterized with B, with the
CDFas F(x) =1 — e /P for x > 0. The time between two
jobs is p; + e;p;. We choose B < 1 to set the time between
two jobs of the same task to its period p;, to demonstrate
our independence of dynamic slack time. In general, longer
job inter-arrival times are beneficial for scheduling, because
it creates dynamic slack time, which can be used to service
jobs that else might have failed to meet their deadline. Our
B < 1 is the worst case assumption in terms of dynamic
slack, because it reduces the accumulation of dynamic slack
to dynamic slack from unused computation budgets.

The environment is reflected in the probability p to have
an error, which is observable by the scheduler as an over-
run in computation when a high criticality job executes for
¢i > cr. With p = 0.001 we have a rather harsh environment,
where it is not uncommon to have an error which results
in an overrunning high criticality task. Each job’s overrun
probability is independent and equal to p. It is interesting to
note that choosing a larger p is not influencing the fairness
of the QoS comparison between EDF-VD and EDF-VD-SE.
While a larger p increases the chance to have an error, which
results in EDF-VD dropping the low criticality tasks while
EDF-VD-SE can continue, it increases the chance to have
a second error as well, which limits the QoS improvement
of EDF-VD-SE over EDF-VD too.

The computation for each job from low criticality tasks is
chosen uniformly between 1 and ¢ . Jobs from high criticality
tasks can overrun. If they overrun, the computation is chosen
uniformly between ¢; + 1 and cp, else between 1 and cy.
This behavior is identical in both low criticality mode, and
the intermediate ‘“‘single overrun” mode.

2) SIMULATION RESULTS
We create dual criticality UUnifast random task systems

with generation parameters similar to Baruah et al. [6] which
are schedulable by EDF-VD-SE as described in Section I'V-C.
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FIGURE 7. CDF of EDF-VD-SE QoS improvement. The QoS improvement is
the ratio of time until the second error to first error: QoS = t, /t,. Task
systems are UUnifast random generated with target utilizations of
U=0.7,U=0.8,and U = 0.9.
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FIGURE 8. System run-time histogram of baseline EDF-VD and improved
EDF-VD-SE.

We use Thready to simulate each EDF-VD-SE schedulable
task system with an error probability of p = 0.001 for
one hour with a millisecond time step resolution. Because
EDF-VD-SE can tolerate a single error, which results in a
single overrunning high criticality task, we record the system
run-time up to the second overrun, where EDF-VD-SE would
switch into high criticality mode and abandon all low criti-
cality tasks. The prolonged run-time is the additional service
for low criticality tasks. We calculate the QoS improvement
as the ratio of time until the second error to first error:
QoS = 1 /t;. EDF-VD-SE either achieves the same or better
QoS than EDF-VD, and Fig. 7 show the distribution of all
instances with QoS improvement, excluding improvements
beyond three standard deviations. The steep incline of the
CDF at an improvement of two is the result of a constant
error probability p where on average an error happens every
1 time steps, effectively doubling the run-time on average in
low criticality mode with EDF-VD-SE.

The CDF of the QoS is independent of the actual value of
p, because p influences both #, and #1. Nevertheless, a higher
value of p results in earlier #, and ¢, which is interesting to
know for a specific task system in an actual application.

The run-time histogram in Fig. 8§ compares the distribu-
tions of system run-time until switch to high criticality mode
between EDF-VD and EDF-VD-SE. For each approach,
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FIGURE 9. CDF of EDF-VD-SE QoS improvement for fixed pessimism
factor z. The QoS improvement is the ratio of time until the second error
to first error: QoS = t, /t;. Task systems are UUnifast random generated
with target utilizations of U = 0.7.
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FIGURE 10. CDF of EDF-VD-SE QoS improvement for fixed pessimism
factor z. The QoS improvement is the ratio of time until the second error
to first error: QoS = t, /t,. Task systems are UUnifast random generated
with target utilizations of U = 0.8.

the same task systems with utilizations between U = 0.65
and U = 0.95 have been simulated. The distributions look
like Log-normal, which is a result of the independent job
overrun probability p, where the system run-time random
variable is a multiplicative product of many independent
random variables.

If we set the pessimism factor z; = z;, = z, we can inves-
tigate how a controlled over-allocation of budgets influences
the QoS. We select z = 2 to model software error correction
approaches where jobs are repeated in case of detected errors.
Larger values of z represent multiple recomputations and pos-
sibly majority voting of results to correct errors in software.
As shown in Figs. 9 to 11, the impact of the pessimism factor
is nearly identical over all shown utilizations U. Looking at
Fig. 12 for U = 0.7, the pessimism factor emphasizes the
improvement of EDF-VD-SE over EDF-VD, as more systems
increase their run-time with increasing pessimism.

VI. DISCUSSION

EDF-VD-SE can tolerate a single job overrun without drop-
ping jobs or missing deadlines, and represents an approach
which makes a task system fail operational (FO) with a
count of one [24]. Reserving additional time to tolerate an
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FIGURE 11. CDF of EDF-VD-SE QoS improvement for fixed pessimism
factor z. The QoS improvement is the ratio of time until the second error
to first error: QoS = t, /t;. Task systems are Uunifast random generated
with target utilizations of U = 0.9.
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FIGURE 12. System run-time histogram of EDF-VD-SE for different
pessimism factors z. Filled areas show the densities of EDF-VD for the
corresponding EDF-VD-SE results of the same color. Bin size is 10s, and
the last bin contains the accumulated results of all simulations with
run-times between 1280s and 3600s. Increased pessimism emphasizes the
improvement of EDF-VD-SE over EDF-VD, as more systems increase their
run-time. This is shown in the smaller spikes below 200, and increased
number of simulations beyond 1280s.

overrunning task successfully delays or prevents the change
to high criticality mode. On average the QoS doubles, and
some task systems manage to improve QoS by a factor of
more than five. The static approach requires only minimal
extension to the EDF-VD scheduler run-time to record the
single overrun, which is beneficial for deeply embedded
systems.

EDF-VD-SE is limited to handle a single error, multiple
errors can cause utilization spikes which can lead to dead-
line violations depending on the currently available dynamic
slack. Nevertheless tolerating a single error already improves
QoS, and multiple errors during system operation are rare if
the error probability and system run-time are suitable for the
application.

Compared to EDF-VD, the acceptance rate is fair con-
sidering that EDF-VD represents an optimal non-clairvoyant
algorithm [14] which is not designed to tolerate a single error.
Moreover, EDF-VD-SE allows the designer to choose virtual
deadline scaling such that the utilization of low criticality
tasks in low criticality mode is optimized.
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VII. RELATED WORK

Mixed criticality scheduling is a major aspect in modern
fault-tolerant hard real-time systems which are built from
COTS components to satisfy size, weight, and power (SWaP)
constraints [3], [25]. Fault tolerance in such systems can be
achieved by hard- and software-based error detection and
correction techniques, as long as the error rate is manageable
by the selected techniques.

Dual modular redundancy [26] and error detection codes
like parity [27] are hardware-based error detection techniques
which exploit spatial redundancy to detect errors. Detec-
tion based on temporal redundancy is possible as well, and
allows to trade performance for reliability and energy savings
[28], [29].

Software solutions for error detection mostly resort to
temporal redundancy by duplicating the execution of instruc-
tions [30], procedures [31], or whole programs [32]. Another
approach to software error detection is to generate two ver-
sions of a program with the same functionality, which are
executed with different input data. Due to the systematic
program generation the results are comparable and errors are
detectable [33], [34]. Executable assertions introduce addi-
tional conditional checks in the program to test the plausibil-
ity of intermediate data, resulting in the detection of errors
during program execution [35], [36].

Scheduling for modern fault-tolerant hard real-time sys-
tems is not deterministic due to the probabilistic nature of
errors [10]. Therefore scheduling approaches can only strive
to extend the system lifetime, or guarantee schedulability for
a limited amount of errors in a given time window [11], [37],
which is again only probabilistic.

Most dynamic priority scheduling approaches for
fault-tolerant mixed criticality systems are related to, or based
on, preemptive uniprocessor EDF scheduling. Preemptive
uniprocessor EDF scheduling is an optimal solution which
can schedule jobs from independent, sporadic, implicit dead-
line tasks [15], [38]. While fault-tolerance extensions of EDF
exist [25], [39], [40], they do not support mixed criticality
systems natively. The extension of EDF to mixed criticality
systems by EDF-VD is an optimal non-clairvoyant algo-
rithm [14] without explicit fault tolerance considerations, and
the basis for EDF-VD-SE.

Regarding EDF-based scheduling approaches, fault toler-
ance can be achieved by reserving additional time, by smarter
mode changes, or by slack management. The elastic mixed
criticality model with variable periods for low criticality
tasks [41] or period scaling [42] provide a way of reducing
the utilization to free additional time, which is exploited in
EDF-VD-SE to tolerate a single fault. Reserving some time
for an overrunning task [43] requires knowledge about the
error probability of each task during system design, which
is at best hard to estimate, and wrong estimates risk over-
loading the system. Contrary EDF-VD-SE is always safe
for a single overrun, no matter the error probability, which
can only reduce the additional service for low criticality
tasks.
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Assigning low criticality tasks a smaller execution time
budget on higher levels to avoid a mode change [44], or letting
a subset of low criticality tasks execute in high mode [45] can
improve QoS for low criticality tasks, similar to EDF-VD-SE.
Contrary to EDF-VD-SE, which is a static approach, service
for low criticality tasks can be adapted dynamically by assum-
ing independence of high criticality tasks and their mode
switches [46]. Transitioning from high criticality mode back
to low criticality mode [47] allows to improve QoS even
further, but is not implemented in EDF-VD-SE yet.

An orthogonal approach is extensive dynamic slack mon-
itoring [48], where opposed to EDF-VD-SE a slack-aware
run time management is mandatory. This is a burden for
deeply embedded systems, which lack additional compu-
tation resources to implement the slack-aware run time
management.

VIIl. CONCLUSION

Scheduling mixed-criticality fault-tolerant hard real-time sys-
tems needs to consider the QoS for low criticality tasks.
Our static approach EDF-VD-SE reserves additional time
to tolerate a single error without risking deadline viola-
tions while optimizing the amount of possible low criticality
work, doubling on average the QoS for low criticality tasks.
EDF-VD-SE requires no slack-aware run-time operation,
which is beneficial for deeply embedded systems with lim-
ited computation resources, and no assumptions about error
probabilities for safety guarantees. Therefore EDF-VD-SE
is a viable and certification friendly approach to schedule
tasks in modern deeply embedded mission and safety-critical
systems.
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