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ABSTRACT The future of satellites lies in the deployment of high throughput satellites (HTS). Moreover,
HTS will also play an important role in the up coming 5G mobile networks where HTS will provide
services like disaster relief, remote automation, maritime services etc. However, the distortions caused by
the on-board transponder filters and high power amplifiers (HPAs) reduce the overall performance of HTS.
To increase the power and bandwidth efficiency, the transponder HPAs are often operated close to saturation
and inmulticarrier mode. In addition, the transponder filters are built with tighter guard bands tominimize the
out-of-band (OOB) radiations. Such operation conditions introduce severe linear and non-linear distortions in
the transponder’s output in terms of inter-modulation (IMD) noise, spectral regrowth, and memory effects.
Digital predistortion (DPD) can effectively mitigate these distortions. This article proposes an on-board
implementation of a ground-based state-of-the-art bandlimited memory polynomial (MP) DPD method to
mitigate the aforementioned distortions. The authors stress on the fact that the on-board application of the
proposed ground-based DPD makes it the most suitable DPD method for HTS. However, the focus of this
article lies in the identification of the system parameters which effect the predistortion performance. To this
end, the performance of the considered state-of-the-art DPD is thoroughly analyzed for varying uplink-signal,
transponder and DPD specific parameters.

INDEX TERMS Bandlimited predistortion, digital predistortion (DPD), high power amplifiers (HPAs), high
throughput satellites (HTS), non-linear distortions, on-board processors (OBPs), parameter identification.

I. INTRODUCTION
Today the satellite industry is moving from a broadcast to a
unicast paradigm. This has led to an extensive use of high
throughput satellites (HTS). HTS in combination with multi-
beam architectures aim to deliver high speed broadband ser-
vices such as Video-on-Demand. In addition, HTS will also
be incorporated in the coming fifth generation (5G) of mobile
communications [1]. Furthermore, the growing demand for
flexible payloads in HTS has led to the emergence of trans-
parent (bent pipe) payload architectures with on-board signal
processing capabilities [2].

Distortions caused by the physical components on-board
the satellites, especially by the payload’s high power
amplifiers (HPAs) [3] and the input/output multiplexing
(IMUX/OMUX) filters [4], reduce the overall performance
of the HTS. HPAs are an integral part of the payload [5], [6].
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They are inherently non-linear power hungry devices, and
can consume up to 70% of the system energy [7]. Since
power is a limited resource in satellites, it should be uti-
lized efficiently. Although operating HPAs close to saturation
increases their power efficiency, it also introduces severe
non-linear distortions. These distortions include non-linear
inter-symbol interference (ISI), inter-modulation (IMD) dis-
tortion, and out-of-band (OOB) distortion, also known as
spectral regrowth or spectral widening [5]–[7]. Non-linear ISI
leads to the clustering and warping of the signal constellation
(see Figure 1b). In current satellite systems, the multicarrier
operation of the on-board HPAs is required to maximize the
bandwidth efficiency [8]. This also keeps the total number
of HPAs in the payload sufficiently low. A smaller number
of the on-board HPAs leads to a reduced power consump-
tion and a lower dry launch mass of the satellite. How-
ever, the multicarrier operation leads to severe inter-carrier-
interference (ICI), adjacent channel interference (ACI) and
memory effects, especially when the HPAs are operated in
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FIGURE 1. HPA and the associated non-linear characteristics.

wideband and close to saturation. In addition, the non-linear
effects of HPAs become more significant when higher order
modulation schemes are employed [9]. Apart from the distor-
tions caused by the non-linear operation ofHPAs, thememory
effects introduced by the payload’s IMUX and OMUX filters
also account for a large portion of the overall distortion
observed in a satellite channel [4]. The frequency dependent
behavior of the IMUX and OMUX introduces linear and
non-linear distortions. These distortions include ISI, clus-
tering of the constellation points, and more importantly a
variable phase shift in the spectral components of the down-
link signal [4]. To maximize the bandwidth efficiency and
to minimize OOB radiations, the OMUX filters are often
designed with a tighter guard band (GB) compared to the
IMUX filters. However, this leads to higher fluctuations in
the group delay profile of the OMUX when compared to
the IMUX group delay profile [10]. A tighter guard band
introduces significant distortions in the edge carriers. Thus,
in order to maintain a higher power and bandwidth efficiency,
and to improve system performance, strategies to compensate
for the distortions introduced by theHPAs and IMUX/OMUX
are of interest.

Predistortion or equalization can be implemented to com-
pensate the above mentioned distortions. The advantage of
performing predistortion especially on-board the satellite lies
in the fact that only a single predistorter is needed to mitigate
the HPA non-linearity compared to emplyoing an equalizer
at each user terminal [7]. A low complexity linear equal-
izer has been introduced in the DVB-S2X receiver [11].
However, the linear equalizer in [11] cannot mitigate the
non-linear distortions and memory effects introduced by the
HPAs. Therefore, complex solutions such as Volterra equal-
izers [12]–[14] are needed at the receiver to compensate
for the non-linearities. However, such equalizers drastically
increase the receiver’s complexity. In addition, on-board
predistortion can perform better than equalization due to
the absence of downlink noise [6]. Predistortion can either
be implemented on-ground at the gateway or on-board the
satellite. In a typical HTS application scenario involving

multiple gateways, implementing on-ground predistortion
would require the knowledge of all the symbols or carriers
at a centralized location on earth, which is not possible all the
time. Hence, it is more feasible to implement predistortion
on-board the satellite. Typically, an analog linearizer is built
in the channel amplifier (CAMP) of the HPA [15]–[17].
However, due to their non-adaptive nature, the analog
linearizers suffer from a graceful degradation in perfor-
mance because of the variation in the HPA’s non-linear
characteristics induced by the changes in temperature and
aging effects [18]. This pushes for the need of not only
on-board but adaptive digital predistortion (DPD) solutions.
Such solutions can be implemented using digital on-board
processors (OBPs).

Due to the limitations like weight, power and radiation
hardening requirements of the hardware in satellites, less
powerful OBPs are employed on-board [19]. The current
state-of-the-art OBPs lag in performance when compared
to the digital signal processors (DSPs) employed in ground
stations [20], [21]. To implement adaptive DPD solutions,
a feedback loop is required. Conventionally, the bandwidth
of the HPA output reaches up to five times that of the input
signal bandwidth due to the spectral regrowth [19], [22].
Sampling such high bandwidth signals in the feedback path
would imply using analog-to-digital converters (ADCs) and
DSPs with ultra high sampling rates, which is currently not
possible, andwould consume a lot of power [23]. Therefore to
perform adaptive on-board DPD, the bandwidth of the feed-
back path is restricted by an analog bandpass filter to allow
the use of low sampling rate ADCs and DSPs [22]. Moreover,
predistortion itself is a non-linear operation which results in
bandwidth expansion of the input signal. However, the entire
bandwidth of the predistorted output cannot be sampled back
to the analog domain due to the unavailability of space grade
digital-to-analog converters (DACs) with ultra-high sampling
rates. As a result, for HTSDPD applications, a bandlimitation
must be introduced in the forward path as well. Thus, this
work focuses on on-board bandlimited DPD solutions for
HTS.
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Several parameters affect the DPD performance, ranging
from the uplink-signal to transponder and DPD algorithm
related parameters. To justify the on-board DPD implementa-
tion especially when using the power consuming OBPs, it is
vital to identify the scenarios and parameters whichmaximize
the DPD gain. Therefore, the primary focus of this article lies
in performing a system parameter identification analysis for
DPD to maximize the predistortion gain. Due to their low
complexity and linear parameterization, the state-of-the-art
memory polynomial [24] (MP)-based DPD solutions incor-
porating the in-direct learning architectures (IDLA) [3], [10]
are considered in this work. A justification for implementing
the DPD method presented in [10] is provided in Section III.
The state-of-the-art bandlimited direct learning architecture
(DLA)-based DPD algorithms [22], [25] are muchmore com-
plex in nature, as they first require an HPA model estima-
tion, and then the DPD coefficients are computed based on
the estimated HPA model. Typically, the block-based DPD
methods implementing DLA require two complex-matrix
inversions per iteration. This would result in higher com-
puting delays. Moreover, when implementing DLA-based
DPD methods, the OBPs will consume more power, and
require additional computing resources. An increased overall
power consumption requirement translates into the additional
solar panel array area which ultimately leads to a higher
dry launch mass. DLA-based DPD methods are not in the
scope of this work. The main contribution of the paper is to
identify the system parameters which affect the DPD perfor-
mance, and to perform a novel bandlimitation analysis. Dif-
ferent publications in the literature present novel algorithms
to minimize the losses incurred due to the bandlimitation
constraints for various simulated scenarios [10], [22], [26].
However, the focus of the bandlimitation analysis presented
in this work is to find out how low the bandwidth in the
critical feedback path can be with respect to the transmitted
signal bandwidth to still achieve a gain when the consid-
ered state-of-the-art DPD method is implemented. To the
authors best knowledge, no previously reported work answers
this question, or discusses in depth the effect of system
parameters on the DPD performance. Identifying the key
parameters which effect the DPD performance can serve as
a basis for the optimization of DPD algorithms to maximize
their gain, and to facilitate their implementation in hardware
platforms.

From this point on, the paper is organized as fol-
lows. The non-linear HPA models used in this work are
presented in Section II. A complete overview of differ-
ent classes and types of predistortion techniques is pre-
sented in Section III. In addition, the class and type
of predistortion best suited for HTS is also proposed in
Section III. The mathematical framework for the consid-
ered DPD method is provided in Section IV. The novel
system parameter identification and bandlimitation analysis
is presented in Section V. Lastly, conclusions are drawn in
Section VI.

II. NON-LINEAR HPA MODELS
This section presents the analytical models of HPAs applied
in this work to perform the system parameter identification
analysis. HPA models can be classified as memoryless mod-
els or models with memory.

A. MEMORYLESS MODELS
Non-linear memoryless models are frequency independent,
and are valid when HPAs operate in narrowband. The mem-
oryless Saleh model [36] is extensively used in the litera-
ture to model power amplifiers (PAs) [37], [38], especially
the travelling-wave-tube-amplifiers (TWTAs) which are typ-
ically employed in HTS payloads. Other memoryless models
include the Rapp [39] and Ghorbani model [40]. However,
thesemodels are better suited for solid-state-power amplifiers
(SSPAs). SSPAs are not common in HTS payloads due to
their lower DC-to-RF conversion efficiency. In addition, the
Rapp model does not cater for phase distortions of the HPAs.
The AM-AM and AM-PM characteristics of the Saleh model
are given as follows

gAM (|x (t)|) =
αAM |x (t)|

1+ βAM |x (t)|2
, (1a)

8PM (|x (t)|) =
αPM |x (t)|2

1+ βPM |x (t)|2
. (1b)

αAM , αPM , βAM and βPM are the four Saleh model coef-
ficients. gAM (x) and 8PM (x) are the non-linear functions
representing the AM-AM and AM-PM characteristics of the
PA. |x (t)| and ϕ (x(t)) are magnitude and phase of the input
signal x(t). The resulting output of the PA for the Saleh model
is given by (2).

y (t) = gAM (x (t)) · ej{ϕ(x(t))+8PM (x(t))}. (2)

B. MODELS WITH MEMORY
When HPAs are operated in wideband, their output exhibits
memory effects. The memory polynomial (MP) model [24]
is a simplified special case of the Volterra model [41], and it
is often utilized for HPA modelling in wideband applications
[3], [22], [42]. The MP model contains the diagonal Volterra
kernels (coefficients) only [43], as a result, it exhibits low
computational complexity. The input-output relationship of
the MP model is given below.

y [n] =
Q−1∑
q=0

K∑
k=1

wk,q · x
[
n-q
]
·
∣∣x [n-q]∣∣k−1 , (3)

where wk,q are the MP coefficients. Q is the maximum mem-
ory depth, and K is the non-linearity order. MPs have linearly
parameterized coefficients which makes the coefficient esti-
mation process robust and low-effort.

III. LITERATURE OVERVIEW
This section details the different classes and types of predis-
torters existing in the literature. Moreover, the section also
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TABLE 1. Classes of predistortion. IF: Intermediate frequency, BB: baseband, RF: radio frequency.

TABLE 2. State-of-the-art predistortion techniques, and their suitability for HTS.

proposes the on-board implementation of the ground-based
bandlimited MP DPD, presented in [10], as the most suited
DPD approach for HTS.

A. CLASSES OF PREDISTORTERS
Predistortion can be classified according to two main criteria.
The type of signal which is modified before transmission
(data or signal predistorters) and the applied technology (dig-
ital or analog predistorters). Table 1 lists these classes and
some of their important characteristics.

B. PREDISTORTION TECHNIQUES
Avariety of predistortion techniques exist within the different
classes of predistortion presented in Table 1. Table 2 lists
some of the state-of-the-art predistortion techniques, and their
suitability for HTS. Although analog linearizers offer a cost
effective solution especially at very high bandwidths [44],
their non-adaptive and memoryless nature makes them
an impractical standalone solution for HTS. Moreover,
Beidas et al. in [28], [45] and Kelly et al. in [10] advocate for
adaptive DPD solutions over the analog counterparts. Apart
from the analog cubic predistorter, all the listed techniques
in Table 2 are digital, and maintain their performance due to
their adaptive nature. However, the accuracy and performance
of each method depends on the technique related parameters.
Table 2 suggests that the lookup table (LUT) [29], [30], neural

network (NN) [31]–[33], and p-th order inverse-based [9],
[34], [35] DPD methods are not practical for HTS as they
exhibit high computational complexity, especially in wide-
band applications. These approaches require an extremely
large number of DPD coefficients in the wideband operation
on the account of higher memory effects [33], [34]. This
makes their on-board implementation very expensive since
higher computational complexities lead to larger comput-
ing delays and increased power consumption. On the other
hand, the IDLA andDLA-based polynomial DPD approaches
can outperform the pth-order inverse method as suggested
in [45]. Furthermore, an exact inverse of a Volterra system
is difficult to construct, and the p-th order inverse is only
an approximation [3]. Therefore, on the account of com-
putational complexity and power consumption, the LUTs-
based, NN-based and p-th order inverse-based DPD methods
are usually practical for on-board implementation in nar-
rowband applications only, which is not the scope of HTS.
The successive interference cancellation (SIC)-based DPD
methods offer sound linearization performance. However,
they are also not feasible for HTS as they are typically
implemented as data (symbol) predistorters [4], [28]. Data
DPD can either be implemented on-ground in gateways,
or on-board in regenerative payloads. However, both scenar-
ios are not in the scope of future HTS. In addition, SIC-based
DPD methods are non-bandlimited in nature, require a large
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FIGURE 2. Transponder architecture for bandlimited, on-board, adaptive, signal DPD.

number of internal iterations, and their open loop structure
is sensitive to loop maladjustments [46]. On the other hand,
MPs are extensively used in the literature to implement
signal DPD for both in-direct (IDLA) [3], [47] and direct
learning architectures (DLA) [22], [25]. The low computa-
tional complexity and linear parameterization of MPs makes
them well suited for on-board DPD. The IDLA-based DPD
approaches exhibit lower computational complexity com-
pared to the DLA-based DPD methods, and are better suited
for on-board implementations where the processing power
is limited. Therefore, this work focuses on the IDLA-based
DPD to perform the system parameter identification
analysis.

C. PROPOSED DPD FOR HTS AND THE SYSTEM
PARAMETER IDENTIFICATION
This article considers the on-board application of a
ground-basedDPD, presented in [10], as a practical predistor-
tion approach for HTS. The DPD in [10] was implemented at
the gateway, hence referred to as a ground-based DPD. This
work extends the DPD in [10] to an on-board implementa-
tion. More importantly, the proposed DPD is implemented
to perform the system parameter identification analysis to
further optimize the predistortion gains. The MP-based DPD
in [10] is low-effort and can easily be extended to an on-board
application. The considered DPD belongs to the class of
signal predistorters. Note that the future HTS will implement
transparent architectures with OBPs. As a result, the signal
DPD implementations are more feasible when compared to
data DPD methods. The on-board data DPD can only be
implemented in regenerative payloads. Furthermore, the DPD
in [10] is adaptive and bandlimited in nature. Adaptive DPD
not only compensates for HPA non-linearities, but also tracks
the changes in the uplink-signal characteristics. Furthermore,
the bandlimited nature of the considered DPD allows the
use of low sampling rate ADCs, DACs and DSPs. The
IDLA-based MP DPD method detailed in [10] meets all the
criteria for a practical HTS DPD approach, i.e., a digital, sig-
nal, on-board, adaptive and bandlimited implementation
with low complexity.

Figure 2 presents the transponder architecture consid-
ered in this work for the on-board implementation of the
ground-based bandlimited MP DPD. Note that in Figure 2,
the feedback signal is taken from the output of the OMUX

instead of the HPA. This allows the DPD to also mitigate
the memory effects of the OMUX. The OMUX filters out the
spectral regrowth from the HPA output, therefore it inherently
serves as a bandlimiting filter for the HPA output. Moreover,
the bandwidth in the feedback path can be further restricted
by employing an analog bandpass filter (BPF) g(t) to allow
the use of more cheaper and less power consuming ADCs.
h(n) is the forward path DPD filter which bandlimits the DPD
output. The bandwidth of the BPF h(n) determines the band
in which predistortion occurs. It is assumed that the ADC and
DAC in Figure 2 have sampling rates equal to atleast twice the
passband bandwidth of g(t) and h(n), respectively. The effect
of varying the bandwidth of the bandlimiting filters g(t) and
h(n) is presented in the simulation results section, and is one
of the main contributions of this work. Bandlimited predistor-
tion was initially introduced in terrestrial communication [8],
[22], [42], typically implemented at the gateway. However,
due to the advent of OBPs, bandlimited DPD approaches are
also gaining popularity in on-board applications. Although,
the DPD in [10] considers bandlimitation in the forward
and feedback path, the DPD performance is analysed only
for fixed bandwidths of g(t) and h(n). It is vital to study
the effects of varying the bandwidth of the bandlimiting
filters g(t) and h(n), as their bandwidth directly influences
the required sampling rates for ADCs and DACs (See Fig-
ure 2). Table 3 presents the typical bit-resolution, maximum
supported sampling rates and power consumption for a few
radiation-hardened space grade ADCs. It is clear fromTable 3
that the higher sampling rate ADCs are only available for
low bit-resolutions. In addition, for higher sampling rates,
the ADCs consume more power too. Note that reducing the
bandwidth of the bandlimiting filters g(t) and h(n) would
lead to a requirement of lower sampling rates for the ADC
and DAC in Figure 2. This in turn would lead to a reduced
power consumption, and a higher bit-resolution conversion.
A higher bit-resolution in converters introduces smaller quan-
tization noise which would increase the overall accuracy
of the DPD coefficients estimation process. Therefore, it is
important to analyze the effects of changing the bandwidth
of g(t) and h(n) on the DPD performance. More importantly,
a thorough analysis should be performed to find out how
low the bandwidth of these filters can be to still achieve a
feasible DPD gain. The next section details the mathematical
framework for the IDLA-based bandlimited MP DPD.

VOLUME 9, 2021 42295



O. B. Usman, A. Knopp: DPD in HTSs: Architectures and Performance

TABLE 3. Radiation hardened ADCs.

IV. MATHEMATICAL FRAMEWORK
MPs introduced in Section II are utilized to implement the
bandlimited DPD presented in [10]. Using MPs, the DPD
output in Figure 2 reads

zf (n) =
K∑
k=1

Q∑
q=0

ckq,BL

[
L∑
i=0

x (n− q− i)

|x (n− q− i)|k−1 h(i)

]
, (4)

where x(n) and zf (n) are the DPD input and output, respec-
tively. K and Q are the non-linearity order and the maximum
memory depth of the predistorter, respectively. ckq ∀k =
1 · · ·K , ∀q = 0 · · ·Q are the MP DPD model coefficients.
Let

x̂BL(n, k, q) =
L∑
i=1

x(n− q) |x(n− q)|k−1 h(i), (5a)

x̂n,BL = [x̂(n, 1, 0)x̂(n, 1, 1) · · · x̂(n,K ,Q)]T, (5b)

then the MP DPD model in (4) can be written compactly as

zf (n) = x̂Tn cBL . (6a)

For a block size of N input samples, i.e., x =

[x(0) x(1) · · · x(N − 1)]T, the MP model for the DPD
in matrix form reads

zf = X̂f cBL where, X̂f = [x̂0,BL x̂1,BL · · · x̂N−1,BL]T, (7)

where the entries of the matrix X̂f are defined in (5). Assum-
ing the HPA non-linearity is invertible, least squares (LS) can
be applied to obtain the DPD coefficients.

cBL = (ŶH
f Ŷf )−1ŶH

f zf , (8)

where Ŷf is defined the same way as X̂f . Note that
y
f

is the actual measured OMUX output in the feed-
back path. The above described methodology is made
iterative for a better training of the predistorter. For the
first iteration the DPD coefficients have a trivial solution,
i.e., c = [1 0 · · · 0]T. Table 4 describes the iterative
IDLA-based DPD.

TABLE 4. Iterative IDLA-based bandlimited MP DPD.

V. SIMULATION RESULTS
This section presents the simulation results of a thorough
investigation made to identify the system parameters which
effect the performance of the DPD method presented in
Section IV. These parameters include the uplink-signal char-
acteristics, the OMUX bandwidth and the operating IBO of
the transponder, the order (K ) and memory (Q) of the DPD,
and the sampling bandwidths of the forward path h(t) and
feedback path g(t) filter. In addition, different aspects of DPD
are also discussed such as the effect of DPD on power effi-
ciency and unfair DPDgains among the different carriers. The
presented results not only highlight the key parameters, but
also the scenarios where it makes sense to employ on-board
DPD. To the authors best knowledge, no previously reported
work provides such an in depth system parameter identifi-
cation analysis. Furthermore, this section also provides an
overview of which of the key performance parameters can be
adjusted during the run-time of satellite, and which param-
eters have to be set during the design phase. In this article
different performance metrics are utilized including the bit
error rates (BERs), power spectral densities (PSDs), and total
degradation (TD) [48]. TD serves as a complete metric to ana-
lyze the DPD gain achieved over a given non-linear channel
[48]. It is defined as

TD[dB] = OBO[dB]+
[
Es
No

]NL
req

[dB]−
[
Es
No

]AWGN
req

[dB],

(9)

where
[
Es
No

]NL
req

and
[
Es
No

]AWGN
req

represent the symbol energy to

noise density ratio required to achieve a target BER for the
non-linear and linear (AWGN) channel. OBO is the output
back-off, and is defined in Figure 1a.

A. UPLINK-SIGNAL CHARACTERISTICS VS. DPD
PERFORMANCE
Uplink-signal characteristics such as the modulation
schemes, the forward error correction (FEC) code rates, and
the number of carriers affect the DPD gain, and should be
tracked adaptively. To study these effects the IDLA-based
MP DPD presented in Section IV is implemented without
additional bandlimitation in the feedback path. For simulation
purposes the ‘‘no additional bandlimitation’’ refers to the case
when the bandwidth (BW) of the feedback path filter g(t) is
set much larger (2 times or more) than the uplink-signal BW.
The normalized non-linear HPA characteristics are defined

42296 VOLUME 9, 2021



O. B. Usman, A. Knopp: DPD in HTSs: Architectures and Performance

FIGURE 3. Multicarrier operation Vs DPD gain, DPD method: IDLA, Modulation: 16 APSK, Code rate: 5/6, Carriers: 3.

in Figure 1a, given by the Saleh model. The simulated Saleh
model coefficients are listed in [16, Table 3, TWT#1]. A
15% OMUX guard band is utilized, i.e., the OMUX 3 dB
BW is 15% more than the uplink-signal BW. The fixed-
point-arithmetic (FPA) design of the digital components
and quantization effects of the ADCs/DACs have not been
considered in the presented results, and is left as a future
work. Unless stated otherwise, the bandwidth of the forward
path DPD filter h(n) is set to 1.5 times the uplink-signal
BW, and all the carriers have equal power and symbol
rates. It should be noted that although the HPA is mod-
eled using the memoryless Saleh model, the transponder
still exhibits memory due to the presence of the IMUX
and OMUX. The simulations are performed in Matlab
where each block in Figure 2 is modelled as an object ori-
ented block. Similar programming framework is employed
in [10], [19].

1) NUMBER OF CARRIERS VS. DPD GAIN
The multicarrier operation of the transponder increases the
bandwidth efficiency, but it also effects the DPD performance
as depicted in Figure 3a. The BER curve labels and OBOs
for each scenario are plotted in Figure 3b. It can be observed
from Figure 3a that when a multicarrier signal is uplinked
to the HTS, the gain in BER performance is higher. This
is because the multicarrier signals introduce IMD and ICI,
leading to severe clustering and warping effects. Moreover,
the higher the number of carriers within the transponder BW,
the more significant these effects are, and the more DPD
has to compensate for. In addition, the multicarrier operation
also affects the power efficiency of the HTS transponder.
A multicarrier operation generates IMD products, and the
HPA output power is shared between the useful carriers and
the IMD noise [7] which influences the overall power effi-
ciency. This is clear from Figure 3b, where the multicarrier
signals exhibit higher OBOs for each IBO, thus reducing the
power efficiency.

2) MODULATION AND CODING RATES VS. DPD GAIN
Modulation and coding rates (ModCods) also affect the DPD
gain as depicted in Figure 4a and Figure 4b, respectively.
The BER curves are plotted for an IBO of 6 dB, and the
respective OBO for each scenario can be estimated from
Figure 4c and Figure 4d. It can be seen from Figure 4a and
Figure 4b that when a higher modulation order and a larger
code rate is employed, the gain in BER performance is more
significant, i.e., a higher DPD gain. The non-linear effects
are higher at higher ModCods [9], as a result, the DPD has
more to compensate for, thus leading to a much larger gain.
Furthermore, it is clear from Figure 4c and Figure 4d that the
OBO is influenced by the changes in modulation order but
not the code rate. It should be noted that DPD leads to a rise
in OBO (see Figure 4c and Figure 4d), but it also reduces the
SNR ( EsNo ) required to achieve a certain target BER. Therefore,
for an over all gain in performance, DPD should only be
considered for those scenarios or parameters where the rise
in OBO is smaller than the gain in BER performance. Under
these conditions, DPD would lead to an overall reduction
in TD. From Figure 3 and Figure 4, it is clear that DPD
should be considered for higher ModCods and multicarrier
uplink signals. A multicarrier transmission leads to higher a
bandwidth efficiency, and the higher ModCods increase the
throughput. Moreover note that the varying DPD gains due to
the changing uplink-signal characteristics confirms the need
for adaptive DPD.

B. TRANSPONDER PARAMETERS VS. DPD GAIN
Transponder characteristics such as the transponder BW
(OMUX BW) and the HPA’s operating point also affect the
DPD performance. These effects are discussed in the follow-
ing. The OMUX BW has an impact on the BER performance
[4]. Figure 5a presents the BER performance for two different
OMUX bandwidths, i.e., with a guardband of 15% and 20%.
From Figure 5a, it is clear that the smaller OMUX BW (15%
more than signal BW) introduces more severe distortions in
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FIGURE 4. ModCods vs DPD gain and power efficiency (OBO), DPD method: IDLA, Carriers: 3.

FIGURE 5. Transponder parameters Vs DPD gain, DPD method: IDLA, Modulation: 16 APSK, Code rate: 5/6, Carriers: 3.

the downlink signal, especially in the edge carriers, while
the middle carriers remain more or less un-affected by the
variable OMUX BW. This is because the group delay profile
of the OMUX varies extremely at the edges, while it is flat
in the middle. Nonetheless, DPD provides a gain for both the
middle and the edge carrier. Note that for a tighter OMUX
BW, a higher DPD memory (Q) is needed to achieve a com-
parable gain to a relaxed (wider) OMUX BW scenario. The
effects of memory on DPD performance will be discussed

in more detail in the following sections. In addition, it is
also clear from Figure 5b that DPD leads to a higher gain in
BER performance for an HPA operation closer to saturation,
i.e., a lower IBO. This is because a lower IBO operation
introducesmore severe non-linearities in the amplified signal.
As a result, there is more for the DPD to compensate for.
Thus employing DPD, especially closer to saturation not only
provides a larger BER gain but also increases the power
efficiency. From Figure 5, it is clear that when implementing
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FIGURE 6. Effect of memory on DPD performance, DPD method: IDLA, K = 3.

DPD, the OMUX BW and the operating point should be
kept in mind among the key parameters affecting the DPD
performance.

C. PREDISTORTION ALGORITHM PARAMETERS VS. DPD
GAIN
This section analyzes the DPD performance for varying the
predistortion algorithm specific parameters. For the imple-
mentedDPD, this involves thememory and order. In addition,
the carrier fairness aspects of DPD are also discussed here.
Furthermore, a power consumption analysis for the proposed
DPD is also provided. For this and the coming subsections,
unless stated otherwise, a 3 carrier 16-APSK modulated sig-
nal with an FEC code rate of 5/6 is uplinked to the satellite.
In addition, all the carriers have equal power and symbol
rates. The OMUX guardband is 15% and no additional ban-
dlimitation is considered. The forward path DPD filter h(n)
bandwidth is set to 1.5 times the uplink-signal BW.

1) MEMORY (Q) VS. DPD GAIN
DPD with appropriate modeling can compensate for mem-
ory effects introduced by the transponder filters and the
HPA. Figure 6 presents the TD performance of the consid-
ered IDLA-based DPD for different memory depths. It can
be observed from Figure 6a that when the memory (Q) is
increased from 0 to 10 there is a reduction in TD and the
optimal OBO for the middle carrier. However, if the memory
depth (Q) is increased significantly (e.g., Q = 20), the TD
rises, i.e., DPD performance suffers. This could be due to
the fact that at higher memory depths, the larger size of the
matrix to be inverted can create numerical problems, leading
to in-accurate inversions in (8). For a typical OMUX, the
carriers in themiddle are least affected by thememory effects,
hence large memory depths of DPD are not required. Even a
memory Q = 0 provides a reduction in TD for the middle
carrier. However, the edge carriers suffer from more severe
memory effects, hence DPD with Q = 0 leads to a poor per-
formance as depicted in Figure 6b. A reduction in TD is also
observed for the edge carrier when the memory is increased.

In addition, increasing the memory eventually saturates the
DPD performance (See Figure 6b). This is because increasing
the DPD memory beyond a certain point would only lead to
minimal or no gain as all the memory effects introduced by
the HPA and the transponder filters would have already been
compensated for. Also note that the reduction in TD is more
significant for the middle carrier when compared to the edge
carrier. This is because the middle carrier suffers from more
severe non-linear effects such as ICI or IMD noise which can
be greatly reduced when DPD is implemented. Note that the
memory also influences the computational load on the OBP.
A higher memory of DPD implies larger matrix inversions
which requires more computational power, and can lead to
computing delays.

2) ORDER (K) VS. DPD GAIN
The order of the DPD is another parameter which influences
the DPD performance. Typically, for stronger HPA non-
linearities, a higher order (K ) of the DPD is required. Figure 7
presents the TD performance of the IDLA-based DPD for
different orders (K ). Figure 7 exhibits a slight gain in perfor-
mance when the order of the DPD is increased from 3 to 5,
indicating that some 5th order non-linearities are present in
the system. Moreover, the performance suffers in terms of
power efficiency when the order is increased to 7 (a higher
optimal IBO, see Figure 7a). This could be attributed to the
fact that the larger size of the matrix to be inverted can create
numerical problems, leading to in-accurate inversions in (8).
However for the current simulation setup, it is clear that the
order K = 3 for the DPD is sufficient. Also, a lower order
reduces the computational complexity of the DPD which is
an added benefit, especially in on-board DPD applications
where the computational power is limited. It is clear from Fig-
ure 6 and Figure 7 that the memory of the predistorter plays
a more vital role in the DPD performance when compared
to the order of the predistorter. Nonetheless, both parameters
should be kept in mind when implementing and optimizing
DPD performance, especially when the processing power is
limited.
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FIGURE 7. Effect of Order on DPD performance, DPD method: IDLA, Q = 10.

FIGURE 8. DPD gain for different carriers. DPD Method: IDLA, K = 3, IBO: 8 dB.

It should be noted that the computational complexity
directly translates to the power consumed. The running com-
putational complexity of the MP-based DPD is presented
in [49, Table 1]. The power consumed per sample by the
MP-based DPD in the forward path is also calculated in [49],
and is given below.

PDPD = Ecycle(
7
2
· K · Q+

9
2
), (10)

where Ecycle is the energy consumption per cycle of a
fixed-point digital signal processor (DSP). For K = 3, Q =
10, N = 64800, and Ecycle = 150 pWs

cycle , the power consumed
by theDPD in the forward path is 1.1mW. It is to be noted that
in these calculations, the effect of the word-lengths as well as
data storage and communication are not included as they are
highly dependent on the chosen hardware and architecture.
Note that (10) only presents the power consumed by the DPD
in the forward path. The power consumed by the DPD in
the feedback path depends on the identification complexity.
Identification of theDPD coefficients requires an inverse (See
(8)). Estimating the power consumed in the identification
process is not trivial as it is dependent on how the inverse
is computed. This task has been left by the authors as a future
work.

3) DPD AND CARRIER FAIRNESS ASPECTS
In certain scenarios DPD can be unfair. Here unfairness
implies that DPD may prefer some carriers over the others,

even though the same DPD coefficients are applied to all
the carriers. Figure 8 demonstrates the carrier fairness aspect
of DPD, when applied to a 10-carrier signal. The simu-
lated carriers have unequal power and bandwidths. Figure 8
presents the normalized PSD of the received signal. Note that
a higher peak of the PSD, and a lower IMD noise implies a
larger received carrier to noise ratio (CNR). A higher CNR
would lead to a lower BER. From Figure 8, it is clear that
the gain in CNR is different for each carrier when DPD is
applied. Especially the powerful carriers are favored, while
the carriers nearby the powerful carriers or at the edges are
disadvantaged, and they may exhibit a smaller or a reduced
CNR gain. Moreover, the PSD performance changes when a
different memory depth is considered as depicted in Figure 8a
and Figure 8b. Therefore, in scenarios with different carrier
powers and bandwidths, the carrier fairness aspect should be
kept in mind.

D. BANDLIMITATION VS. DPD GAIN
Sections V-A to V-C presented the uplink-signal, transponder
and DPD parameters which affect the predistortion gain. The
results were presented for ‘‘no additional bandlimitation’’
case. This section covers the effect of additional bandlimita-
tion on the DPD performance. More importantly, this section
investigates on how low the feedback path filter g(t) and for-
ward path DPD filter h(n) bandwidths can be to still achieve
a gain when DPD is implemented.
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FIGURE 9. Bandlimitation in the feedback path. DPD Method: IDLA, K = 3, Q = 10.

FIGURE 10. Bandlimitation in the feedback path. DPD Method: IDLA, K = 3, Q = 10, OBO w/o DPD: 2.3 dB, OBO with DPD: 2.7 dB.

1) BANDLIMITATION FEEDBACK PATH
Bandlimitation in the feedback path is introduced via the
analog bandpass filter g(t) (See Figure 2). The bandlimitation
helps reduce the burden on the sampling and processing rates
of the ADCs and DSPs involved in the estimation of the DPD
coefficients. Figure 9 presents the effect of bandlimitation
on the performance of the considered MP-based bandlimited
DPD in terms of TD and BER for the middle carrier. It is
observed that when the bandwidth of the analog bandpass
filter g(t) is reduced, the DPD performance suffers. This is
because the vital HPA output information needed to estimate
the optimal DPD coefficients gets cut due to the bandlimita-
tion. Moreover, since the filter g(t) is an analog bandpass fil-
ter, it also exhibits non-ideal filter characteristics. As a result,
g(t) not only cuts the feedback signal but also adds linear and
non-linear distortions to it. This also effects the estimation
of the DPD coefficients. Note that the best performance for
the middle carrier is observed for the curve labeled ‘‘No addi-
tional BL’’ which inherently includes the bandlimitation from
the OMUX. Figure 10a presents the effect of bandlimitation
on the BER performance for the edge carrier. It is observed
that performing additional bandlimitation leads to a much
severe loss in BER performance for the edge carrier compared
to the middle carrier. This is because the feedback filter g(t)

adds more severe linear and non-linear distortions to the edge
carrier. Figure 10b presents the PSD at the HPA output for the
bandlimitation scenario presented in Figure 9 and Figure 10a.
The PSD results are consistent with the provided TD andBER
results. From Figure 10b, it is observed that when no addi-
tional bandlimitation is considered, the HPA output signal
exhibits the least IMD noise, leading to the best performance.
Note that when the feedback BW is limited to the signal BW,
the IMD noise and ACPRs rise. In addition, the HPA output
is distorted for the edge carriers, hence no BER convergence
(see Figure 10a). Furthermore, when the bandwidth of g(t) is
reduced below the signal BW (e.g., 0.9xSig-BW), the HPA
output is completely distorted for all the carriers, making it
impossible to recover the transmitted data. Therefore, when
the presented IDLA-based MP DPD is implemented, ‘‘no
additional bandlimitation’’ should be considered.

2) BANDLIMITATION FORWARD PATH
Bandlimitation in the forward path is introduced by a digital
bandpass filter h(n) to allow the use of low speed DACs in
the OBPs. The filter h(n) determines the band in which the
DPD occurs. As a result, the bandwidth of h(n) cannot be
reduced below the signal BW, as this would cut the signal
itself in the forward path before amplification. Figure 11
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FIGURE 11. Bandlimitation in the forward path, No additional bandlimitation in feedback path.

presents the effect of reducing the bandwidth of h(n) on
the performance of the proposed DPD method in terms of
TD. For the simulated scenario, in the case of the middle
carrier, the TD performance remains more or less the same
when the bandwidth of h(n) is reduced from 1.5 to 1.3 times
the uplink-signal BW (See Figure 11a). However, the same
reduction in bandwidth severely effects the edge carrier TD
performance as depicted in Figure 11b. This is because h(n)
is a non-ideal bandpass filter, and a tighter h(n) adds more
severe linear and non-linear distortions to the input, especially
to the edge carriers. Nonetheless, for the given scenario a
bandwidth of 1.5xSignal-BW is needed for implementing
the proposed DPD method. It is clear from the presented
bandlimitation analysis that the bandwidth of the feedback
path g(t) and forward path h(n) filter plays a key role in deter-
mining the DPD performance. As a result, the two parameters
should be kept in mind when designing and implementing
bandlimited DPD.

E. PARAMETER ADJUSTMENT AND DESIGN
For a better understanding of the application of DPD in
satellite payloads, it is equally important to understand where
the identified parameters can be set or changed. The key per-
formance parameters can be either adjusted during the normal
operation of the satellite, or they have to be set optimally
during the payload design phase. To cope with the data traffic
demand, the uplink-signal parameters such as the ModCods
and number of carriers are often changed during the run-time
of the satellite. The adaptive DPD can track the changes in the
uplink-signal characteristics, and perform predistortion opti-
mally. In addition, the parameters like the bandwidth of the
forward-path bandlimiting filter h(n), memory (Q) and order
(K ) of the DPD, HPA’s operating point (IBO), and sampling
rates of ADCs/DACs can be adjusted during the normal satel-
lite operation. A quick offline analysis can be performed for
these parameters, for example during the service or downtime
of the satellite. Once an optimal performance is achieved,
the parameters can be adjusted on-board the satellite using
the control commands from the ground station. On the other

hand, parameters like the bandwidth of the OMUX and the
feedback path filter g(t) have to be set during the design
phase of the transponder, i.e., pre-launch. Furthermore, the
bit-resolution of the converters is also set during the design
phase. However, the upcoming digital payload designs also
offer reconfigurable ADCs, DACs, and FPGAs [50].

VI. CONCLUSION
The paper presented the results of a thorough investiga-
tion made to identify the critical system parameters which
affect the predistortion performance. The studied parame-
ters included the uplink-signal, transponder and predistor-
tion algorithm specific parameters. For the presented anal-
ysis, a ground-based state-of-the-art bandlimited MP DPD
was implemented in an on-board application. The presented
parameter identification analysis highlighted the scenarios
where DPD implementation led to the maximum DPD gain
such as multicarrier uplink signals with higher ModCods,
an operation closer to saturation, and transponders with
tighter OMUX bandwidths. Furthermore, the effect of chang-
ing the memory and order of the DPD was discussed in
detail. It was observed that memory played a more critical
role in the DPD performance, and should be set optimally.
Otherwise, an overcompensation of thememorymay not only
lead to a higher computational complexity, but a reduction
in performance due to the increased numerical instability
issues. More importantly, the paper also analyzed the effect
of bandlimitation on the performance of the state-of-the-
art DPD method. It was found out that while implementing
the considered state-of-the-art DPD, the bandwidth in the
critical feedback path cannot be reduced below the uplink
signal bandwidth. The analysis also revealed that adaptive
linearization is vital for future HTS.

The paper also provided a general insight into the on-board
signal processing capabilities of HTS, especially in terms of
the available processing power and the sampling rates. Even
though the signal processing capabilities have significantly
improved lately, they are still limited on-board the satellite.
Therefore, it is vital to process the most relevant data and
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only involve the operations which lead to the desired result.
The presented system parameter identification analysis pro-
vided an insight into which parameters and trade-offs are the
most beneficial in terms of predistortion, provided sufficient
resources are available to implement a complete on-board
predistortion solution.
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