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ABSTRACT We propose a novel and efficient algorithm for detection of specular reflections and light
sources (highlights) in cinematic content. The detection of highlights is important for reconstructing them
properly in the conversion of the low dynamic range (LDR) to high dynamic range (HDR) content. Highlights
are often difficult to be distinguished from bright diffuse surfaces, due to their brightness being reduced in
the conventional LDR content production. Moreover, the cinematic LDR content is subject to the artistic
use of effects that change the apparent brightness of certain image regions (e.g. limiting depth of field,
grading, complex multi-lighting setup, etc.). To ensure the robustness of highlights detection to these effects,
the proposed algorithm goes beyond considering only absolute brightness and considers five different
features. These features are: the size of the highlight relative to the size of the surrounding image structures,
the relative contrast in the surrounding of the highlight, its absolute brightness expressed through the
luminance (luma feature), through the saturation in the color space (maxRGB feature) and through the
saturation in white (minRGB feature). We evaluate the algorithm on two different image data-sets. The
first one is a publicly available LDR image data-set without cinematic content, which allows comparison
to the broader State of the art. Additionally, for the evaluation on cinematic content, we create an image
data-set consisted of manually annotated cinematic frames and real-world images. For the purpose of
demonstrating the proposed highlights detection algorithm in a complete LDR-to-HDR conversion pipeline,
we additionally propose a simple inverse-tone-mapping algorithm. The experimental analysis shows that
the proposed approach outperforms conventional highlights detection algorithms on both image data-sets,
achieves high quality reconstruction of the HDR content and is suited for use in LDR-to-HDR conversion.

INDEX TERMS Cinematic content, high dynamic range, highlights detection, inverse tone mapping, low
dynamic to high dynamic range (LDR-to-HDR) conversion, specular reflections.

I. INTRODUCTION
Nowadays, the huge demand of high quality multimedia
content production, influenced by the rapid rise of the high
dynamic range display technology, creates a big compet-
itiveness on the market for devices capable for capturing
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and displaying high quality multimedia content (in high
resolution and in the high dynamic range (HDR)). Displaying
such content on the newest generations of TV screens is
not considered a problem. However, there still exist a huge
amount of legacy video content, that is stored in low dynamic
range (LDR). In order to display this legacy content on HDR
screens, it should be properly converted. This conversion
implies increasing the contrast, by boosting the brightest parts
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of the scene that are commonly considered as highlights. For
that reason, in order to achieve realistic effect (HDR effect) of
displaying the scene in its high dynamic range, the highlights
should be correctly detected in the low dynamic range (LDR)
content and then appropriately boosted. Therefore, the stan-
dard LDR-to-HDR conversion pipeline combines the two
types of techniques: highlights detection (HLD) and inverse
tone mapping (ITM), as it is presented in [1].

The early works [2]–[5] in the field of LDR-to-HDR
conversion of image and video content, employ classical
approaches for detecting the brightest regions, expanding
the luminance with a pixel-wise ITM function and increas-
ing the contrast. In the same time, approaches for perform-
ing a psycho-visual evaluation analysis [6] were proposed.
References [7]–[9] present a good overview of the field of
LDR-to-HDR. The recent works [10]–[18] are more ori-
ented towards making the inverse tone mapping process
more automatic, robust, implemented in real time, applica-
ble to wide range of light and contrast conditions, while
aiming to preserve the color appearance and details visibil-
ity. Some of these approaches use more advanced classi-
cal techniques [10], [15], [16], [18], while some are deep
learning based approaches [12]–[14] and rely on the training
data.

In our approach we focus on obtaining the HDR
effect, by correctly detecting and selectively, but gradually/
continuously boosting the highlights in low dynamic range
cinematic content. The highlights detection for the purposes
of LDR-to-HDR conversion is commonly performed by
threshold-based techniques [4], [11], [19]. The reason for
this is the assumption that highlights are the brightest parts
in the scene. Another class of techniques (see [20]–[29]),
relies on using the Shafer’s dichromatic model introduced
in [20], [21]. The latter techniques are known as specu-
lar highlights removal techniques that separate the specular
reflections from the diffuse reflections. A thorough survey
on these techniques is given in [30]. However, both types
of techniques fail in terms of correctly detecting highlights
in cinematic LDR content. This is because, in the cinematic
content (which is subject of artistic arrangements), the spec-
ular reflections and the light sources, which we will refer
as ‘‘highlights’’, are not necessarily the brightest parts of
the scene. We use the term ‘‘cinematic content’’ to refer to
content that is subject to artistic arrangements and artistic
use of effects, such as use of complex multi-lighting setup
with lights of diverse colors and intensities, use of limited
depth of field during the acquisition process and perform-
ing artistic grading (post-processing on the recorded con-
tent, which is done by professionals in the movie industry,
in order to meet the requirements of movie directors and
producers).

In [1], we addressed the difficulty of detecting highlights in
cinematic LDR content, we introduced two features as inher-
ent features of the highlights, which improve the highlights
detection and overcome the disadvantages of the aforemen-
tioned HLD algorithms.

A. STRUCTURE
In Section II, by addressing the problem of highlights detec-
tion in cinematic LDR content, we first focus on defining
highlights in the LDR content. In Section III, we first give
insight into the goal of the devised highlights detection algo-
rithm (which we refer as ‘‘Highlights Analysis System’’,
abbreviated as HAnS) and then we proceed with describ-
ing it in more details. Later, in Section IV, we propose an
approach for inverse-tone mapping, in which HAnS is inte-
grated. In Section V, we present the experimental analysis
through which we evaluate HAnS and the proposed ITM and
discuss the results. In the final Section VI, we summarize
the results from the experimental analysis into a conclusion
about the advanteougness and the efficiency of the proposed
algorithm for detecting highlights in LDR content in general
(not only in cinematic LDR content), about its suitability for
use in inverse tone-mapping, with an emphasis on the correct
detection and boosting of the highlights.

II. HIGHLIGHTS IN CINEMATIC CONTENT
The image content consists of highlight and non-highlight
areas. In the group of highlight areaswe classify areas belong-
ing to either light sources or specular reflections, while in the
group of non-highlights areas we classify areas belonging to
light reflections from diffuse surfaces.

In Section II-A, we define highlights as they exist in the
real world and in the context of cinematic LDR content
production. In Section II-B, we proceed with addressing the
problems for highlights detection in cinematic LDR content,
while in Section II-C we present the features that we use for
highlights detection in HAnS.

A. HIGHLIGHTS DEFINITION
In the real world, lights sources represent origins of elec-
tromagnetic radiation to which the human visual system is
sensitive. Depending on the spectral distribution of the emit-
ted light, light sources can produce light in different colors.
In regards of cinematic LDR content production, when light
sources are part of the cinematic scene, most often they
belong to small parts of the scene with a purpose of producing
artistic effects and in the same time to avoid big interfering
with the main context of the scene.

From a physical aspect of defining specular reflections,
they represent direct reflections of light from shiny sur-
faces and unlike the light reflections from diffuse surfaces
(i.e. surfaces with Lambertian reflectance properties), they
appear as most pronounced when being observed from one
certain direction. Specular reflections occur as small, bright
spots on illuminated shiny objects. The color of the specular
reflections is dependent on the color of the light that is
illuminating the surface and the color of the surface from
which the light is reflected. In other words, the color of the
reflected light highly depends on the spectral distribution of
the incident light and the reflectance properties of the surface
that is being illuminated. Specular reflections cover surfaces
relatively small to the surfaces of the illuminated objects on
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which they occur. Exceptions of this definition are objects
with flat mirror-like surfaces. The shape of the specular
reflections varies depending: on the shape of the illuminated
surface, on the reflectance properties of the surface, on the
texture of the surface, on the shape and the position of the
light sources.

In Fig.1 we present an illustration for occurrence of specu-
lar reflections on a glossy surface illuminated by single light
source and from one direction. The light reflected from the
glossy surface consists of specular and diffuse parts. The
both parts (diffuse and specular) on Fig.1 are presented with
different cross section lines: the green line and the red line.
In the LDR content production, due to the limitations of the
camera sensitivity to the high dynamic range of the light,
the intensity of the specular reflections is being either clipped
or compressed.

FIGURE 1. Illustration of a glossy surface with specular and diffuse
reflections in two cases: 1) in the scene before it is captured with the
camera (graph on the top right) and 2) in digital form after the scene is
captured with the camera (graph on the bottom right) in LDR. In the LDR
content, highlights are either compressed or clipped. The illustration is a
modified version of the illustration presented in [4].

In Fig.2 we present a frame extracted from the cin-
ematic LDR content, which is property of the National
Public-Service Broadcaster for the Flemish Region and Com-
munity of Belgium, VRT [51], with marked areas for the
specular reflections and the light sources.

B. DIFFICULTIES FOR HIGHLIGHTS DETECTION IN
CINEMATIC CONTENT
In the dynamic range of the original scene, highlights (spec-
ular reflections and light sources) occur several degrees of
intensity brighter than the light reflections from diffuse (Lam-
bertian) surfaces, (see [31]). There are multiple reasons why
highlights are difficult to be detected in the cinematic LDR
content. In what follows we present a list of the most impor-
tant ones, which are described in details in [1].
• The dynamic range of the highlights in the LDR repre-
sentation of the scene, is either clipped or compressed.
In that way, a color preserving and non-color preserv-
ing LDR content is produced, respectively as illus-
trated in Fig.3 (to which, in more details, we refer
in Section II-C).

• Highlights that are out of focus, due to the camera
settings, appear blurred and low in brightness in the
LDR content.

• Complex lighting setup which results in multiple light-
ing sources, diverse in color and intensity.

• The cinematic content is subject to artistic arrangements,
through which the brightness ratios in different parts of
the scene are differently adjusted in order to achieve an
artistic effect.

Therefore, by only applying threshold-based HLD algo-
rithms, there is a high risk that light reflections from bright
diffuse surfaces will be also detected. Consequently, when
inverse tone mapping is applied, the incorrectly detected
areas will be boosted and in the reconstructed HDR content
they will appear as light-emitting areas (making the recon-
structed HDR content unpleasant and unnatural to watch [1]).
Considering these issues, highlights detection, especially in
cinematic LDR content, is considered to be non-trivial and
challenging. Therefore, we propose an algorithm that com-
bines the features presented in Section II-C.

C. FEATURES FOR HIGHLIGHTS DETECTION
The goal of HAnS is the detection of highlights in cinematic
LDR content, that are bright, that cover areas relatively small
to the surrounding image structures and are distinguished
from their vicinity.

In [1], we introduced two inherent features of specular
reflections that improve the detection of specular reflections.
For highlights detection in HAnS, we use the same features,
assuming that content-wise the light sources are subject to
same processes of cinematic LDR content production as
the specular reflections. We additionally use three features
related to the brightness, the color and the saturation of the
highlights. These three features we refer to as ‘‘pixel-wise
features’’. In what follows, we present a list of all features
that are used in HAnS.

LIST OF FEATURES
• The local contrast feature [1]: defined as the relative
contrast in the surrounding of the highlight (reasoning
that the area of the actual highlight is brighter than its
surrounding which belongs to the light reflections from
diffuse surfaces).

• The relative size feature [1]: the size of the area belong-
ing to the highlight relative to the size of the area of the
surrounding image structures (reasoning that specular
reflections and light sources in cinematic LDR content
commonly cover areas that are smaller than the areas
belonging to light reflections from diffuse surfaces).

• The pixel-wise features:
- The minRGB feature: since the lighting conditions
in most scenes are achromatic, the highlights are
more likely to be less color saturated. In the recent
literature for specular reflection separation [19],
[28], many algorithms use the dark-channel prior,
which we will refer to as ‘‘minRGB’’ feature.
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FIGURE 2. Frame extracted from cinematic LDR content, which is property of the National Public-Service Broadcaster for the Flemish Region and
Community of Belgium VRT [51]. The scene consists of: light sources (marked with blue), specular reflections (marked with green) and light reflections
from diffuse surfaces (left unmarked). We consider the halo around the lamp as highlight because physically it originates from small specular reflections
on dust particles and humid in the air.

According to the description of the dark channel,
presented in [28], a diffuse pixel of natural images
is expected to have a very low intensity in at least
one color channel. In other words, pixels belonging
to the white region of a clipped highlight in the LDR
content, will have high values in all color channels.
Therefore the dark channel is used as a feature that
gives the level of presence of white in the tristimulus
representation of the scene and hence, it is suit-
able for detecting achromatic specular reflections
and localizing highlights that are saturated in the
full dynamic range of the light due to clipping
(see Fig.3).

- The maxRGB feature: in the real world, there are
exceptional cases in which the highlights are color
saturated. Examples for these cases are colored
man-made light sources and specular reflections
from surfaces illuminated with these light sources.
The feature that is related with the high saturation
in color will easily expose the colored highlights,
[34] and [35]. This feature is known as the max-
imum RGB feature, which we will refer to as
‘‘maxRGB’’ feature. It considers a high intensity
in at least one color channel. According to the
max-RGB hypothesis presented in [33], based on
earlier work of Van deWeijer ( [34] and [35]) where
the maxRGB feature was originally introduced,

FIGURE 3. Illustration of the LDR content production from HDR scene,
with compression and clipping (to the maximal luminous intensity of the
LDR screen, to which later we will refer as Lin,max). The LDR content
production in the both cases (clipping and compression), is associated
with two pixel-wise features that we use in our highlights detection
algorithm and are listed in Section II-C. The color-preserving LDR content
production (compression of the highlights) is associated with the
maxRGB feature, while the non-color preserving LDR content production
(clipping of the highlights) is associated with the minRGB feature.

a surface with a perfect reflectance property will
reflect the full range of light colors it captures, when
being illuminated by single light source. Hence,
the reflected color from the surface is the actual
color of the light source. We use the maxRGB
image feature for localizing specular reflections and
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light sources that are color saturated due to com-
pression (see Fig.3).

- The luma feature: in order to account for the lumi-
nance of the highlights in the LDR content, we use
the luma as an additional feature. The luma feature,
as it will be noticed from the following example pre-
sented in Fig.4, is a trade-off between the minRGB
and the maxRGB features and it is related with the
actual luminance of the highlights.

In Fig.4, we present a night scene abounding with artificial
lights and specular reflections. Here, we additionally present
the three pixel-wise features (minRGB, luma and maxRGB)
extracted from the RGB LDR image. By observing the
images in Fig.4, we can notice that the colored light sources
are partially or not localized with the minRGB feature, while
they are well localized with the maxRGB feature. On the
other hand, the achromatic highlights are better localizedwith
the minRGB feature. Since the two features (minRGB and
maxRGB) noticeably differ in the way of exposing the high-
lights, the luma feature balances between them. Considering
that the highlights are differently exposed with each of these
three pixel-wise features, by using each of them separately
(rather than using them in a combination or using only one),
most of the highlight candidates will be well localized and
hence, easier for detection.

III. PROPOSED ALGORITHM FOR HIGHLIGHTS
DETECTION (HANS)
In Section III-A, we first focus on stating the objective of
HAnS. Later, in Section III-B we describe each component
of HAnS in detail and discuss the objective for highlights
detection. In Section III-C, through visual analysis of the
outputs of the essential HAnS procedure, we discuss the
performance of HAnS in terms of overcoming the difficulties
for highlights detection in cinematic LDR content.

A. OBJECTIVE
Starting from the assumption that in the cinematic LDR con-
tent, areas belonging to highlights are brighter and smaller
than their surrounding areas that belong to non-highlights
(light reflections from diffuse surfaces), we define the high-
lights to be dependent:

- on the size of the area of the highlight relative to the size
of the surrounding non-highlight areas;

- on the relative contrast between the highlight area and
the surrounding non-highlight areas;

- on the absolute per-pixel intensities of the highlight
areas.

If we express the previous statement mathematically,
the objective of the proposed highlights detection algorithm is
obtaining a per-pixel output value for the detected highlight,

which would be proportional to
(k− w)+

k
· (b− a)+ · b,

where k is the size of the surrounding non-highlight area,
w is the size of the highlight area, b is the absolute inten-
sity of the highlight area and a is the absolute intensity of

FIGURE 4. Night scene with artificial lights and specular reflections:
1) RGB LDR image, 2) minRGB features; 3) luma features, 4) maxRGB
features. The maxRGB feature is advantageous in localizing highlights
that are color saturated, while the minRGB feature is advantageous in
localizing highlights that are saturated in the full dynamic range of the
light. The luma feature accounts for the actual luminance of the highlights
and balances between the maxRGB feature and the minRGB feature.

the surrounding non-highlight area. The operator (.)+, only
accounts for the positive values of the considered difference,
while the negative values are set to 0. In other words, in the
way it is used, it ensures that the conditions w < k and

a < b, are met. The term
(k− w)+

k
is associated with the

relative size feature. The term (b− a)+ is associated with
the local contrast feature. With these two terms, structures
surrounding the highlight which are brighter and bigger in
size than the highlight, will be suppressed. These structures
commonly belong to non-highlight (light reflections from
diffuse surfaces) areas. With the term b the absolute intensity
of the highlight is taken into consideration. Following this for-
mulation, we distinguish three general cases for the highlight
candidate:

- the highlight candidate is very small in size, w� k,
so the output becomes approximately (b− a)+ · b;

- the highlight candidate is smaller in size than the
surrounding structures, w < k, so the output becomes
(k− w)+

k
· (b− a)+ · b;
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- the highlight candidate is indistinguishable from the sur-
rounding or it can’t be considered as highlight according
to the definition for highlights in cinematic LDR con-
tent. If at least one of the conditions: w ≥ k and a ≥ b,
is satisfied, the output is 0.

We design the algorithm in a way that it extracts the relative
size feature and the local contrast feature in subsequent pro-
cedures applied identically on each pixel-wise feature (min-
RGB, maxRGB and luma). For the output of HAnS, we refer
as to ‘‘Highlights Map’’. The different pixel intensity values
in the Highlights Map depend proportionally on the strength
(expressed through the relative contrast, the relative size and
the absolute intensity) of the detected highlights areas.

B. THE IMPLEMENTATION OF HANS
In order to enable implementation of HAnS on a fast
executing system, such as the Field-Programmable Gate
Array (FPGA) integrated circuit and to enable easy integra-
tion within simple inverse tone-mapping approach (described
in Section IV), in the design of HAnS we are limited to use
simple image processing techniques. These techniques con-
sider streaming low-pass filters (i.e. moving average filter),
mathematical morphology operations (dilation and erosion)
and look-up tables (LUTs) for the more complex per-pixel
mathematical operations (exponential and square functions).
The block diagram for HAnS is shown in Fig.5.

The algorithm is devised in three parts (see Fig.5 (1)):

- pixel-wise feature extraction (explained in Section
III-B1);

- main procedure (explained in Section III-B2) for high-
lights detection (applied on each extracted pixel-wise
feature separately) to which we refer as ‘‘main HLD
procedure’’;

- fusion (explained in Section III-B3) of the separate
outputs (to which we refer as ‘‘Feature Highlights
Maps’’ and denote each of them with Mf, where
f ∈ {minRGB, luma,maxRGB}) of the main HLD
procedure.

In what follows we focus on describing each procedure of
HAnS in details.

1) PIXEL-WISE FEATURE EXTRACTION
The pixel-wise features (minRGB, luma and maxRGB) are
calculated by (1), (2) and (3). They are extracted in a
pixel-wise manner from the LDR RGB input image, with
the color component Ic(x), where c ∈ {r, g, b} is the color
component label and x = [x1, x2] is the vector of the image
coordinates.

IminRGB (x) = min
{
Ir(x),Ig(x),Ib(x)

}
(1)

Iluma (x)= 0.2989 · Ir(x)+0.5870 · Ig(x)+0.1140 · Ib(x)

(2)

ImaxRGB (x) = max
{
Ir(x),Ig(x),Ib(x)

}
(3)

Hereafter, we use If to denote the extracted pixel-wise feature,
where f ∈ {minRGB, luma,maxRGB} refers to the label of
the extracted pixel-wise feature.

2) MAIN HLD PROCEDURE
The main HLD procedure together with the inputs is pre-
sented in Fig.5 (2). The main procedure is applied on each
extracted pixel-wise feature, If, in the same way.

The main HLD procedure is divided into three parts:
- extraction of the relative size feature (step B and step C)
- extraction of the local contrast feature (step D and
step E)

- adaptation with the absolute intensities from the input
pixel-wise feature (step F).

a: INPUTS OF THE MAIN HLD PROCEDURE (STEP A)
The inputs of the main HLD procedure (see Fig.5 (2).A) are
the extracted pixel-wise feature If(x) and the size parameter
k. As it is described in [1], the size parameter imposes a soft
upper limit on the size feature to exclude bright areas that
would be too large and likely to belong to light reflections
from diffuse surfaces. In HAnS, the size parameter represents
the size of a 2Dmoving average filter with boundaries that are
supposed to cover the full areas of the desired highlights. The
moving average filter of size k x k, is denoted with H.

b: EXTRACTION OF THE RELATIVE SIZE FEATURE (STEP B
AND STEP C)
In the first part of the main HLD procedure the extracted
pixel-wise feature is first processed with a low-pass mov-
ing average filter (see Fig.5 (2).B). The output of this step,
If,lp(x), is calculated with (4).

If,lp(x) = (H∗If)(x) (4)

Then, on the output from the step B we apply mathematical
dilation (see Fig.5 (2).C), with a structural element of the
same size as the moving average filter. The output from step
C, If,lpd(x), is calculated with (5),

If,lpd(x) = max
y∈α(x)

(
If,lp(y)

)
(5)

where α (x) is area (of size k defined with the structural ele-
ment) in the vicinity of x. The reason for using mathematical
dilation, is to enable suppression of relatively large in size
bright areas that commonly belong to non-highlights.

c: LOCAL CONTRAST FEATURE EXTRACTION (STEP D AND
STEP E)
Here, we describe the extraction of the local contrast feature
If,lc (x). For that purpose we use dynamic thresholding (step
D) followed by soft thresholding (step E) for normalisation
in range [0-1].

The applied dynamic thresholding is mathematically
expressed by (6).

If,lc (x) =
(
If(x)− If,lpd(x)

)+ (6)
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FIGURE 5. (1) Block diagram for HAnS, splitted into three parts: pixel-wise features extraction; highlights detection (main HLD procedure) applied
on each extracted pixel-wise feature (minRGB, maxRGB, luma) separately; fusion of the outputs (Highlights Maps: Mf) obtained with the main
HLD procedure; (2) Main HLD procedure with the inputs, here presented for one pixel-wise feature.
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With (6), we consider the difference between If(x) and
If,lpd(x), from which only the positive values are taken into
account.

The simple implementation of the dynamic thresholding
is closely related to certain algorithms for morphological
gray-scale reconstruction [41]. Compared to these tech-
niques, the proposed dynamic thresholding has the advantage
of not being iterative and hence, being time efficient.

In order to distinguish strong highlights from weak high-
lights (where the strength is expressed through the relative
size feature and the local contrast feature) and to normalize
the output obtained in step D to always be in range [0− 1],
in step E we perform soft thresholding with a sigmoid curve.
The output of the soft-thresholding step, g

(
If,lc (x)

)
, is cal-

culated by (7).

g
(
If,lc (x)

)
=

1

1+ e−p·(If,lc(x)−t)
(7)

In (7), p is a parameter that controls the steepness of the
sigmoid function, while t is the soft threshold.

We empirically set the value of the parameter p to be equal
to 20 (i.e. p = 20), so that the steepness of the sigmoid curve
is high enough and in the same time the continuous rise is
preserved (which is different from hard-thresholding that is
applied with a step function). The soft threshold is in range
[0− 1] when the input RGB LDR image is normalized in
the same range and it is in range [0− 255] when the input
RGB LDR image is not normalized. With the soft thresh-
old t, associated with the ‘‘local contrast threshold’’ described
in [1], we control the allowed relative difference between the
pronounced areas and their local surrounding. In [1] it was
shown that closer this value to zero is, the more sensitive the
detector becomes to the local contrast feature. In most of the
experiments we performed (with the input RGB LDR image
normalized in range [0− 1]), the value of the soft threshold
was set empirically to either 0.2 or 0.3. However, this value
is not fixed and we consider it as one degree of freedom of
HAnS. The second parameter that we consider as a degree of
freedom of HAnS is the size parameter k.

d: ADAPTATION WITH THE ABSOLUTE INTENSITIES (STEP F)
In the final step F, we adapt the output from step E,
with the absolute intensities from the pixel-wise feature
(see Fig.5 (2).F).

The Feature Highlights Map, Mf (x), as output of
the main HLD procedure, is calculated by (8), where
f ∈ {minRGB, luma,maxRGB}.

Mf (x) = If(x) · g
(
If,lc (x)

)
(8)

In (8), with g
(
If,lc (x)

)
, we denote the output of the soft

thresholding step (step E, see also Fig.5 (2).E), obtained with
a sigmoid function and presented with (7).

e: ACCOMPLISHING THE OBJECTIVE FOR HIGHLIGHTS
DETECTION
Here, we discuss how the objective for highlights detection
presented in Section III-A is accomplished with the main
HLD procedure from HAnS. To simplify the explanation,
we stick to the one-dimensional case.

We associate the input pixel-wise feature If (x) (with
f ∈ {minRGB, luma,maxRGB}) from the main HLD pro-
cedure with one-dimensional square-shaped signal, where
by following the description of the objective presented in
Section III-A, to the square impulsewe associate the highlight
area and to the surrounding flat area of the square impulse we
associate the non-highlight area. Referring to step A of the
main HLD procedure, we associate the size parameter (i.e. the
size of themoving average filter) to the value of k described in
Section III-A, which is related to the size of the non-highlight
areas. The size of the actual highlight area (i.e. width of
the square impulse in the one-dimensional signal) remains to
be w.

Referring to step B, with the performed moving-average
filtering, a maximum weight for the highlight area, equal

to
(k− w) · a+ w · b

k
is extracted, where b is the intensity

of the square impulse and a is the intensity of the flat area
surrounding the square impulse.

With the mathematical dilation performed in step C,
the area of the filtered square impulse is dilated to area of
size w+ 2 · k. In that way, it is ensured that by perform-
ing step C (the mathematical dilation) the maximal value
(k− w) · a+ w · b

k
of the filtered signal (the output of step B)

will stay constant within the full area of the square impulse.
In other words, with the mathematical dilation the existence
of the term (k− w)+ instead of (k− w), is ensured.

With the dynamic thresholding performed in the step D,
the filtered output of step C is subtracted from the input
one-dimensional square-shaped signal and only the positive
values are taken into account. After the performed subtrac-
tion, the output of the step D is one-dimensional signal of

constant intensity
(k− w)+

k
· (b− a)+ in the area where the

original square impulse exists (i.e. in the area of size w) and
0 in its vicinity. Beside for normalisation we use the soft
thresholding for giving higher priority to smaller and at the
same time pronounced structures.

With the final step F of the main HLD procedure, multi-
plication with b (i.e. the intensity of the square impulse) is
ensured.

In Fig.6, we visually present the outputs from the
B-D steps of the main HLD procedure, when the input
is one-dimensional square-shaped signal (with the square
impulse associated to the highlight (case 1 and case 2) and
when it is not a highlight, i.e. it is considered to belong to light
reflections from bright surfaces (case 3 and case 4). Note that
in every of the represented cases, by extracting the relative
size feature and the local contrast feature, we succeed to
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FIGURE 6. Accomplishing the goal for highlights detection in cinematic LDR content. The input signal is represented as one-dimensional square-shaped
signal. We analyze 4 cases: w� k, w < k, w = k and w > k for which its subcase (w� k) results in the same 0 output. For each of the analyzed cases,
we show the outputs from B-D steps of the main HLD procedure. For better visibility, we direct the reader to the electronic version of the paper.

accomplish the initial objective for highlights detection (see

Section III-A) given with the term
(k− w)+

k
· (b− a)+ · b.

With the relative size feature extraction, the local contrast
feature extraction, and the adaptation with the absolute inten-
sities, with HAnS we succeed to extract image structures that
are small (relatively to the surrounding area), distinguished
from their vicinity and bright.

3) FUSION
In the final part of HAnS, (see Fig.5 (1)) we combine the
three Feature Highlights Maps obtained from each pixel-wise
feature separately.

M(x) = max {MminRGB(x),Mluma(x),MmaxRGB(x)} (9)

For obtaining the Highlights Map, M(x), we use the
pixel-wise maximum operator, as it is presented with (9).
We use the pixel-wise maximum operator in order to consider
all detections obtained for each of the three pixel-wise fea-
tures (minRGB, maxRGB and luma), without making biased
decisions towards some of them,

The obtained Highlights Map, can be further used
in combination with any type of pixel-wise inverse-tone
mapping function for the purpose of LDR-to-HDR con-
version. Therefore, in Section IV we present a sim-
ple inverse-tone mapping approach in which HAnS is
integrated.

C. OVERCOMING THE DIFFICULTIES FOR HLD IN
CINEMATIC LDR CONTENT
Here, we show that HAnS overcomes the difficulties
for detecting highlights in cinematic LDR content (see
Section II-B).
For that purpose, we use a representative example

(see Fig.7) of cinematic LDR content for which we display
the output from each of the A-E steps in the main HLD pro-
cedure. We only show the outputs with the minRGB feature
is processed.

The input LDR image presented in Fig. 7, considers spec-
ular reflections and light reflections from bright diffuse sur-
faces. Content-wise, for the areas which belong to specular
reflections from the sunglasses in the LDR image, we refer
to as ‘‘Sunglasses’’ and for the light reflections from the shirt
we refer to as ‘‘Shirt’’. In Fig.7 (2), we present the extracted
cross-section lines from the outputs (see Fig.7 (1)) for each
step of the main HLD procedure.

It can be seen that after dynamic thresholding (see the
fifth image in the row from Fig.7 (1) and the fifth graph
from Fig.7 (2)), the only extracted areas as highlights are
those for which the extracted pixel-wise feature has higher
absolute intensities than the output of step C. On the graphs,
(see Fig.7 (2), step D) these parts are marked with green
ellipses. On the fifth image in the row from Fig.7 (1), the two
areas that are more pronounced than other detected areas, are
marked in a same way. The first detected high peak belongs
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FIGURE 7. Performance of HAnS, presented through the image outputs and cross-section lines extracted from them, when each of the A-E steps,
is applied. (1) Images (from left to right): original RGB LDR image, extracted minRGB feature (step A), output (step B), output (step C), output (step D),
output (step E). The red lines represent the extracted cross section lines and the green ellipses represent the areas that are detected as highlights;
(2) Graphs for the extracted cross-section lines from the image outputs presented in (1).

(see the last graphic in Fig.7 (2)) to the area associated
with the specular reflections from the Sunglasses. The sec-
ond high peak belongs to a small area, which is asso-
ciated with light reflections from bright diffuse surface
(i.e. Shirt) and hence, it is incorrect detection. However,
following the definition of the highlights (see Section II)
in cinematic LDR content, this part is correctly detected by
HAnS. Although it is detected as a small bright area, the max-
imum output intensity of this peak (after the soft-thresholding
step E from the main HLD procedure) is quite lower
than the maximum output intensity of the first detected
peak.

Relying on the conclusions from the experimental anal-
ysis (about the advanteougness of using the local contrast
feature and the relative size feature for highlights detection)
presented in [1] and additionally with the results from the

presented example, we show that HAnS is capable of distin-
guishing highlights from light reflections from diffuse sur-
faces and at the same time it is suitable for detecting blurred
(out of focus) specular reflections. Moreover, HAnS has the
advantage of having two degrees of freedom, which are given
with the two controlling parameters: the size parameter and
the local contrast threshold. By adjusting these parameters,
we are able to decide which highlights (relatively to their
surrounding: small and pronounced highlights, small and
less pronounced highlights, wide and pronounced highlights,
wide and less pronounced highlights) we want to priori-
tize when performing the inverse-tone mapping approach. In
other words, by having two degrees of freedom, we accom-
plish to preserve the freedom of using HAnS in cases of
making different artistic choices on the reconstructed HDR
content.
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IV. HANS AS PART OF INVERSE TONE MAPPING
The main goal of the algorithms for LDR-to-HDR conver-
sion is to increase the dynamic range of the LDR content,
by increasing the contrast between the bright and the dark
regions without loosing details from the LDR content. Rely-
ing on themodel for the reflected scene radiance in real world,
in the work of Wolff and Lawrence [31], it is stated that
the radiance of the highlights (specular reflections and light
sources) is always of higher magnitude than the radiance of
the reflections from diffuse surfaces. Therefore, it is expected
that in the original scene the highlights will have the highest
brightness levels. Since the initial content of the original
scene is lost in the LDR content production, there is no
unique solution and the LDR-to-HDR conversion is subject
to human perception. Each solution is interpreted differently
and depends on the human perception of the HDR content.

In what follows, in Section IV-A we propose an inverse
tone mapping (ITM) approach, that makes a distinction
between reproducing the highlights and reproducing light
reflections from diffuse surfaces. In the proposed ITM
approach we combine local and global expansion of the
dynamic range of the input LDR content. The usage of local
boosting has the advantage of providing the ability to prior-
itize highlights, over light reflections from diffuse surfaces.
The usage of global boosting has the advantage of prioritizing
bright areas over dark and normally exposed areas.

In Section IV-B we discuss and analyze the output of the
proposed ITM approach in function of the input variables.

A. PROPOSED ITM
The proposed ITM approach is only applied on the luminance
representation of the input tristimulus image. This is com-
monly done in ITM to avoid affecting the colors. Therefore,
an implementation in CIELUV or CIELAB color spaces is
most suitable. In the proposed ITM approach we use simple
pixel-wise ITM function for the global expansion (for which
we refer to as ‘‘global boosting’’) of the dynamic range.
We ensure sufficient space for additional boosting of the
detected highlights areas (for which we refer to as ‘‘local
boosting’’).

In Fig.8, we present an example of the pixel-wise ITM
function for global boosting. This function is plotted in
green, while the red dotted line is an example for the linear
pixel-wise ITM function. The slope of the linear pixel-wise
ITM function is denoted with s1.
For the case when the linear pixel-wise ITM function is

considered, the space for local highlights boosting is con-
strained to be within the region defined with the term: c2 =
Lout,max − s1 · Lin(x), where Lin(x) is the per-pixel lumi-
nance of the input LDR content (for which we refer to as
‘‘input luminance’’) when it is displayed on LDR screen, and
Lout,max is the maximal luminance intensity that the HDR
screen is able to produce.

When non-linear pixel-wise boosting ITM function is
considered, the space for local highlights boosting is con-
strained to be within the region defined with the term:

FIGURE 8. Example of a simple pixel-wise inverse-tone mapping (ITM)
function. The bright regions from the input LDR content (high pixel
intensity of the displayed luminance of the input LDR image) are boosted
with a non-linear (exponentially rising) function. For the darker part of the
LDR content, there is a linear dependence between the output luminance
(luminance of the displayed HDR content on a HDR screen) Lout(x), and
the input luminance (luminance of the displayed LDR content on an LDR
screen), Lin(x). The space within the constraint: Lout,max − h(Lin(x)),
is reserved for local boosting of the highlights detected by HAnS.

c1 = Lout,max−h(Lin(x)), where the global boosting ITM
function denoted with h(Lin(x)) is required to satisfy the term
0 ≤h(Lin(x)) ≤ Lout,max.
The proposed ITM approach considers two input variables:

the input luminanceLin and the Highlights MapM(x). There-
fore we introduce two terms for obtaining the luminance
Lout(x) of the HDR content reproduced to be displayed on
HDR screen (for which we refer to as ‘‘output luminance’’).
The first term denoted by Lout,gb(x), represents the part of
the output luminance that is obtained with global pixel-wise
boosting, while the second term denoted by Lout,lb(x), rep-
resents the part of the output luminance obtained with local
pixel-wise boosting. The mathematical formulation is given
by (10), (11), (12) and (13).

Lout(x) = Lout,gb(x)+ Lout,lb(x) (10)

Lout,gb(x) = h(Lin(x)) (11)

Lout,lb(x) = c1 · q(Lin(x))·M(x)γ (12)

q(Lin(x)) =

 Lin,max Lin(x) ≥
Lin,max

2
Lin(x)

Lin,max − Lin(x)
Lin(x)<

Lin,max
2


(13)

In (12) and (13), q(Lin(x)) is a gain function that controls
the amplification slope for boosting the highlights accord-
ing to the intensities in the Highlights Map, M. The gain
function depends on the input luminance. In order to avoid
amplification bigger than 1 (i.e. avoid clipping), the presented
gain function is constrained with the maximum intensity of
the input luminance, i.e. Lin,max, in the case when the input

luminance reaches value that is equal or higher than Lin,max
2 .

The γ parameter, with the constraint γ > 0, controls how
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FIGURE 9. Behaviour of the proposed ITM approach, considering the two inputs: the input luminance, Lin(x), in range [0-1] and the Highlights Map, M,
in range [0-1]. Four cases are presented where for the non-linear pixel-wise ITM function h(Lin(x)) (given by (14)), the input parameters settings are:
s1 = 0.7, and γ ∈ {0.3, 0.6, 1.5, 50}.

much all of the detected highlights in the Highlights Map,
M, have influence on the reconstructed HDR image. Closer
the value to 0 is, more pronounced in the HDR content the
detected weak highlights become. As the value of the γ
parameter increases, higher priority is given to the detected
strong highlights.

In order to analyze the ITM approach, we use a simple
pixel-wise ITM function, given by (14). This function is
associated with the green curve presented in Fig.8 and it is
a combination of a linear and an exponential part. The slope
for the linear part is denoted by s1. For input luminance higher
than m, the function starts to rise exponentially.

h(Lin(x)) = s1 · Lin(x)+ c2 · u(Lin(x)) · (Lin(x)−m)1.5

(14)

u(Lin(x)) =
{
1 Lin(x) ≥ m
0 Lin(x)<m

}
(15)

c2 = Lout,max − s1 · Lin(x) (16)

The constraint factor, by which clipping of Lout,gb(x)
to Lout,max is avoided, is denoted with c2. The con-
straint factor for the Lout,lb(x) term, has the same form,
which was presented earlier in this Section (given with
c1 = Lout,max−h(Lin(x))).

B. ON THE PERFORMANCE OF THE PROPOSED ITM
Here, we discuss the behavior of the proposed ITM approach
depending on the two input variables: the input luminance
and the Highlights Map obtained with HAnS. The analysis is
presented for four different settings of the input parameters:
γ and s1. In Fig.9 we present a three-dimensional plot of

the output, for 4 cases. Here, the input luminance and the
output luminance are normalized to be in range [0-1]. It can
be noticed that clipping is avoided in all cases. It can also
be noticed that, the higher the value of the exponent γ (used
in (12)) is, the less dependent to the local boosting term
Lout,lb(x) the output luminance Lout(x) becomes.

V. EXPERIMENTAL ANALYSIS
To assess the performance of HAnS we perform three exper-
iments. With the first experiment we perform an objective
evaluation of the highlights detection. With the second exper-
iment we perform an objective evaluation of the highlights
detection when used in the boosting, as part of a com-
plete ITM (LDR-to-HDR conversion) pipeline.With the third
experiment we perform a subjective evaluation of the pro-
posed highlights detection and boosting. The experimental
framework and the results for the both objective experiments
are presented in Section V-A and in Section V-B, while for
the subjective experiment they are presented in Section V-C.
With the objective experiment for highlights detection,
we evaluate the accuracy of HAnS and compare it with four
different highlights detection algorithms. With the objective
experiment for highlights boosting, we evaluate HAnS with
the proposed ITM, to properly boost the regions that are
important in obtaining the HDR effect. The aim of the subjec-
tive experiment is to show that by using HAnS as part of an
ITM process (which combines global and local boosting of
the highlights), we succeed to produce results that are more
pleasant (according to the human perception) than results
produced with a global ITM approach only.
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A. OBJECTIVE EVALUATION OF HIGHLIGHTS DETECTION
In the first objective experiment, we compare HAnS with
four different methods for highlights detection, which are
listed in Subsection V-A1.We use two image data-sets, out of
which the first one is publicly available and does not consider
cinematic content and the second one is a data-set we create
for performing the analysis on the difficult cases from cin-
ematic content and real-world images. In Subsection V-A2,
we describe the two image-data sets in details. In order to
perform thorough objective analysis we use nine metrics,
out of which six are commonly used for binary classifi-
cation evaluation, and the other three are used for object
level segmentation evaluation. Additionally, we perform a
time performance analysis for HAnS. The used metrics are
briefly described in Subsection V-A3. For further explanation
on the object-level evaluation metrics, we direct the reader
to Appendix A. In Subsection V-A4 and Subsection V-A5,
we present the quantitative and the qualitative results from
the objective evaluation.

1) HLD METHODS USED FOR COMPARISON
Here, we give a brief description of the algorithms for high-
lights detection used for comparison.Most of them, for distin-
guishing the specular reflections from light reflections from
diffuse surfaces, are threshold-based techniques. We classify
these algorithms in two categories:

- highlights detection algorithms used for removal of
specular reflections;

- highlights detection algorithms used for the purposes of
LDR-to-HDR conversion.

a: HLD METHODS USED FOR REMOVAL OF SPECULAR
REFLECTIONS
These techniques are based on the dichromatic model intro-
duced by Shafer and Steven [20]. Although this model cor-
rectly describes the physical process of light reflection from
surfaces that have the both reflectance properties (specular
and/or diffuse), it is constrained to light conditions with the
existence of single light source. Moreover, this model is not
applicable for highlights detection in images abundant with
mirror-like surfaces or of low quality. Also, this model is
not applicable for cases where the highlights are clipped or
compressed, as it is the case in the cinematic content.

Representative algorithms from this category with avail-
able implementations are the algorithms of Shen et al.
(see [24] and [25]), and Huo et al. [11]. The latter algorithm is
threshold based and the valley-emphasis method [40] is used
for determining the threshold values.

b: HLD METHODS USED FOR THE PURPOSE OF
LDR-TO-HDR CONVERSION
In this category we classify the algorithms of Huo et al. [11]
and Meylan et al. [4].

For calculating the threshold values in the algorithm of
Huo et al. [11], the authors used the Otsu’s automatic

thresholding method [39], which is a histogram based
method, similar to the valley-emphasis method [40].

In the algorithm of Meylan et al. [4], which is also thresh-
old based, the global (hard) thresholds are calculated from
the luma representation of the input RGB image, after it is
low-pass filteredwith a two-dimensional filter of a predefined
size that is dependent of the image size. In this case, the fil-
tering approach is used for obtaining the thresholds in order
to distinguish areas that belong to specular reflections from
the areas that belong to light reflections from bright diffuse
surfaces. The disadvantage of the algorithm ofMeylan et al. is
that the highlights detection is dependent on the whole image
content, and not on the near surrounding of the highlights.
This is due to the hard thresholding performed globally on
the whole image content.

2) DATA-SETS
The experimental evaluation is performed on two image
data-sets:

- the publicly available SPEC-DB [37], [38], which con-
sists of LDR images that do not consider cinematic
content and is annotated for specular reflections;

- a novel image data-set, which is manually annotated
for highlights (specular reflections and light sources)
and consists of cinematic content and real-world pho-
tographs.

In what follows, we describe the publicly available data-set
SPEC-DB in more details. Then we proceed with describ-
ing the experimental setup for creating the proposed image
data-set and the content of the proposed image data-set
itself.

a: SPEC-DB IMAGE DATA-SET
As it is presented in [36], the SPEC-DB image data-set
consists of 300 images from 100 objects, diverse in color
and specularity properties. Each object was acquired under
three different illumination conditions: diffuse, ambient, and
directed. The images with ambient and directed light were
annotated for specular reflections by one observer. All objects
in this data-set show specularity properties when being illu-
minated. Therefore, for the objective evaluation, we only
use the images taken of the objects illuminated by ambient
(the SPEC-DB 11 subset) and directed light (the SPEC-DB
22 subset).

The images from the SPEC-DB data-set:
- are of resolution lower than the resolution of the com-
monly produced cinematic content;

- consider scenes that consist of one or multiple objects
with same specularity properties;

- consider cases with only specular reflections;
- do not consider cases in which all the problems of
LDR cinematic content production (see Section II-B) are
addressed;

We use this image data-set in order to have a fair comparison
on general LDR content with the highlights detection algo-
rithms presented in Subsection V-A1.
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b: PROPOSED IMAGE DATA-SET CONSISTING OF
CINEMATIC CONTENT AND REAL-WORLD PHOTOGRAPHS
In order to perform evaluation analysis with a data-set that
considers cinematic content in which all challenges for high-
lights detection (see Section II-B) are addressed, we propose
a novel image data-set, which is manually annotated for
highlights (specular reflections and light sources).

For the design of this image data-set we used real-world
photographs that are freely available on the Internet and
content from movies that are property of the National
Public-Service Broadcaster for the Flemish Region and Com-
munity of Belgium VRT [51].

In what follows, we give a brief description for the content
of this image data-set and the annotation procedure.
• Content:

- 23 movie frames (LDR frames) and selected
15 additional real-world photographs, as represen-
tative examples for highly diverse in content scenes.

- Scenes:
∗ vary from very dark to very bright;
∗ are indoor and outdoor;
∗ are abundant with objects with different surface

reflectance properties;
∗ are abundant with diverse in color and size, light

sources;
∗ are abundant with natural content;
∗ include people and visible faces.

- The illumination conditions for all captured scenes
from the selected images and movie frames are not
known and are not subject of estimation. In that
way, we give the opportunity to annotators to use
their own perception and subjective opinion, when
annotating a region of interest as highlight.

- In order to examine cases for which common HLD
algorithms have incorrect detections, areas that only
belong light reflections of bright objects with dif-
fuse surface properties are also considered in the
creation of the proposed image data-set.

• Annotation procedure:
- Three annotators, experts in the field of HDR imag-
ing, were independently to select areas they con-
sider as highlights (specular reflections or light
sources);

- For simplification, regions of interest (patches
extracted from each image) were shown to anno-
tators (one patch at a time) in the context of the
whole image content and separately (zoomed ver-
sion) where they are able to select the area of the
actual highlight more precisely;

- The annotations are per pixel and binary;
- 960 patches are annotated by each annotator:

The procedure is splitted into 9 annotation ses-
sions (in order to keep the annotator’s atten-
tion on a desired level), so that in each session
approximately 107 patches were annotated in
maximum time of 1h.

The annotators are non-biased experts in the field and there-
fore we do not proceed in examining the inter and intra anno-
tator’s agreement, which is commonly done when a single
ground-truth data set is designed and proposed for usage in
different applications. For that purpose, the annotations made
by each annotator in the objective evaluation are considered
to be separate reference (ground-truth) image data-sets.

3) METRICS
We treat the highlights detection as a binary classification/
segmentation problem, i.e. certain area is either highlight
or light reflection from diffuse surface. For that purpose,
we use six metrics for binary classification evaluation and
three metrics for object level segmentation evaluation. In the
analysis we compare binary reference images with binary
segmented images, obtained with different parameter settings
when HAnS and the HLD algorithms from the comparison
are applied. In what follows we present the metrics we use
for objective evaluation, in two separate lists: metrics for
binary classification evaluation and metrics for object level
segmentation evaluation, with a short description.

a: METRICS FOR BINARY CLASSIFICATION EVALUATION
• Accuracy (ACC) per annotated image or annotated
patch, in order to account for: large amount of images
diverse in resolution and size and challenging content
for highlights detection.

• True positive rate (TPR) per annotated image or
annotated patch, in order to support the ACC.

• False positive rate (FPR) per annotated image or
annotated patch, in order to support the ACC.

• True negative rate (TNR) per annotated image or
annotated patch, in order to support the ACC.

• False negative rate (FNR) per annotated image or anno-
tated patch, in order to support the ACC.

• Sørensen-Dice index (DSC) [43], which is commonly
used for comparing the similarity and the diversity
of sample sets. Similar to the Sørensen-Dice index
is the Jaccard index [44], [45]. Because one can be
derived from the other, we only use the Sørensen-Dice
index.

• Symmetric partition distance (Dsym
′) [50], which counts

the minimal number of pixels that must be removed
from the both binary images that are being compared,
so that the remaining pixels in each of them will be
identical. The authors of [46] use the complement of
the metric proposed by Cardoso and Corte Real in [50].
Consequently, the modified metric is described as the
maximum number of pixels that remain such that the
reference image equals the segmented image. Since the
two metrics are equivalent, by following the positive
logic analogy, we use the metric proposed by the authors
of [46], which is derived from the metric proposed
in [50]. For this metric, we use the same notation, Dsym

′,
as in [46]. This metric has the same interpretation as
accuracy per image (or image patch).
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b: METRICS FOR OBJECT LEVEL SEGMENTATION
EVALUATION
Image segmentation is considered as a process of pixel label-
ing and its performance is evaluated by metrics at object
level. Many of these metrics, as explained in [48], consider
the number of mis-segmented pixels, the position of the
mis-segmented pixels, the number of the objects in the image
and their geometric features. In most of them, the image
segmentation is considered as a process of pixel labeling and
for that reason they are known as metrics for object-level
segmentation evaluation.
• Martin’s error metric (in both versions, Local Consis-
tency Error (LCE) andGlobal Consistency Error (GCE))
[47], tolerates over- and under-segmentation, in terms of
the number of segmented objects and the object sizes.
Therefore, it is suitable for being used in cases when
the annotations (reference images) are manually per-
formed by different people (annotators) with allowed
deviations in the region boundaries of the highlights
candidates. On the other hand, it has a disadvantage that
(as explained in [48]) it does not discriminate among
segments that are scaled version of each other. There-
fore, in case of segments existing in both the reference
image and the segmented image, the LCE and the GCE,
in most of the cases will result in values equal or very
close to 0, although there is a big difference between the
segments in the reference and the segmented image.

• Object level consistency error (OCE) [48], overcomes
the disadvantage of Martin’s error metric of not being
sensitive to the size and the shape of the segments in
both the reference and the segmented image.

• Quality rate (QR with the both versions, QRSR and
QRRS) [49], beside being region-based it also considers
the direction of matching between the reference and the
segmented image.

The used metrics for object-level segmentation evaluation,
are not defined for cases where no detections and/or no
reference segmentations are available. Therefore, we adapt
Martin’s error metric, the OCE and the QR metrics to have
the highest penalty for two cases:

- when there are existing segments in the output of the
detection algorithm and there are no positive annotations
in the reference binary images (penalizing for false pos-
itive segments)

- when there are no existing segments in the output of
the detection algorithm and there are positive annotated
regions in the binary reference image (penalizing for
false negative segments).

For better description of these metrics and the way how they
are adapted for false positive and false negative segments,
we direct the reader to Appendix A of this article.

4) RESULTS FROM THE QUANTITATIVE ANALYSIS
Here, we present the quantitative results from the objective
evaluation analysis. We additionally present the results from
the running time performance analysis.

For the evaluation of the algorithms of Meylan et al. [4],
Shen et al. [24] and [25], Zou et al. [19] and HAnS, we sweep
over a wide range for each parameter and select the best
results (for each evaluation metric) per image. In case of the
proposed algorithm, the free parameters are the size parame-
ter (sizes of the applied filter: 1×1, 2×2, 4×4, 8×8, 16×16,
32× 32, 64× 64, 128× 128, 256× 256, 512× 512, 1024×
1024) and the local contrast threshold (changed with a step
factor of 0.05 in a range [0,1]). HAnS and the algorithm of
Shen et al. [24] and [25], produce output maps with per-pixel
real numbers in the range [0,1]. In order to have a proper
comparison between the reference binary images (from both
image data-sets) and the outputs of the highlights detection
algorithms, the binary maps for these algorithms are created
by thresholding the outputs with 0. When the algorithm of
Huo et al. [11] is evaluated, no parameters are adjusted
because it automatically detects highlights in an image.
We select the best results (permetric) for eachHLD algorithm
and calculate the average and the standard-deviation over
the separate image data-sets, SPEC-DB 11 and 22 and the
proposed image data-set consisted of LDR cinematic content
and real-world photographs.

a: RESULTS ON SPEC-DB
From the results presented on Table 1, in the objective
evaluation analysis, HAnS achieves best performance. Its
overall performance is most similar to the performance of
the algorithm of Meylan et al. [4]. Since both algorithms
implicitly rely on using the relative size to detect highlights,
the similarity in performance is expected. With HAnS we
succeed to correctly detect highlights (see DSC, QR and
TPR) and avoid false detections (see results for Martin’s error
metric, OCE and FPR). HAnS outperforms the algorithms of
Zou et al. [19], Huo et al. [11] and Shen et al. [24], [25].
Therefore, we will focus on the differences in results between
HAnS and the algorithm ofMeylan et al. [4]. The algorithm of
Meylan et al. shows slightly better (yet, very similar) results
than HAnS, only in terms of having less false detections
(results from Martin’s error metric and FPR). This is due to
the fact that the SPEC-DB data-set is consisted of images that
only consider achromatic specular reflections. It is expected
that by using only the minRGB image feature in HAnS,
many of the false detections will be avoided. From the results
for the Martin’s error metric, in case when the algorithm of
Meylan et al. and HAnS are applied, it can be noticed that the
calculated error values are very close to 0. This is due to the
insensitivity of the metric to over- and under-segmentation
(discussed in Subsection V-A3), the advantage of the two
algorithms to introduce small amount of false positive detec-
tions (which is not the case with the other algorithms from the
comparison (see Table 1)) and the statistics of the analyzed
image data-set (all images consider specular highlights and
were analyzed at a full content level, so there are no examples
where only non-highlight areas are present). Regarding the
OCE and QR metrics, from the presented results, it can
be noticed that HAnS outperforms the algorithms from the
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TABLE 1. Evaluation results on SPEC-DB 11 and SPEC-DB 22 (averaged over all images in each subset). Evaluation metrics (in range [0,1]) for which higher
value means better performance: Dice coefficient (DSC), Quality Rate (QR), Complement of the symmetric partition distance (Dsym′) which is equal to
accuracy (ACC), True Positive Rate (TPR) and True Negative Rate (TNR). Evaluation metrics (in range [0,1]) for which lower value means better
performance: Martin’s error metric, Object level consistency error (OCE), False Positive Rate (FPR) and False Negative Rate (FNR). The results in the fields
marked with green are associated with the best performing algorithms for each different metric. The results from the algorithms that are second best
performing are presented with blue color. Since the results for TPR, TNR, FPR and FNR support ACC (which is marked for the best performing algorithms),
they are left unmarked.

comparison, and it achieves most similar performance to the
algorithm proposed byMeylan et al. [4]. The OCEmetric and
the QRmetric, beside penalizing the false detections severely,
they also reward the cases when the size of the corresponding
overlapping areas is similar (see the explanation in [48] and
in the Appendix A). Therefore, considering the results from
these two metrics and the results from the metrics that were
previously discussed, we can conclude that HAnS achieves
best performance among the algorithms from the comparison
and it is most similar in performance with the algorithm
proposed by Meylan et al. [4].

If we proceed with the analysis towards making a compar-
ison between the results from the two parts of the SPEC-DB
image data-set, we can notice the shift in values. This shift
is due to the different statistics between the two subsets,
referring to the different illumination conditions under which
the images were taken. It is obvious that for SPEC-DB 22,
the rate for correct detections is increased with the rate
for false detections, which leads to slight drop in the

accuracy (ACC) results for most of the HLD algorithms. The
reason for this is that the directed illumination conditions
create higher intensity of the reflected light, which is then
clipped due to the camera capture. Consequently, because the
images in SPEC-DB 22 contain larger, saturated (flat) areas
for the specular reflections, it is harder to distinguish them
from bright diffuse surfaces.

b: RESULTS ON THE PROPOSED IMAGE DATA-SET
We now discuss the results on the proposed image data-set
consisted of cinematic LDR content and real world pho-
tographs, annotated for highlights. For the procedure of the
performed experimental evaluation on this image data-set,
we direct the reader to Appendix B.

From the results presented in Table 2, it can be seen that
most importantly for cinematic and real-world LDR content,
HAnS achieves best performance among all highlights detec-
tion algorithms from the comparison.
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TABLE 2. Evaluation results (averaged over the whole data-set when the binary images obtained with each of the highlights detection algorithms, are
compared with the binary images from each separate ground-truth and then averaged over the three ground-truth data-sets) on the annotated data-set
consisted of cinematic content and real-world photographs. Evaluation metrics (in range [0,1]) for which higher value means better performance: Dice
coefficient (DSC), Quality Rate (QR), Complement of the symmetric partition distance (Dsym′) which is equal to accuracy (ACC), True Positive Rate (TPR)
and True Negative Rate (TNR). Evaluation metrics (in range [0,1]) for which lower value means better performance: Martin’s error metric, Object level
consistency error (OCE), False Positive Rate (FPR) and False Negative Rate (FNR). The results in the fields marked with green are associated with the best
performing algorithms for each different metric. The results from the algorithms that are second best performing are presented with blue color. Since the
results for TPR, TNR, FPR and FNR support ACC (which is marked for the best performing algorithms), they are left unmarked.

From the results for ACC, TPR, QR, and DSC, we con-
clude that HAnS is better in detecting artificial light sources
and specular reflections that are color saturated, which cannot
be detected by using only the minRGB feature, as it is in
the algorithms of Meylan et al. [4], Zou et al. [19] and
Huo et al. [11]).
Based on the Martin’s error metric, OCE and FPR results,

it can also be concluded that when the other algorithms
are applied (see the FPR results when the algorithm of
Shen et al. [24], [25] is applied) on the whole image content,
the risk for false detections is higher. This is due to the fact
that most of the algorithms from the comparison are threshold
based, dependent on the whole image content and do not dis-
tinguish highlights from light reflections from bright diffuse
surfaces.

From the presented results, we also arrivewith a conclusion
that the proposed new image data-set annotated for highlights
in cinematic LDR content and real-world photographs is
justified for usage in experimental analysis for future research
related to highlights detection, in terms that it abounds with
challenging examples (areas belonging to light reflections
from bright diffuse surfaces and areas belonging to blurred

and not pronounced specular reflections), for which the clas-
sical highlights detection algorithms fail.

c: RUNNING TIME ANALYSIS
The results for the running time performance analysis are
presented on Table 3.

The running time for each of the algorithms from the
comparison, is calculated in Matlab R2015b. We analyze the
running-time performance of HAnS, with optimized integer
friendly implementation, in which only simple linear oper-
ations and LUTs are considered. This version can easily be
adapted to any program language and for any system (such as
FPGA) with limited memory or processing power. Because
most of the algorithms from the comparison rely on using
only one pixel-wise feature, which is minRGB, for HAnS
we calculated the time when only one image feature is used
and when all pixel-wise features are used. From the results
presented on Table 3, it can be seen that the optimized version
of HAnS is most efficient among all algorithms, in the both
cases: when only one pixel-wise feature is processed and
when all pixel-wise features (minRGB, luma and maxRGB)
are taken into account.
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TABLE 3. Results for the performance of each highlights detection algorithm, in terms of running time (measured using the program package MATLAB
R2015b) for one movie frame of size 1920× 1080. When HAnS is applied the running time is measured in two cases: 1) when only one pixel-wise feature
(minRGB, maxRGB or luma) is considered for highlights detection (since that is a case for the rest of the detection algorithms from the comparison), and
2) when all pixel-wise features are processed and the Highlights Map is obtained. The results in the fields marked with green are associated with the best
performing algorithm. The result from the algorithm that is second best performing algorithm is presented with blue color.

5) RESULTS FROM THE QUALITATIVE ANALYSIS
Here, we visually present the results fromHAnS and the HLD
algorithms from the comparison, for two image examples.

The input image from the first example is the image pre-
sented on Fig.4. In this image some of the highlights are color
saturated. Therefore, this image serves as a good example to
show that by additionally (beside the minRGB image fea-
ture) using the maxRGB and the luma ppixel-wise features,
we succeed not only to detect highlights that are achromatic,
but also highlights that are saturated in color.

The input image from the second example is a frame
extracted from a video of a broadcast TV show. The image
abounds with bright specular reflections and bright light
reflections from diffuse surfaces. We use this image as an
example to visually show the difference in the detection
quality (specifically for the areas that belong to bright diffuse
surfaces) between HAnS and the HLD algorithms.

The detection results for the first example (Example 1) are
presented on Fig.10 and the detection results for the second
example (Example 2) are presented on Fig.11.

From Example 1, we notice that the color saturated high-
lights are best detected with HAnS. This is not the case for
the HLD algorithms from the comparison because they rely
on using only one image feature, the luma image feature
(Meylan et al. [4]) or the minRGB image feature
(Shen et al. [24], Huo et al. [11] and Zou et al. [19]).

From the results of Example 1, it can also be noticed
that when HAnS is applied, non-binary detections with clear
distinction between the highlights with different intensity are
obtained. The advantage of applying different weights on
the detected highlights, depending on their strength, makes
HAnS easily adjustable for usage in any LDR-to-HDR con-
version pipeline.

In the results of Example 2, least amount of incorrect detec-
tions occurs in the case of HAnS. The other algorithms fail
in distinguishing highlights bright diffuse surfaces, because
they are threshold based and the calculation of the global
threshold is dependent on the whole image content (it is not
locally performed as in the case of HAnS). The algorithm
of Shen et al. [24] fails for the case of making a distinction
between areas belonging to highlights and areas belonging
to light reflections from bright diffuse surfaces, due to not
being devised for cases where clipping and compression
occur (which is a very common case in the LDR content
production).

B. OBJECTIVE EVALUATION OF HIGHLIGHTS BOOSTING
AS A PART OF A COMPLETE ITM (LDR-TO-HDR
CONVERSION) PIPELINE
In the second objective experiment, we evaluate the per-
formance of HAnS as part of an inverse tone mapping
(LDR-to-HDR conversion) pipeline in two cases: when only
global boosting is applied and when both global and local
boosting are applied. The aim is to show that with proper
detection and boosting of the highlights (the actual regions
of interest), HAnS achieves more accurate reconstructions of
HDR scenes by objective quality metrics. For that purpose
we use three different state of the art algorithms for LDR-to-
HDR conversion, listed in Subsection V-B1. For the purpose
of evaluating HAnS with the proposed ITM on cinematic
content, we use the Stuttgart data-set [53], to which we refer
in Subsection V-B2. The metrics used in the quantitative
evaluation are listed in Subsection V-B3. The results from the
quantitative and the qualitative evaluation as part of the sec-
ond objective experiment are presented in Subsection V-B4
and Subsection V-B5.

1) ITM METHODS
Here, we list the three state of the art algorithms for
LDR-to-HDR conversion, used as comparison to the pro-
posed ITM in combination with HAnS. As a representative
algorithm from the group of deep learning based approaches,
we use ExpandNet [14], while as representative state of the
art algorithms from the group of classical approaches we use
the ITM algorithm proposed byMeylan et al. [4] and the ITM
algorithm proposed by Kovaleski et al. [10].

The ExpandNet algorithm [14] is a fully automatic, data
driven, parameter-free algorithm for inverse tone mapping
(LDR-to-HDR conversion), based on a multi-scale CNN
architecture which avoids the use of upsampling layers to
obtain high quality LDR-to-HDR conversion. The Expand-
Net architecture consists of three branches: global branch (for
preserving the global context of the image through the higher
level image-wide features), local branch and dilation branch
(for handling the local details and the medium level details).
The advantage of ExpandNet is that it is fast, parameter
free and a fully automatic algorithm, easily adaptable to any
LDR-HDR training data-set. Its disadvantage, since it is a
learning based approach, is in the fact that it is dependant on
the diversity and the statistics of the training data-set. Addi-
tionally, when compared to the classical ITM approaches,
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FIGURE 10. Results from highlights detection algorithms on Example 1: Note that the color saturated highlights are best detected with HAnS. The reason
for the good detection of color saturated highlights as well as highlights saturated in the full dynamic range of the light is the usage of the three image
features: the minRGB image feature, the luma image feature and the maxRGB image feature. Note that the halo surrounding the light source is detected
only with the algorithm of Meylan et al. [4] and HAnS. Moreover, there is a clear distinction between the strong and the weak highlights, in the result
obtained by HAnS, which is then very suitable to any LDR-to-HDR conversion pipeline.

it requires extra memory resources. The software for Expand-
Net is available online at [52].

The ITM algorithm of Meylan et al. [4], as previously
explained, is a segmentation-based algorithm. After the
regions are segmented into specular highlights and diffuse
parts, a pixel-wise two-slope linear function is applied on the
image. The first slope scales (by linearly decreasing the lumi-
nance) the diffuse parts and the second slope scales (boosts
by linearly increasing the luminance) the specular parts.
Since the complete approach (for LDR-to-HDR conversion)
proposed by Meylan et al. is conceptually similar to HAnS

(the both algorithms perform highlights segmentation/
detection and apply a pixel-wise ITM function), we include
it in the objective experimental analysis and comparison.

The algorithm of Kovaleski et al. [10], is another algorithm
for inverse tone mapping (LDR-to-HDR conversion) that
belongs in the group of classical approaches. The algorithm
computes per pixel brightness enhancement function (BEF),
for which the authors refer to as ‘‘expansion map’’. The cal-
culation of the BEF is based on cross-bilateral filtering. The
obtained BEF is then multiplied (pixel-wise) with the scaled
version (to cover the dynamic range of the available display)
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FIGURE 11. Results from highlights detection algorithms on Example 2. Note that HAnS produces the least amount of incorrect detections (areas that
belong to light reflections from bright diffuse surfaces).

of the input image in order to obtain the resulting HDR
image. Since this algorithm has shown high performance
among the classical approaches in the analyses from recent
works in the field of LDR-to-HDR conversion [16]–[18],
we include it in our analysis together with the algorithm of
Meylan et al. [4] and ExpandNet [14]. The software for
the algorithm of Meylan et al. [4] and the algorithm of
Kovaleski et al. [10] is licensed and provided with [8].

2) DATA-SET
In our experiment, we use images from the Stuttgart data-
set [14]. We select this data-set because it consists of
sequences of cinematic content with diverse scene con-
tent and wide in range contrast and lighting conditions.

This data-set (both LDR and HDR versions) was subject to
prior professional grading done by experts from VRT [51].
The details about the grading process are presented in the
work of Luzardo et al. [18]. From the 15 different sequences
of this data-set, we extracted 33 representative frames, each
belonging to a different scene and/or sequence, on which in
the performed objective experiment we evaluate the perfor-
mance of HAnS with the proposed ITM as part of a complete
LDR-to-HDR conversion pipeline.

3) METRICS
To evaluate the performance of HAnS with the pro-
posed ITM and the ITM approaches from the com-
parison (see Subsection V-B1), we use three metrics:
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TABLE 4. Evaluation results on 33 representative scenes from the Stuttgart data-set. Evaluation metrics for which higher value means better
performance: HDR-VDP-3.0.6 (Q metric) in range [0-10], Structural similarity index (SSIM) in range [0-1], peak-signal-to-noise-ratio (PSNR)
in range [0-∞]. The results in the fields marked with green are associated with the best performing algorithms for each different metric.
The results from the algorithms that are second best performing are presented with blue color.

HDR-VDP-3.0.6 metric [54], the structural similarity
index (SSIM) [56] and peak-signal-to-noise ratio (PSNR).
PSNR is a simple metric for objective quality assessment.
SSIM tries to account for subjective human perception.
HDR-VDP-3.0.6 is a specialised reference-based metric. It is
based on a psychovisual model for various luminance con-
ditions. It is designed to predict visibility and quality as per-
ceived by human observers (in terms of mean opinion score).
We use the quality (Q) metric from HDR-VDP-3.0.6 to asses
the performance of the considered ITM approaches. The
software is available online at [55].

4) RESULTS FROM THE QUANTITATIVE ANALYSIS
We perform this analysis in order to show that with cor-
rect highlights detection with HAnS and proper highlights
boosting with the proposed ITM, we achieve high quality
performance as it is the case with the other well established
ITM algorithms from the comparison. For this purpose, on the
selected 33 representative image samples from the Stuttgart
data-set, we apply every ITM algorithm considered in the
comparison. We do this, by sweeping over the wide range
of values for the algorithm’s specific parameters. For every
version of the reconstructed image, we calculate the values of
HDR-VDP-3.0.6 (the Q metric), PSNR and SSIM. For every
algorithm and every single image sample (from the selected
33 representative images), we select the best results across
the used metrics. The results are then averaged and presented
on Table 4.

For calculating the HDR-VDP-3.0.6 Q metric, we use the
following settings: resolution of 3840× 2160 pixels, viewing
distance of 0.5 meters, diagonal display size of 30 inches,
‘‘rgb-native’’ color encoding for HDR images and dynamic
range of 700 nits.

The presented results show that the proposed ITM achieves
high performance comparable to the state of the art algo-
rithms. This means that with proper detection and boosting
of the highlights, with HAnS and the proposed ITM (the
both versions: only global highlights boosting and global with
local highlights boosting) we successfully obtain the HDR
effect.

5) RESULTS FROM THE QUALITATIVE ANALYSIS
Here, we visually present few of the reconstructed images,
selected to have high and comparable performance between
the ITM algorithms considered in the comparison.We present
four interesting examples, for which we show the recon-
structed HDR images and the corresponding maps for the
top 6 % brightest pixels in the reconstructed images. The
visual results are presented on Figures 12, 13, 14 and 15.

From the presented visual examples it can be noticed that
the proposed ITM (especially when global and local high-
lights boosting is applied) succeeds to best pronounce and
distinguish most of the highlights (light sources and specular
reflections), while still decently boosting the bright areas as
it is the case with the other ITM algorithms.

C. SUBJECTIVE EVALUATION
In order to subjectively evaluate the performance of HAnS as
part of the ITM (LDR-to-HDR conversion) pipeline, we per-
form psycho-visual experiment. The intention of this analysis
is to show that the local highlights boosting is important for
perceiving an HDR effect and that the combination of local
and global highlights boosting is perceived as better than only
using global highlights boosting.We present the experimental
framework for the psycho-visual experiment in Section V-C1,
the results from the quantitative analysis in Section V-C2 and
the results from the qualitative analysis in Section V-C3.

1) PSYCHO-VISUAL EXPERIMENT
For the psycho-visual experiment 30 diverse in content
LDR images were processed in three different ways:

- by applying linear pixel-wise ITM function;
- by applying non-linear pixel-wise boosting ITM func-
tion (global highlights boosting);

- by applying non-linear pixel-wise boosting ITM func-
tion in combination with the Highlights Maps obtained
with HAnS (global and local highlights boosting, see
Section IV).

In this experiment 15 volunteers participated. The three dif-
ferently processed images for every LDR scene, were shown
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FIGURE 12. Example 1. Results obtained with different ITM algorithms and maps of the top 6 % brightest pixels in the
reconstructed images. Note that the sunlight and its reflection in the water is boosted well with most of the ITMs. Using the
proposed ITM with global and local highlights boosting is advantageous over using it with only global highlights boosting.
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FIGURE 13. Example 2. Results obtained with different ITM algorithms and maps of the top 6 % brightest pixels in the
reconstructed images. Note that the candle flames are best pronounced with the proposed ITM (global + local boosting). The
bright diffuse parts are pronounced with every ITM. With the proposed ITM they are pronounced by the global boosting term.
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FIGURE 14. Example 3. Results obtained with different ITM algorithms and maps of the top 6 % brightest pixels in the
reconstructed images. Note that the light sources and most of the specular reflections are best pronounced with the proposed
ITM (global + local boosting), while with the other ITMs they are pronounced with less intensity.
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FIGURE 15. Example 4. Results obtained with different ITM algorithms and maps of the top 6 % brightest pixels in the
reconstructed images. Note that the welding sparks are well pronounced with ExpandNet and the proposed ITM (global + local
boosting). Most welding sparks and specular reflections are pronounced with the proposed ITM (global + local boosting).
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TABLE 5. Quantitative results from the psycho-visual experiment: for global linear pixel-wise ITM function; for global non-linear pixel-wise boosting ITM
function and for global non-linear pixel-wise boosting ITM function in combination with the Highlights Maps obtained by HAnS.

sequentially in random order (for the purpose of performing
a blind test), to each participant in the psycho-visual experi-
ment. For every scene, each participant was asked to make a
choice of subjective preference HDR version, without having
a reference image, and only relying on his/her subjective
opinion for most pleasant content. The three HDR versions,
were repeatedly shown three times in the same order, in order
to facilitate the decision making and to allow the participant
to remember the presented content.

The independent variables (IVs) in the performed exper-
iment are the participants and the order of the presented
ITM reconstructed versions per image sample.We considered
15 participants out of which: 4 experts and 11 non-experts in
HDR imaging; 9 males and 6 females, 7 coming from Bel-
gium and 8 coming from countries in Europe, South America
and Asia. The participants are between 25 and 40 years old.
The order for the three presented ITM reconstructed versions
for every image sample and participant was random (uniform
distribution).

In the performed experiment wemeasured (dependent vari-
able - DV) votes per ITM reconstructed version. We counted
the single votes from every participant for every image
sample, per reconstructed ITM version. The votes are then
summarized over the image samples and participants and
normalized with the product of the number of participants and
the number of image samples. Given that the test is blind (the
participants don’t know which reconstructed HDR version
is presented), the contribution of each participant (15 par-
ticipants) per image sample (30 image samples) is equal to
0.22 % with a probability of 33.33 % to select one of the
3 presented reconstructed versions as best. Hypothetically,
if one of the 15 participants, always selects the same version
(as best) for all 30 image samples, his contribution in the
obtained results would be 6.67 % for the preferred version
and that would be the extreme case scenario. We consider this
fraction sufficient for the accuracy of this experiment.

The control variables (CVs) are the selected image sam-
ples (diverse in content: scenes vary from dark to bright,
scenes abundant with natural content, indoor and outdoor
scenes, scenes extracted from movies, scenes from TV shows
with artificial lights, scenes with diverse in color and size
light sources, scenes with people and visible faces and skin),
the number of image samples (30 image samples), the time
allocated for one session per participant (30 minutes), obser-
vation distance (0.5 meters), type of screen and resolution

(LDR screen of HD resolution which is sufficient for the
use-case of our experiment), contrast and brightness settings
of the screen (set to default), ITM parameters (previously
tuned for every image sample so that they remain unchanged
during the experiment), room lighting (uniform ambient light:
the light is the same at the view-point of the participant and
where the screen is positioned).

2) RESULTS FROM THE QUANTITATIVE ANALYSIS
Here, we present the results (see Table 5) from the performed
psycho-visual experiment. Most of the participants (≈ 70%)
preferred the results that are obtained with the proposed ITM
approach presented in Section IV (global and local highlights
boosting), over the results obtained with global boosting.

In Fig.17 we visually present some of the results shown to
the participants in the psycho-visual experiment.

3) RESULTS FROM THE QUALITATIVE ANALYSIS
Considering the results that are obtained with linear
pixel-wise ITM function as not interesting (see results shown
on Table 5), here we visually present only the results when the
ITM is applied in two different ways: with a non-linear ITM
function (global highlights boosting, see Section IV) and with
non-linear ITM function combinedwith the output Highlights
Maps from HAnS (global and local highlights boosting, see
Section IV).
First in Fig.16, we show the input LDR images (as

observed on an LDR screen) and the obtained High-
lights Maps. Afterwards, with the results from inverse
tone-mapping that are presented on Fig.17 (simulated as
being observed on an HDR screen) we make visual compari-
son between the two cases of applied ITM.

From the Highlights Maps presented in Fig.16, we notice
that the specular reflections and the light sources (among
which there are color saturated lights and color saturated
specular reflections) are successfully detected by HAnS,
while at the same time most of the areas belonging to bright
diffuse surfaces are excluded.

From the visual results presented in Fig. 17, it can be
noticed that there is a clear distinction between the results
obtained with only global highlights boosting and the results
obtained with global and local highlights boosting and more-
over, the results obtained with global and local highlights
boosting are more pleasant to the observer.
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FIGURE 16. Input LDR images (as observed on an LDR screen) and the corresponding Highlights Maps generated with HAnS.
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FIGURE 17. Results (simulated as being observed on a HDR screen) obtained with ITM: when only global boosting is applied; when global and local
boosting (with the Highlights Maps presented in Fig.16) is applied.
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From both quantitative and qualitative results from the sub-
jective evaluation analysis (see Table 5 and Fig.17), we con-
clude that global and local highlights boosting is undoubt-
edly more advantageous than only global highlights boosting
in creating the HDR effect. Hereby, we justify the advan-
teougness of HAnS in LDR-to-HDR conversion of cinematic
LDR content.

VI. CONCLUSION
Considering low hardware requirements and simple and effi-
cient implementation, we propose a new algorithm for detect-
ing specular reflections and light sources in cinematic LDR
content. The proposed highlights detection algorithm (HAnS)
is devised as part of an inverse-tone mapping approach for the
purposes of the LDR-to-HDR conversion.

The proposed algorithm for highlights detection is evalu-
ated objectively, on two image data-sets consisted of LDR
content. Additionally, HAnSwith the proposed ITM, is objec-
tively and subjectively evaluated as part of a complete
LDR-to-HDR pipeline.

The results from the objective evaluation analysis on
highlights detection show that HAnS outperforms the clas-
sic highlights detection algorithms, both quantitatively and
qualitatively. These results also show that HAnS is suc-
cessful in avoiding false positive detections, while at the
same time (with the appropriate selection of the control-
ling parameters), is able to correctly detect specular reflec-
tions and light sources not only in cinematic LDR content,
but also in LDR content in general (SPEC-DB image
data-set).

The results from the objective evaluation on highlights
boosting as part of a complete LDR-to-HDR conversion
pipeline, show that HAnS with the proposed ITM achieves
high quality performance, already established with the ITM
algorithms included in the comparison. The presented results
(quantitative and qualitative) justify use of HAnS in a com-
plete LDR-to-HDR conversion pipeline.

The results from the subjective evaluation analysis, both
quantitatively and qualitatively, show that the usage of
HAnS as part of simple ITM approach for global and
local highlights boosting, produces more pleasant con-
tent than the conventional global pixel-wise boosting ITM
approaches.

The implementation of HAnS with the proposed ITM
approach, was adapted for FPGA and it is already validated,
approved and released as a complete product. This fact is
a testament to the efficacy of using the proposed approach
for highlights detection and boosting in an LDR-to-HDR
conversion pipeline.

APPENDIX A
OBJECT-LEVEL SEGMENTATION METRICS USED IN THE
OBJECTIVE EVALUATION
Here, we describe the object-level segmentation metrics that
we use for objective evaluation of the highlights detection
algorithms.

A. MARTIN’s ERROR METRIC
The Martin’s error metric is used for measuring the qualita-
tive similarity between man-made segmentations, which are
expected to be different. In order to present the details for cal-
culating this error metric we will refer to [48] and use a simi-
lar set notation. Let IR = {R1,R2,R3, . . . ,RM} represent the
binary reference image (ground-truth image obtained from
one annotator) with Rj being the j-th fully-connected segment
in IR. Similarly, IS = {S1,S2,S3, . . . ,SN} is the binary
image obtained by the highlights detection algorithms with
Si being the i-th fully connected segment in IS. As described
in [48], the errors Pji and Qji between segments Rj and Si are
presented with (17) and (18), where \, ∩ and |.|, are the set
difference operator, the intersection operator and the number
of elements in a set operator, respectively.

Pji =
|Rj \ Si|
|Rj|

× |Rj ∩ Si| (17)

Qji =
|Si \ Rj|

|Si|
× |Rj ∩ Si| (18)

The number of pixels in the complete intersection region
between the two binary images is calculated by n =∑M

j=1
∑N

i=1 |Rj∩Si|. TheMartin’s errormetric is definedwith
two calculated errors, global consistency error (GCE) and
local consistency error (LCE). These are calculated using (19)
and (20), appropriately.

GCE (IR, IS) =
1
n
min


M∑
j=1

N∑
i=1

Pji,
M∑
j=1

N∑
i=1

Qji

 (19)

LCE (IR, IS) =
1
n

M∑
j=1

N∑
i=1

min
(
Pji,Qji

)
(20)

In cases where no region is annotated and yet there are
detected segments in the result from the detection algorithms
(cases with false positives: IR = ∅ and IS 6= ∅), and vice versa
(cases with false negatives: IR 6= ∅ and IS = ∅), we assign the
highest value of 1 to these errors, i.e. GCE(IR, IS) = 1 and
LCE(IR, IS) = 1. In order to preserve the matching direction
symmetry the false negative cases are treated equally as the
false positive cases.

B. OBJECT CONSISTENCY ERROR
Similarly to Martin’s error metric, the object consistency
error metric (OCE), as proposed in [48], performs object by
object comparison of the segmented image and the reference
image. It takes into account the size, the shape and the posi-
tion of each fully connected segment. This error is normalized
within a range [0,1], where 0 means that there is no error
(i.e. the compared images are equal) and 1 when there is
no match between the reference and the segmented image.
This metric, also has properties of being symmetric and scale
invariant. The authors of [48], define the partial error measure
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ER,S(IR, IS), calculated using (21), (22) and (23),

ER,S(IR, IS) =
M∑
j=1

[
1−

N∑
i=1

|Rj ∩ Si|
|Rj ∪ Si|

×Wji

]
Wj (21)

Wji =
δ̄
(
|Rj ∩ Si|

)
|Si|∑N

k=1 δ̄
(
|Rj ∩ Sk|

)
|Sk|

(22)

Wj =
|Rj|∑M
l=1 |Rl|

(23)

where Wji weighs each Si that intersects with Rj, according
to the size of Si relative to all segments in IS that intersect
with Rj. Additionally, Wj weighs the importance of Rj, rela-
tive to all the segments in the reference image. In (22), δ̄ (x)
is a function that equals 0 for input being 0, and 1 otherwise.
The object consistency error is then calculated using (24).

OCE (IR, IS) = min
(
ER,S,ES,R

)
(24)

In the same way as it was done for the Martin’s error metric,
we adapted the OCE metric to have the highest penalty (=1),
for false positive cases, IR = ∅ and IS 6= ∅, and for false
negative cases, IR 6= ∅ and IS = ∅.

C. QUALITY RATE
Another object by object comparison metric is the quality
rate (QR) metric, proposed by Weidner [49]. We use this
metric, as it is proposed in [46], where the authors consider
the matching direction. Therefore, two versions of this metric
are introduced, QRSR given with (25), for matching the seg-
ments to the reference objects and QRRS given with (26) for
matching the reference objects to the segments.

QRSR(IR, IS) =
M∑
j=1

|Rj ∩ Smax| × |Rj|

|Rj ∪ Smax| × |R|
(25)

QRRS(IR, IS) =
N∑
i=1

|Si ∩ Rmax| × |Si|
|Si ∪ Rmax| × |S|

(26)

Its values are within the range [0,1], with 1 for the best match
between the segments and the reference objects, and 0 when
there is no match. We extend this metric to have highest
value (=1), when IR = ∅ and IS = ∅.

APPENDIX B
EVALUATING THE PERFORMANCE OF THE HLD
ALGORITHMS ON THE PROPOSED IMAGE DATA-SET
Here, we describe how the evaluation of the HLD algorithms
was conducted on the proposed image data-set consisted of
cinematic LDR content and real world photographs.

In this data-set only extracted patches from the images
are annotated for highlights, and not the whole content. This
is because the process of annotating the complete content
of the images would be too difficult and inefficient for the
annotators.

First the images are processed with the HLD algorithms
(with different settings of the controlling parameters) in their

full size. Afterwards, for evaluation, in order to make the
comparison with the annotated reference patches, we extract
the corresponding patches of the results obtained with the
HLD algorithm and calculate the value of each metric per
extracted patch. Then, we calculate the average value for
every metric, over the patches considered in one single image
that is processed (by the HLD algorithm) for every fixed
setting of the controlling parameters. The best setting of
controlling parameters for every HLD algorithm and every
image, is then selected and the corresponding results for every
patch and every metric stored. In some cases the patch is
small and consists of small highlights and/or non-highlights
areas and in other cases the patch is big and content-wise
it covers areas of the whole object with various specularity
properties. The obtained evaluation results for every metric
and every patch, are then averaged over the whole data-set
of 960 patches, for every subset of ground-truth annotations.
The metrics, with the average and the standard deviation are
presented in Table 2.
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